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Abstract 
Diagnosing benign and malignant glands in thyroid ultrasound images is considered as a challenging issue. Recently, deep 

learning techniques have significantly resulted in extracting features from medical images and classifying them. 

Convolutional networks ignore the hierarchical structure of entities within images and do not pay attention to spatial 

information as well as the need for a large number of training samples. Capsule networks consist of different hierarchical 

capsules equivalent to the same layers in the CNN neural network. This study tried to extract textural features using a deep 

learning model based on a capsule network. Thyroid ultrasound images were given to the capsule network as input data, and 

finally the features learned in the capsule network were used to teach the Support Vector Machine classifier, in order to 

diagnose thyroid cancer.  Experimental results showed that the proposed method with 98% accuracy has achieved better 

results compared to convolutional networks. 
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1. Introduction 

The thyroid gland is located in the human neck and 

the body's metabolism is preserved by this gland. 

Thyroid diseases can be summarized in the following 

two fields: 1- hypothyroidism and hyperthyroidism, 

and 2- Thyroid cancer. In the field of thyroid cancer, 

which is a tumor developing in the thyroid gland of 

the body, it is considered as an abnormality. Medical 

images of this gland helps doctors in better diagnosing 

benign or malignant. Among radiographic images of 

body structure, ultrasound is known as a valuable 

diagnostic method for the thyroid.  

With the increased prevalence of deep learning 

methods in some applications such as images 

classification, object diagnosis, and feature extraction 

from images, a major step has been taken into account 

in the field of medical images. The researchers mostly 

try to use different neural network techniques, in 

order to identify cancer cells, and in the meantime, 

they realized the great potential of CNN networks as a 

powerful tool in automatic diagnosis of image 

patterns. Notably, feature extraction from images 

based on neural network is considered as one of the 

applications of deep learning. Among the neural 

networks used, pre-trained networks play a significant 

role, as in 2017 from the Google-Net pre-trained 

network, these have been used for feature extraction 

and anomaly diagnosis in the thyroid gland [1]. 

Correspondingly, various pre-trained networks have 

been used in similar works [2-7]. In 2018, the 

efficiency of using artificial neural networks in 

diagnosing thyroid abnormalities has been compared 

to the work of radiologists, and a large difference has 

been observed in their accuracies [8]. In 2019, the 

diagnosis and classification of abnormalities in 

thyroid gland ultrasound images were performed 

based on the Res-Net pre-trained network [9]. In 

another study, better efficiency of these networks in 

diagnosis was mentioned using several pre-trained 

models and comparing transmission learning in these 

models [10]. In other studies, large-scale data have 
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been studied using the Inception-v3 pre-trained 

network [11]. 

However, in CNN networks, because the pooling 

function leads a number of image features to be lost, a 

large amount of data is needed to train the network. 

Of course, the most important weakness of CNN is its 

inability in diagnosing the position of the image and 

changing the shape and texture of the image. 

Moreover, they cannot handle the images from 

different angles and eventually a lot of information 

will be lost. In 2016, to compensate for the CNN 

network defects, the capsule network was provided by 

sara sabure [12]. The capsule network, which its 

architecture is different from other neural networks, in 

the encoder section, can easily encrypt the 

specifications and spatial connections of the features 

in the images. Capsule networks use a group of 

neurons as a capsule, so that all the important features 

in the capsule are preserved in form of a vector. 

CapsNet with a dynamic routing mechanism mostly 

use the similarity of different hierarchical capsules 

(equivalent to layers in CNN networks) to update the 

weight, and this feature causes extracting more 

information from the images. As a result, better 

feature vectors would be extracted. In a study, the 

effect of capsule networks in confronting with the 

challenges of medical images, was considered [13]. 

In this study, a deep learning method based on the 

capsule network was introduced in order to extract 

useful features from thyroid gland ultrasound images. 

In addition, the capsule network was used as a feature 

extractor to obtain important features of the gland and 

following reducing the features, SVM classifier was 

used as an anomaly detector. According to a recent 

study, PCA method is known as the best feature 

selection method and SVM is known as the best 

classifier method; therefore, these two methods were 

used in this study [14]. The proposed model was 

found to be able to achieve a better diagnosis 

compared to the conducted works with 98% accuracy. 

The main contribution of this study can be 

summarized in the following two aspects: 1- a capsule 

network was designed in order to remove the 

challenges of using CNN network in extracting 

features from images, so the final feature vector was 

obtained by adjusting the network parameters in the 

layers of its encoder section, and finding useful 

features consequently led to better diagnosis; and 2- 

The SPCA method was used in order to reduce the 

obtained features and the SVM classifier was also 

used to diagnose the anomaly. In fact, the superiority 

of the proposed model is in using the capsule network 

to learn the features and the SVM classifier both to 

diagnose the anomaly and to use the benefits of deep 

learning and machine learning in combination. 

The remained the article were organized as follows: 

Section 2 presents the previous related work, Section 

3 expresses a brief definition of feature extraction and 

its advantages and disadvantages in CNN and 

CapsNet networks, section 4 describes the proposed 

method, section 5 discusses the experimental results; 

and Section 6 reports the results.  

 

2. Related Works 

 

     Diagnosis of thyroid-related diseases is known as 

one of the most important research areas related to the 

classification issues in data mining and machine 

learning science [15]. In a study, the support vector 

machine model was used to diagnose hypothyroidism 

or hyperthyroidism [16]. In [17], with the aim of 

comparing the effect of several different data mining 

models on several different types of disease. The 

models used were decision tree, neural networks, 

logistic regression, support vector machine, and Naïve 

Bayes. Additionally, the diseases investigated were 

diabetes, breast cancer, and hyperthyroidism. 

Research results has shown that the support vector 

machine works better compared to the others. 

 In another study, a dissimilar approach was done to 

solve the problem of thyroid diagnosis. This study 

aimed to analyze the data of crotch and tongue 

medical images in order to diagnose either 

hyperthyroidism or hypothyroidism. Accordingly, the 

use of several separate indicators to extract features is 

one of the innovations of this research [18]. In [19], 

using the MS-Apriori method, positive and negative 

rules were created in relation to the features used in 

the database. The function of this method is to map 

the features to a better answer space for fitting the 

model as well as ranking the initial features. After 

ranking the features, the important features remained 

and the weak features were eliminated. Finally, 

thyroid disease was predicted using the reference 

machine learning models and the accuracy of the 

models were compared with each other. A new study 
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diagnosed thyroid cancer based on analyzing the 

internal and external characteristics in thyroid 

ultrasound images [20]. Moreover, another article 

diagnosed breast cancer based on the feature 

extraction using supervised and unsupervised 

algorithms, while examining various methods of 

feature reduction [21].    

The use of deep neural networks is one of the positive 

strategies in the extraction and classification of 

textural features. In another article, thyroid gland 

images were collected by cytopathology, which were 

then used to develop a deep learning model for 

diagnosing thyroid bulges (nodules) and disorders. It 

was found that the use of image features that are 

specific to thyroid deficiencies greatly enhances the 

performance of the model. The diagnostic accuracy of 

this model is 87%, which is higher compared to those 

of the reference learning machine models [22]. In 

another research, ultrasound data analysis, which is 

performed based on ultrasonic waves, was used to 

diagnose thyroid deficiencies. Of note, the algorithm 

used was the CNN method, and the accuracy of the 

diagnostic model was 95%. Regarding the claim of 

this article that there are great improvements in the 

extraction of thyroid-specific features in images of 

thyroid deficiency, improving the methods of 

extracting local features from the images turned to be 

the main goal in the proposed model of this study 

[23]. The effect of deep learning on the management 

of the thyroid glands in ultrasound images was also 

discussed in detail in the article [24]. Additionally, a 

comprehensive review of the capsule network 

architecture and its use in different fields were 

discussed and then compared to CNN networks in the 

article [25]. 

Recently, the capsule neural network was used to 

classify tumors. In [26-28], the capsule network was 

used to diagnose and classify different types of 

cancers. In [29], Alzheimer's disease was diagnosed 

using the capsule network. In [30], the capsule 

network was also used to diagnose iris problems. In 

the study by [31], the combination of capsule network 

and convolutional was used in the non-medical field 

that is worth pondering. Several reviews on thyroid 

cancer have provided a better perspective into the 

progress of this research [32-34]. In the work by [35], 

the improvement of Principal Component Analysis 

method was considered as SPCA, which was then 

used in selecting effective features. 

 

3. Comparison of Capsule and CNN Networks 

 

      Feature extraction refers to the process of 

converting the raw pixels of an image into useful and 

meaningful information. These features can be 

extracted both manually and automatically by neural 

networks. During this process, the low level features 

in the images such as color, texture, and shape are 

firstly identified and then the high level features are 

discovered by low level features. Thereafter, the 

features extracted from the images are shown in 

numerical values.  The feature extraction operation in 

convolutional networks is mostly done in two parts as 

follows: convolutional layers and pooling layers. 

Thus, using convolutional layers, the filter is 

multiplied in the local area of the input, and with this 

operation, feature maps is automatically obtained in 

several steps. In fact, in the obtained feature maps, the 

main elements are identified among the pixels of the 

image. In the next step, using the pooling layers, the 

dimensions of the extracted feature maps are reduced 

in several steps. Disadvantages of convolutional 

networks are the large number of training parameters, 

the need for a lot of training data, and their time–

consuming feature. In fact, the pooling function in 

CNN leads a number of image features to be lost, and 

a lot of training data are then needed to compensate 

for this problem. In recent years, to solve the problem 

of lack of training data, pre-trained CNN networks 

such as Resnet, vgg-net, and google-net were used 

instead of CNN network, so that transfer learning is 

used in these networks. In fact, by transferring the 

weights of the trained network (on the big data set) to 

the new model, the pre-trained model can be re-used 

for another time on different data sets. Accordingly, 

this work had a very good result for the diagnosis of 

thyroid gland anomalies in recent years. 

Capsules established a new basis in artificial 

intelligence that helps deep learning to model 

hierarchical relationships better within neural 

networks. Capsule networks include hierarchical 

capsules that have actually replaced layers in CNN 

neural networks. As well, low-level capsules include a 

large number of capsules that are small in size. 
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However, in high-level capsules, the dimensions 

increased, and the number of capsules decreased. This 

may be due to the location information that are stored 

in capsule dimensions. In addition, the number of 

low-level capsules is large, so each capsule represents 

only a small area of inputs, but as the capsule level 

increases, a larger area is indicated by each capsule, 

while the number of capsules is decreasing. 

Therefore, during the transfer of a low-level capsule 

to a high-level capsule, there is an increase in 

dimensions. 

High-level capsules are weighed from the sum of low-

level capsules, and due to the similarity of 

hierarchical capsules, the weights are finally updated. 

Each dimension of the capsule is considered as a 

feature (texture, color, etc.) and all important 

information on the status of the feature that we are 

trying to identify, are summarized and then 

accumulated in form of a vector. As can be observed, 

the scalar output of the feature screen on CNN was 

replaced by the vector output on the capsule network. 

On the other hand, because CNNs cannot handle 

images from different angles, the capsule network 

usually uses a dynamic routing mechanism, and by 

this mechanism, the ability to understand three-

dimensional space is defined, which ultimately 

provides more desirable and meaningful features. In 

general, CNNs have a longer training time than 

CapsNet, because their depth is great and also because 

they are deep in width, so require fewer parameters. 

Regarding all the above-mentioned cases, a research 

has shown that capsule networks could reduce error of 

objects diagnosis in images by 45%. Therefore, in this 

study, the capsule network was used to extract the 

feature. 

The capsule network has two parts in terms of 

architecture as follows: encoder and decoder. 

Accordingly, the encoder part consists of the 

following 3 layers: 1- convolutional layer, 2- Primary 

capsule layer, and 3- Digit-caps layer. Moreover, the 

decoder part is equivalent to fc layers in CNN 

network. In the first layer of the encoder, a traditional 

convolutional layer with a Relu activity function is 

used to extract the primary feature maps. The second 

layer, or primary capsule, takes the primary features 

from the first layer and then divides them among the 

capsules. Thereafter, each capsule is multiplied by a 

weight matrix and the output of the layer is also 

determined. In the third layer, or digit caps, dynamic 

routing operation is used for the capsules, and the 

feature vector is taken as the output from this layer. 

The decoder part, which is used for classification, is 

similar to the FC layers on CNN. 

According to the mentioned descriptions, capsule 

neural network is able to be more successful than 

CNN in the field of feature extraction by considering 

the spatial connections of features in the image. 

  

4.  Suggested Method 

 

     The proposed method includes the following main 

parts. (Fig.1) 

 

Fig. 1.Steps to diagnose anomalies in the proposed method 

 

4.1. Pre-Processing 

 

 Preliminary images include transcripts that contain 

information about patients and their condition by 

imaging systems. This section was deleted using the 

cropping method. In this method, the image border 

size is initially obtained using its main borders, and 

segmentation is done before final deletion. The 

centroid points of the image objects are calculated and 

then the area of each part is returned in segmentation 

(each object is considered an island-shaped area of 

pixels with high brightness). Next, the areas with 

more area are considered as the main part of the 

image and the rest as the background. This can greatly 

reduce the sensitivity of images to noise. (Fig.2) 

 

 

Fig. 2. The initial input (right) and output (left) images after 

preprocessing 



 

Journal of Computer & Robotics 14 (2), Summer and Autumn 2021, 1-9 

 

 

5 

 

 

4.2. Extracting Features Based on Deep Learning 

 

  In this phase, the spatial features of each image are 

extracted using the capsule network. In capsule 

networks, global features are restored using a color 

intensity gradient, in addition to extracting local 

features.  

Since the purpose of using the capsule network is only 

to extract the desired features from the images, the 

decoder part, which is used for both image 

reconstruction and classification, was omitted in this 

study, and only the encoder part of the capsule 

network remained to be designed. 

CapsNets are a special type of CNNs that adapt local 

features by changing their structure and creating a 

layer, called a capsule, consisting of hundreds of 

neurons. Three general layers are used in the CapsNet. 

There is a classic CNN in the first layer. This layer 

extracts local features (low-pass level) according to 

the color intensity of the pixels and provides them to 

the capsule layer. The convolution layer has 256 

channels and 9 × 9 size kernels with stride 1 (the 

activation function of this layer is RELU). The second 

layer consists of the CapsNet, which is referred to as 

the primary capsules. There are 32 channels in the 

second layer, each of which includes eight primary 

capsules with a convolution layer with a length of 256 

channels and 9 × 9 kernels. Therefore, the output 

vector of each capsule (w) is 256 × 81 long, which 

can extract local properties with high accuracy. 

Generally, the primary capsules in the second layer 

will have an output of 32 × 56 × 56 long (each 

capsule consists of eight dimensions) according to the 

input image size. In the final layer, there are 

numerical capsules (calculators) that produce the final 

properties from the capsule layer (this layer indicates 

the possible presence of a sample from each class).  

Given that the capsule layer contains 32 channels with 

a size of 56 × 56, and since 10 capsules are considered 

in the third layer, the size of this layer is 56 × 56 × 32 

× 10. Fig. 3 shows the general structure of the 

CapsNet. 

 

 

Fig. 3. Schematic of the CapsNet 

 

It should be noted that only feature extraction is 

performed in the capsule network used by the 

researcher. Therefore, it is critical to use a dynamic 

routing algorithm between the second and third layer 

capsules (because the output of the first layer is one-

dimensional, routing does not take place between this 

layer and the primary capsule layer). Here, the output 

of each capsule (u) is sent to the third layer capsules 

(v0-v9) with the same probability vector (at the 

beginning, there is the same probability of receiving u 

vector, i.e. local properties, by the numerical 

capsules). In other words, the ith capsule in the L-layer 

tries to detect the output of the jth capsule in the L+1 

layer. Over several consecutive rounds, the output of 

capsule j (vj) is finally sent to capsule i by a nonlinear 

function called squash (Equation 1). Here, sj is the 

length of the vector received by the numerical layer 

(calculator). Finally, the output of Vj for each 

calculator capsule will be the vector of the properties 

extracted by the CapsNet (10 capsules each extracting 

16 features according to the length of vector w). 

 

    
 |  | 

 

    |  | 
 
   

  

 |  | 
                                            

 

4.3. Balancing in the Features set 

 
The thyroid cancer sample label has two general classes 

where the number of positive samples (with cancer) is 

minor compared to negative samples. This can cause an 

imbalance of the data set and directly affect the 

classification process of learning models. For this reason, 

this section uses the synthetic minority oversampling 

technique (SMOTE) algorithm, in which synthetic samples 

are generated from real data (textural feature vector in the 

minority class) and added to the model. The different steps 

of the SMOTE algorithm are as follows [36]: 
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1. Isolation of minority classes, including 

positively labeled specimens (with thyroid 

cancer). 

2. For all minority samples (x), a sample (y) is 

randomly selected from the neighboring k (in 

this article k is equal to 5) directly to calculate 

the difference between x and y. 

3. Generation of a new sample by multiplying a 

normal random number by the output obtained 

from the second step and adding it to the 

original sample or x. 

By generating new samples, a balance is established 

in the textural feature set and conditions are provided 

for the selection of effective feature vectors. 

4.4. Reducing the Dimensions of Textural Features 

using the Principal Component Analysis 

(PCA) 

 

After extracting the features that could be obtained 

from the image, a suitable number of them were 

selected in order to perform the classification 

operation. Among these obtained features, there were 

some additional and irrelevant features definitely. So, 

it was hypothesized that by removing them at this 

stage, the number features would be reduced, training 

time would be decreased, and as a result the efficiency 

of SVM classifier would be improved. In this 

research, using the SPCA method based on the 

research by [35], a set with low-dimension features 

was extracted from a set with high-dimension 

features. The SPCA method is a type of PCA that tries 

to describe each principal component (PC) as a linear 

combination from a subset of real variables, making it 

easier to understand the model. However, in PCA, 

each principal component is a linear combination 

from all real components, which makes it difficult to 

interpret the model. 

Considering the basic logic of the PCA, each 

numerical matrix can be represented as a linear 

combination of part of its input values  in the form of 

new variables. These variables describe the main 

properties of the matrix and remove the content 

overlap from the data due to their orthogonal nature 

(37-39). In the first step, a variable (e.g. P1) is sought 

to be able to establish the condition of Equation 2 in a 

matrix of size Xn × k. 

                |    |                                                       

In statistics, the higher the variance at one point, the 

higher the accumulation of information in that area. 

Therefore, Equation 3 can be expressed as 

maximizing the variance of variable P1 (matrix V) 

(40). 

         
 

 
          

 

 
           

    

      
 

 
                                          

Equation 3 can be maximized using the Lagrangian 

coefficient. 

    
          

                                                       

By calculating the partial derivative of L relative to t1 

and λ1, t1 is the normalized vector V and λ1 is its 

corresponding value. 

{
 

 
  

   
                 

  

   
      

              

                              

After the steps mentioned above, the unknown value 

of t1 is the normalized vector corresponding to the 

maximum value of λ1 or the principal diameter 

(eigenvector) of matrix V. The structural variable P1 = 

Xt1 is the principal component of the first entry in the 

V matrix (hence, m principal component of V can be 

obtained using Pm = Xtm). The final output of the PCA 

algorithm (matrix V) is the same size as the input 

matrix and each input refers to a specific score or 

value. In the last step, the sum of the information in P 

is returned by Equation 6 to reduce the data 

dimensions and select the effective properties of 

matrix V to reach the threshold value, th, as the final 

properties (here, th value is considered 0.9). 

 

              ∑       

 

   

                                    

 

4.5. Diagnosis of Anomalies by SVM Classifier 

 

      In the last step of the proposed method, the 

principal components extracted from the properties 

matrix are assigned to the SVM classifier. SVM 

provide good generalisation when the parameters are 

appropriately configured, even if the training set has 

some bias. SVM deliver a unique solution, since the 

loss function is convex; and in principal it can model 
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any training set, when an appropriate kernel is chosen.  

In this model, the choice of the location of the 

hyperplanes in the problem space and the 

maximization of the margins between them are 

directly related to the distribution style of samples. In 

general, the SVM has three main linear, polynomial, 

and Radial Basis Function kernels, each of which can 

select the location of the hyperplanes in the problem 

space with high accuracy. The basic challenge of 

SVM is low accuracy in dealing with low-repetition 

input samples. This feature has largely been 

eliminated using the K-Fold Cross Validation method. 

Here, the input dataset is assigned to the model in k 

steps and each time 
 

 
 of data is considered as a test 

(main diameter of the data). In the current study, 

parameter k is set to 5. 

 

4.6.  Experimental Results 

 

      The dataset used in this study were thyroid 

ultrasound images data provided by the Society of 

Photo-Optical Instrumentation Engineers. 

Accordingly, this dataset contains 480 thyroid 

ultrasound images belonging to 298 individuals. Each 

sample includes an ultrasound image and a 

description file. In this research, all the tests were 

performed on Intel (R) Core (TM) i5-2430M system 

with 2.40GHz CPU, 12.0GB RAM, and using 

Windows 10. Thereafter, the algorithm was run on 

Python 3.8. After cropping the 360 * 360 image, the 

image size decreased to 28 * 28 and was then given to 

the capsule network as input, and after extracting the 

effective features and when diagnosing and using 

SVM, the 5-Fold Cross Validation tool was used to 

manage the data training. Finally, the average result of 

these 5 validations was chosen as the ultimate 

estimate.  Success evaluation parameters of feature 

extraction method are model accuracy, sensitivity, 

specificity, given in equations 7 to 9. 

 

          
     

           
                                            

 

              
  

     
                                               

 

             
  

     
                                              

 

The tests' results showed that the proposed method 

has a better performance (Table 1). 

 

Table 1  

Comparison of the diagnostic parameters of the proposed model 

(CAPSNET) with those of previous models (CNN). 

Specificity% Sensitivity% Accuracy% Method 

for Feature 

Extraction 

Reference 

97.96 92.77 94.70 CNN Qin et al. 

[10] 

87.20 88.2 87.80 CNN Shi et al. 

[5] 

99.30 82.80 96.34 CNN Chi et al. 

[1] 

64.17 80.69 97.33 CNN Moussa 

et al. [9] 

82.10 91.20 88.15 CNN Ko  et al. 

[8] 

97.22 96.64 98.20 CAPSNET Proposed 

model 

  

5. Discussion 

 

      The reason for this result improvement may be the 

technical performance of these two networks. In the 

CNN network, by performing the pooling operation, 

the image features are learned regardless of their 

position, or in other words, the spatial relationships 

between the features are ignored. For example, the 

parts of a machine in the image are known alone, but 

they are not necessarily recognized as these parts 

belong to the machine, because their position is not 

known by pooling unfortunately. Therefore, it is not 

learned whether each one of these parts is on the right 

or left side of the image or whether the shape has 

rotation, so it can be said that they do not have 

equivalence. The presence of this feature in the 

capsule network as a distinction point with CNN, 

leads to learning more information from the images. 

In fact, CapsNets not only teach good weights for 

image extraction and classification, but also they can 

help in understanding the positional parameters of the 

image well (spatial changes like rotation). Basically, 
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in the capsule network, only in the first layer, the 

convolution operation is performed and the primary 

features (such as the edges of the image) are 

extracted. As well, instead of the pooling operation, 

the primary features are divided among the capsules 

in the second layer. Correspondingly, each capsule is 

a vector multiplied by the weight matrix and 

hierarchically lower-level capsules send their input to 

higher-level capsules that are better matched with 

their input. Thereafter, the weight is updated during 

this operation, and this mechanism is so-called 

"dynamic routing" in the capsule network. Despite 

this mechanism, the capsule network finds and learns 

the spatial connections among features (pooling 

would lead to the loss of the spatial connections 

between features). Therefore, all the important 

features learned by the capsule network in form of a 

vector (capsule) were maintained and for the above-

mentioned reasons, the accuracy of features' diagnosis 

was much higher than CNN, which led to strengthen 

the model. In this study, 480 ultrasound images were 

used, which were given to capsule network after the 

preprocessing phase, in order to learn the proper 

features. Feature extraction by pre-trained networks 

has received much attention in previous studies. Of 

course, in pre-trained networks, we faced the 

challenge of resetting the network on its data, so the 

diagnosis accuracy would vary by changing the 

network setup parameters. Additionally, sometimes 

with a large number of training parameters, optimal 

accuracy can be achieved. On the other hand, 

convolutional networks are less efficient on complex 

images and the use of pre-trained networks does not 

help in solving this problem. In fact, setting up a pre-

trained network is just faster and easier than training a 

CNN network, and this is the reason that they are 

being replaced by a CNN network. Regarding the 

above-mentioned cases, CapsNets seem to be a new 

promising technique for both diagnosing and 

classification. The experimental results of using the 

capsule neural network in the studies indicated that 

with different architectures that have been shown 

compared to other neural networks, it has the ability 

of encrypting the spatial connections of the image 

features. So, it is more effective on image diagnosis, 

and in this study, this effect was clearly visible. 

 

6. Conclusion and Recommendations 

 

     Deep learning in the field of medical images has 

occupied the heavy burden of feature extraction. CNN 

neural networks play a significant role in this area. 

Because CNNs cannot evaluate images from different 

angles, capsule networks have been introduced. 

Accordingly, it was shown that they are able to be 

more successful in the field of feature extraction by 

considering the spatial connections of features in the 

image.  

In this article, the potential of implementing a capsule 

neural network to extract appropriate features from 

ultrasound images was investigated, in order to 

diagnose the type of tissue cancer in the thyroid gland. 

For this purpose, ultrasound images were firstly given 

as input to the capsule network, and then, the image 

features were extracted by the encoder part of the 

network. Subsequently, the feature reduction was 

performed using PCA method, and then the SVM 

classifier diagnosed the anomaly (benign or 

malignant).This work was implemented with Python 

language and achieved 98% accuracy. 

Correspondingly, this result was more significant than 

what has been done previously. In future works, we 

can use the combination of capsule network and CNN 

network to extract better features. 
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