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Abstract:   
In this paper, recurrent neural network is used for path planning in the joint space of the robot with 

obstacle in the workspace of the robot. To design the neural network, first a performance index has been 
defined as sum of square of error tracking of final executor. Then, obstacle avoidance scheme is presented 
based on its space coordinate and its minimum distance between the obstacle and each of robot links and 
proper inequality equations have been derived which describe the qualification of obstacle avoidance. 
Moreover, nonlinear optimization problem with nonlinear constraint functions has been derived by 
considering the joint physical limits. In order to design the neural network, equivalent problem of 
projection theorem has been converted to quadratic programming by using Kuhn-Tucker 1optimality 
conditions. Based on the projection theorem, model of recurrent neural network has been determined 
which is as a first order differential equation. Simulation results show the good performance of the 
proposed method by applying the proposed algorithm on the seven-degree freedom PA-10 robot. 
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1- Introduction 

The optimal path design in the joint space 
corresponds to determining the position of 
are realized the robot joints angles in 
minimum error tracking way and the specific 
optimization criteria. Among these criteria 
we can mention the least Norm2 joint 
velocity or minimum energy, the joints 
motion repeatability, the minimum torque, 
singularity, Avoidingjoints physics limitation 
and obstacle avoidance. It should be noted 
that the realization of these criteria is in the 
second order and the first goal should be the 
correct tracking of the robot's final 
implementer to the target position. For 
extension robots, having the final operator 
position, the position of the joints cannot be 
analytically determined. 

The use of numerical approaches to solve 
the problem is necessary in these Conditions. 
Among the most prominent and most widely 
used methods in the kinetics inversion field, 
methods are based on the Jacobi inversion 
matrix. In scheme [1] Jacobi pseudo-
inversion matrix is used along with obstacles 
avoidance program. To avoid obstacles, a 
developed form of Jacobi pseudo-inversion 
has been proposed. The redundancy 
decomposition of the gradient image of the 
cost function into the empty space of the 
matrix uses this approach and uses Jacobi. In 
[2] by using this approach and in the closed 
loop and with a feedback from the Cartesian 
error, the seven-degree freedom Robotic 
kinematics of inverse is carried out. In [3] a 
combination of the dissipated least squares, 
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and genetic algorithms is used. At [4] a 
duplicate approach is used based on 
geometric information of robot 
configuration. 

 In the first phase, a repetitive process is 
the passing of final implementer to the robot 
base and then from the base of the robot to 
the final implementer. At [5] the geometric 
method is proposed thatby assuming 
constant angles to the next and considering 
two distinct angles in direct kinematic 
equations, the proper configuration of the 
joints is determined. At [6] inverse 
kinematic solution is done by combination 
of numerical analytic methods. Also some 
researches have been focused on solving 
analytic inverse kinematics and for example 
in [7] by using geometric-space theory, 
relations between the Angles of robots, space 
rotation with space vectors, value is 
analyzed. In [8] there is an overview of the 
most important closed loop approaches and 
their features are analyzed fromthe 
Convergence, numerical error, perspectives 
and other cases. 

Neural networks are used inverted 
kinematics field in accordance with 
distributed calculations and parallel, linear 
and nonlinear mapping capabilities. At [9] 
MLP1multi-layered proton neural network is 
used to determine the angle of the robots, 
joints with  three-degree freedom with a 
work barrier. In [10]two MLP neural Radial 
Basis Function network have been used for 
robot with six-degree freedom. At [11] real 
robot is divided into two virtual robots. The 
joints variables are determined with the 
proper correlation between their direct 
kinematic equations and solution of the 

resulting equation. At [12] SOMnetwork is 
used to find the variable of the seven-degree 
freedom robot joints. In [13], dual network is 
used .The purpose of the problem is to use a 
combination of norm2 with infinite joint 
velocity. In [14], the inverse approach of 
Neural network has been used to determine 
the inverse kinetic response of seven-degree 
freedom robot. In [15] a frequent method 
called the association machine which has a 
structure involving several neural networks, 
is the proposed for determine the inverse 
kinematic response  

The overall structure of this paper is that in 
the second part, the joint path is designed the 
form of an optimization problem. Then, the 
avoidance barrier program is presented along 
with avoiding the physical limitation of 
joints. In the next section, the recursive 
neural network model is extracted and 
simulation and analysis of the results are 
presented. Conclusions will also be made in 
the end section. 

2- The problem of designing the path of 
the joints of the robot arm 

The purpose of the joints design is to 
determine the position of the joints in such a 
way that the final executor of the robot can 
accurately track the desired path in Cartesian 
space. For this purpose, the problem of 
design of path of the joints the joints is 
defined in the cost function form in the 
following form: 

2 2 21 ( ) ( ) ( )
2 d d df x x y y z z = − + − + −   (1) 

Where , [ ]x y z  and [ ]d d dx y z  present 
the momentary position of final executor and 
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the Cartesian ideal position. The angular 
positions of the joints are determined 
indirectly and corresponding to the 
minimization of the cost function. 
 
2-1. constraint of avoiding the physical 
limitations of the joints 
 
Joint’s Physical constraints of PA-10 7-
degree freedom arm robot are as below: 
 

min max ; 1, 2,...,7i i i iθ θ θ≤ ≤ =  (2) 
 
Where miniθ  and maxiθ  are respectively 
minimum and maximum values of ith .In 
order to apply these constraints to the 
structure of the recurring neural network, 
first they must be converted into negative 
inequalities. So you can write: 

min max0; 0; 1,2,...,7i i i i iθ θ θ θ− ≤ − ≤ =  
 

(3) 

Given that in the PA-10 robot, each the 
minimum joint position equals with the 
negative of maximum value of the  

max
max

max

0
0; 1,2,...,7

0
i i

i i
i i

i
θ θ

θ θ
θ θ
− − ≤

→ − ≤ = − ≤
 

 

(4) 

 
2-2  obstacle Avoidance plan 

 
To  formulate of the avoidance obstacle 
problem, assume that obstacle in the 
workspace is enclosed with a circle radius r0 
and 0 0 0 0[ ]Tx y z=n . Also, the coordinates of 
beginning and end of the arm of the robot for 
i= 1, 2, 3 are described [ ]T

i i i ix y z=m  and 
[ ]T

i i i ix y z=n .  
The coordinates of each point of ith arm can 
be determined in a parametric manner and 
with the information on the Cartesian form 

of the start and end the joints of the arm. 
Suppose that [ ]Tni t t tx y z=m  represents 
coordinates of the desired point in ith arm . 
The coordinates of the above point can be 
written as on the parametric and according to 
the coordinates of the start and end of the 
arm. In the other words 

; 1,2,3ni i i i iα= + =m m m n  (5) 
 

In which i is its arm number and α is a 
Parameter dependent on arm coordinates 
0 1α≤ ≤ . By calculating the distance of 
desired point nim to avoidance of center of 

0n  the dist analytic expression which 
represents the distance between the arm and 
the obstacle, is obtained as a function of the 
parameter α as follows: 

0 0

0 0

( ) ( )

( ) ( )

T
ni ni

T
i i i i i i

dist

α α

= − −

= + − + −

m n m n

m m n n m m n n
 

 

(6) 

 
To find the optimal parameter of α in a way 
that the dist distance is minimized, is 
derivate from (6) to α in the above 
expression:  

0( ) ( ) ( ) ( ) 0T T
i i i i i i iα − =m n m n m n m n  (7) 

 
By specifying the optimal parameter value, 
the coordinates of the critical point *

ni
m will 

be estimated as follows: 
* 0( ) ( )

, 1, 2,3
( ) ( )ni

T
i i i

i i iT
i i i i

i
 

= + = 
 

m n m n
m m m n

m n m n
 

 

(8) 

 
As a result, minimum distance ith arm to the 
center of the barrier is equal to: 

2
0 0*

0

(( ) ( ))
ni

T
i i i i i i

i i

−
=

m n m n m n m n
m n

m n
 

 

(9) 
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To avoid any accident between the arm and 
the obstacle, a security zone is considered 
around the enclosing sphere obstacle with a 
radius sd . The distance between the critical 
point and the center of the obstacle must be 
greater than the total radius of the sphere and 
the security zone. On the other hand: 

*
0 0 0; 1,2,3

nisr d i+ − − ≤ =m n  (10) 

 
Therefore, designing the path of the joints of 
the robot is described in the form of the  
Optimization problem as follows: 

2 2 2

1max

*
0 0

1min ( ) ( ) ( )
2

s.t. 0, 1,...,7 , 1, 2,3
nj

d d d

i

s

x x y y z z

i j
r d

θ θ

 − + − + − 

 −
  ≤ = =

+ − −  

θ

m n

 (11) 

 

3- Recursive Neural network model 

Based on the principles of network design 
for a Convex nonlinear optimization 
problem in [16] recursive neural network 
model is extracted and is developed to find 
the angular position of the joints of the arm 
robot. Consider the below nonlinear 
convex optimization problem: 

min ( )
subject to ( ) 0, 0

f
≤ ≥

x
g x x

 (12) 

 

Where nR∈x , : nf R R→  and 

[ ]1( ) ( ) ( ) T
mg g=g x x x  are optimization 

vector, cost function and  constraint 
function Respectively. optimization 
conditions KKT3 Is defined for 
Optimization problem [12] as follows:  

0, ( ) 0, 0

( ) ( ) 0, ( ) 0Tf

≥ ≤ ≥

∇ +∇ ≥ =

y g x x

x g x y y g x
 (13) 

 

In which, ( )f∇ x , ( )∇g x  represent cost 
function gradients and constraints gradient. 
Using the image optimization technique, 
we can find the relationship between the 
solution of the convex nonlinear 
optimization problem and the solution of 
an image problem as follows: 

( )( )
( )

( ) ( ) 0

( ) 0

fα

α

+

+

 − ∇ +∇ − =

 + − =

x x g x y x

y g x y
 (14) 

 

In which, [ ] { }max 0, ,i ix x+ =

[ ] { }max 0,i iy y+ =  and α is a positive 
integer. In accordance with the zeinee dot's 
theorem (4), if *x  represents the optimal 
response  and *( ) ( ) ( ) ( )Tfφ = +x x y g x , this 
can be written: 

*( ) ( ), 0φ φ≥ ∀ ≥x x x  (15) 

It can be seen from the above relation 

( )* *( ) , 0
T

φ− ∇ ≥ ∀ ≥x x x x  (16) 

 

Since ( )φ x  is a convex function. Therefore, 
*x  is a response from nonlinear 

optimization problem(12), if and only if 
there is an optimal point of * mR+∈y  

( ) ( )
( ) ( )

* * * *

* *

( ) ( ) 0, 0

( ) 0, 0

T

T

f − ∇ +∇ ≥ ∀ ≥

 − − ≥ ∀ ≥

x x x g x y x

y y g x y
 (17) 
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Based on the image formulation in (17), 
neural network model is for solving the 
convex nonlinear optimization problem as 
follows 

( )( )
( )

( ) ( )

( )

fd
dt

α

α

+

+

 − ∇ +∇ −   =     + − 

x x g x y xx
y y g x y

 (18) 

 

4- Results and discussion 

To evaluate the performance of the 
proposed algorithm to determine the 
degree of joining angle, simulations are 
done on PA-10 seven-degree freedom 
robot. Physical limitation of joints of this 
robot is provided on table10.  

Table11. PA-10 Position Range and Speed 
Arm Robot – 1 

Joint No 
Range of 
joints in 
degrees 

Speed of 
joints per 

radians per 
second 

1 177± 1± 
2 91± 1± 
3 174± 2± 
4 137± 2± 
5 255± 2π± 
6 165± 2π± 
7 360± 2π± 

 

First, consider the circular path to the 
center (0.6, 0.0, 0.0) and radius 0.5m. The 
obstacle in the workspace also has a center 
(0.6, 0.0, 0.0) and radius 0.5m . The radius 
of security zone is considered 0.01m . As 
shown in Figure 1, open robot arms have 
avoided obstacles. By considering fig.2 the 

position of the arm joints are also located 
in the allowed range. The final error 
tracking is very small in final executor. In 
other words, track tracing has been carried 
out with great precision. In the following, 
a rectangular path is taken, latitude point 
starts -0.2 and ends at 0.2. Also, the 
altitude of the route is 0.6. there is an 
obstacle with a (0.3,0.1,0.1) and a radius of 
0.1m . For the rectangular path, also joint 
movementis very far for tracking the 
optimal routes. (fig.4). Also, the fig.5  
Shows that the physical limitations of the 
joints are in the range of the optimal shape 
of the arm robot. The tracking error of the 
executor is also negligible according to 
Figure 6. 

5- Conclusion 

 In this paper, the design of the movement 
direction of the joints of the arm of the 
PA-10 seven-degree freedom robot was 
formulated with the based on a recursive 
neural network, and simulations and 
results analysis were presented. In this 
regard, the avoidance constraints of joints 
physical limitation and obstacles 
avoidance in the robot's work space were 
presented in an analytical manner. Then, 
the neural network structure was extracted 
to solve the optimized optimization 
problem based on optimality conditions 
KKT and its relation with image theory. 
According to, the results presented for two 
circular and rectangular paths, in addition 
to tracking is done with desirable 
precision, the angular position of the joints 
is within its range and the arms avoid 
collision with the obstacle. 
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Fig.1. Circular tracking using recursive 
neural network 

 

 
Fig.2. Angle position of the joints 
corresponding to the circular path 

 

 
Fig.3. tracking Error the final executor 
corresponding to the circular path 

 
Fig.4. Rectangular path tracking using 
recursive neural network 

 

 
Fig.5.Angle position of the joints 
corresponding to the rectangular path 

 

 
Fig.6.tracking Error the final executor 
corresponding to the rectangular path 
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