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Abstract

Recently, an effective approach for spectral-spatial classification has been proposed using Hierarchical
SEGmentation (HSEG) grown form automatically selected markers. This paper aims at improving this
approach for classification of hyperspectral images in urban areas. The Weighted Genetic (WQ)
algorithm is first used to obtain the subspace of hyperspectral data. The obtained features are then fed
into the marker-based HSEG algorithm. Then, the contextual features from segmented images are
extracted. For spatial features, area, entropy, shape, adjacency and relation features are considered as
the potential components in feature space. Finally, using both spectral and spatial features, the image
objects are classified by a rule-based classifier. The experimental tests are applied to two datasets: the
Berlin, and Quebec City, which are two known and benchmark datasets in hyperspectral imagery. The
evaluation of results showed that the proposed approach achieves approximately ‘1% and 7 better
overall accuracy than the Original-HSEG algorithm for these datasets respectively.
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\. Introduction

Hyperspectral imaging concerns measurement
and interpretation of spectral imagery acquired
by satellite, airborne, terrestrial, or laboratory
sensors over visible, infrared and sometime
thermal spectral regions of electromagnetic
spectrum (Shippert, ¥+ + £). There are two major
approaches for classification of hyperspectral
images: the spectral or pixel-based techniques,
and the spectral-spatial or object-based
techniques. The pixel-based techniques, e.g.
support vector machines (SVMs), apply
exclusively to the spectral information
(Watanachaturaporn et al., ¥« + A). However, the
second category considers both the spectral
information of the pixels and their spatial
context (Fauvel et al.,, Y++A; Li et al.,, Y+)V).
Because of the complex nature and diverse
composition of land cover types existing within
the urban environment, the classification of
high-resolution hyperspectral imagery is a
difficult task (Akbari, Y+)4; Lu et al.,, Y+)*).
For example, the “Meadow” and “Tree” classes
are spectrally similar and have a significant
amount of spectral overlap (Zhang and Qiu,
Y+3Y). This is the primary reason for the large
number of misclassifications between these
classes. Traditional classification methods that
only take into account the spectral information
are unable to differentiate between these classes
with a high degree of accuracy. Consequently,
the methods that utilize the spatial information,
in addition to the spectral information, are
needed to produce more accurate land cover
maps in urban areas (Carleer and Wolff, Y+ +71;
Chenetal.,, Y+ Y4; Liu et al., ¥+ YA; Shackelford
and Davis, YY),

Segmentation techniques are powerful means
for defining the spatial dependencies among the
pixels, as well as for finding the homogeneous
regions in an image (Borzov and Potaturkin,
YYA; Gonzalez and Woods, Y::Y). An
alternative  way to achieve accurate
segmentations consists of performing a marker-
controlled segmentation (Gonzalez and Woods,
Y«+Y; Soille, Y+*Y). The marker-based
segmentation  significantly reduced over-
segmentation and led to better accuracy rate.
Recently, an efficient approach is proposed for

spectral-spatial ~ classification  using  the
Hierarchical SEGmentation (HSEG) grown

from automatically selected markers (Tarabalka
et al. Y«)Y). It uses a pixel-wise SVM
classification, in order to select pixels with the
highest probability of each class membership as
markers for corresponding class. In this
approach, a connected components labelling is,
first, applied on the classification map. Then,
the markers are considered to be p% of the
pixels with the highest probability estimated for
large regions, and pixels with an estimated
probability higher than a pre-defined threshold
for small regions.

For classification of hyperspectral images, the
large number of bands sometimes causes
intense computational complexities and
generates inappropriate results. Many methods
have been presented in the hyperspectral
literature in order to effectively reduce the
dimensions of input space, and achieve better
performance. The genetic algorithm, which
seeks to solve the optimization problems using
the evolution methods, specifically survival of
the fittest, can be used to optimize band subset
of hyperspectral data. This algorithm is
commonly used in binary form. The limitation
of binary genetic is that it removes some of the
bands despite having a small amount of
information.

In this paper, we propose an innovative object-
based classification approach based on the
subspace analysis of hyperspectral remote
sensing data. In the proposed approach, the
Weighted Genetic (WG) algorithm is used for
subspace analysis of hyperspectral images. WG
algorithm uses the information of all bands, by
assigning a value between zero and one in each
band, as the weight of the band. Afterwards, the
marker-based HSEG algorithm is used to
segment the obtained features. The segmented
images are then used in an object-based
classification method that considers the spectral
and contextual information. Therefore, we
extracted different contextual features. Then,
image objects, using spectral and contextual
features, are subsequently classified by rule-
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based classifier. The proposed framework not
only makes the best use of characteristics
obtained from high-resolution hyperspectral
imagery, but also increases significantly the
classification accuracy.

Y. Proposed approach

The proposed approach contains four main
steps: )) subspace analysis, Y) marker-based
HSEG, Y) feature extraction, and £) object-
based classification. The scheme of the
proposed classification is presented in Fig.).

Hyperspectral
Image

v

Subspace Analysis
Weighted Genetic algorithm

v

Marker-based HSEG

v

Feature Extraction
Area, Entropy, Shape, Adjacency, Relation

v

Object-based classification

Figure ). Scheme of the proposed method.

Y.,Y Subspace Analysis

The genetic algorithm is an adaptive
optimization search method based on a direct
analogy to Darwinian natural selection and
genetics in biological systems (Huang and
Wang, 2006). It starts from an initial population
which is composed of a set of possible solutions
called individuals (chromosomes), and then
evaluates the quality of each individual based
on a fitness function. In the binary genetic
algorithm, each chromosome has one and zero
values, while, in WG algorithm, the weighted
values are between zero and one. We use the
Kappa coefficient accuracy parameter of SVM
classification as the fitness function. The fitter
solutions have a better chance to survive or
reproduce in the next generations. The
population during consecutive generations

evolves to be fit in the problem’s conditions.
Selection, crossover, and mutation are the main
genetic algorithm’s operators for reproducing
the future generations. The evolutionary
process will not stop until the termination
conditions satisfy (Zhuo and Zheng, 2008).

Y,Y Marker-based HSEG

The HSEG algorithm is a segmentation
technique based on the iterative hierarchical
stepwise optimization (HSWO) region-growing
method. Furthermore, it allows for the merging
of nonadjacent regions using a input parameter
Swgr¢ (Tilton, Y+ +¥). The optional parameter
Swgr ¢ tunes the relative importance of spectral
clustering versus region growing. For Sy, 41
=+, HSEG is essentially the same as HSWO,
wherein only the spatially adjacent regions are
allowed to merge. For S,,4.=", the spatially
adjacent and non-adjacent regions are given
equal weight for merging. Lastly, for the values
of Sygr1¢ between + and Y, spatially adjacent
merges are favoured compared with spatially
nonadjacent merges by a factor of 1/S,, 4.
The HSEG algorithm can be summarized in
four steps :

V) Initialize the segmentation by assigning a
region label to each pixel. If a pre-
segmentation is provided, label each
pixel according to the pre-segmentation.
Otherwise, label each pixel as a separate
region.

Y) Calculate the dissimilarity criterion value
amongst all pairs of spatially adjacent
regions (Sy,4¢ =*), find the pair of
spatially adjacent regions with the
smallest dissimilarity criterion value, and
merge that pair of regions.

¥) If the parameter S,,4 ;> *, merge all
pairs of spatially non-adjacent regions
with dissimilarity criterion Values less
than or equal to the multiplication of the
smallest dissimilarity criterion value of
spatially adjacent regions and S, /¢

¢) Stop; if no more merges are required.
Otherwise, return to step (Y).

For determining most similar pair of regions,
we use the standard spectral angle mapper
(SAM) between the region mean vectors as a
dissimilarity criterion (Tilton, Y+ +A). The SAM
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measure determines the spectral similarity

between two vectors u; = (Ujq, Uiz, ..., Uig)"
— T .

and u; = (Ujq,Ujp,--.,Ujg)" by computing the

angle between them as follows:

SAM(ui, u])
Yhe UipUjp M

DYARETME A DT

= arccos(

Where B is the number of hyperspectral image
bands.

The marker-based HSEG algorithm can be
summarized as follows. Each pixel is
considered one region. If the given pixel is
marked, the corresponding region obtains a new
non-zero marker label, which corresponds to
the information class. For non-marked regions,
the label is equal to zero. Thus, at the
initialization step, all the markers are split into
one-pixel markers. The HSEG algorithm is then
performed. When a marked region is merged
with a non-marked region, the resulting region
keeps the marker label inherited from the
marked region. The process is stopped when the
number of regions is equal to the number of
markers. In the final step, the class of each
marker is assigned to all pixels in the region
containing this marker. The main idea behind
the marker-based HSEG algorithm consists in
assigning a marker label for each region
containing the marker pixels, and then merging
the regions with an additional condition. This
condition requires that two regions with
different marker labels cannot be merged
together.

Y,¥ Feature Extraction

The contextual information extracted from
objects can help decrease the number of
misclassifications amongst spectrally similar
classes. In this paper, we use the area, entropy,
shape, adjacency, and relation features.

Area: In an segmented image, the “area” is the
number of pixels that an object has (Chen,
Y++7; Nghi and Mai, Y+ +A).

Entropy: Entropy is a measure of texture and is
calculated as follows:

L=
H== p(z)log:p(z) ")

Where L is the number of distinct gray levels, z
is a random variable denoting image gray level
and p(z;) is the normalized gray level
histogram.

Shape: We define shape feature as follows (Li
etal., Y++V):

L=+S/P ™

In this formula, S is the area of a certain polygon
object and P is the perimeter. L is the shape
index of an object. This index can distinguish
different shapes. The shape index of a rectangle
or a square is bigger than the linear objects.
Adjacency: The adjacency feature is
appropriated information used to distinguish the
image's objects from one another. The
“building” and “road” classes in the image are,
in some cases, spectrally similar and have a
significant amount of spectral overlap; we
normally cannot reliably distinguish them from
one another. However, the shadow objects in
any direction around the high buildings make
these two objects dissimilar. Here, the shadow
is considered the adjacency information (Chen,
Y++7; Nghi and Mai, Y+ +A).

Relation: We define the relation feature as
follows. If the objects A and B are two adjacent
objects, and, A and B are in the same class, then
A has a relation with B. If B has a relation with
C and C is not adjacent with A, then A has a
relation with C. Relation feature is the number
of objects that has a relation with A (Nghi and
Mai, Y+ +A). Like the similarity between two
pixels, there is also the similarity between two
objects; this means that some objects have the
same similar features such as the shape and the
area. As a result, there will most likely be a
misclassification of these features. However,
the relation feature can provide a solution to this
problem (Li et al., Y+ V).

Y,% Object-Based Classification

In this paper, we developed an object-based
classification scheme that allows the image to
be classified using different contextual
measures for different sets of classes. The rule-
based approach allows the analyst to combine
different features of objects in order to assign a
class membership degree (between * and V) to
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each object based on a fuzzy membership
function or strict thresholds (Benz et al., Y+« €;
Walker and Blaschke, Y« +A). The membership
functions used in this study are based on the
logical operator AND (&) and thresholds.
Furthermore, it has a hierarchical capability to
classify the entire scene into general classes
(e.g., vegetation and non-vegetation areas).
These general classes are called parent classes.
Then, each parent class is divided to sub classes
(child class) containing more detailed land
cover types (e.g., buildings and roads). This
hierarchical capability allows the developer to
incorporate objects in different levels of
segmentation for individual levels of class
hierarchy. In this paper, we developed a rule-
based classification scheme that allows the
image to be hierarchically classified using
different spatial measures for different sets of
classes.

¥. Experimental results and discussions

¥, Hyperspectral Data

To evaluate the proposed method, two
hyperspectral datasets are selected. The first
imaged the Berlin urban area, Germany,
acquired by Hymap. The second dataset was
collected by Hyper-Cam LWIR over the city of
Quebec, Canada. The Berlin image is acquired
in visible and infrared spectral regions, while
the image of the Quebec City is acquired in the
thermal region of electromagnetic spectrum. In
this image data, the pixels’ digital numbers
represent the radiance. Therefore, it requires
atmospheric correction prior to perform the
classification. To this end, ENVI’s Thermal
Atmospheric Correction algorithm was applied
on this dataset. Table 1 describes the main
characteristics of these two datasets. The color
composite image and the reference map of these
datasets is shown in Figures 2 and 3.

Table V. The main characteristics of the datasets

used

Dataset Berlin Qu(.abec

City

Hyper-Cam

Sensor HyMap LWIR
Spectral range (um) N V,ANY,0
Spatial coverage (pixel) AREF AR vaox o1t
Spatial resolution (m) v,e \

Number of bands VY ¢ At

Number of classes ° 1

Figure Y. Berlin dataset; (a) Color composite
image (b) Reference map.

(a) (b)
Figure Y. Quebec City dataset; (a) Color
composite image (b) Reference map.

¥,Y. Experimental results

Table 2 presents the value of parameters used in
proposed WG algorithm, which are actually the
same for the two datasets.

Table Y. The WG’s Parameters for datasets used
Parameters data
Population Yoo
Crossover probability  A+7
Mutation probability ~ +,%%
K-tournament Y
K-elitism Y

For marker selection, a pixel-based
classification is performed, using the multiclass
SVM classifier with the Gaussian radial basis
function (RBF) kernel. The penalty parameter C
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and 7 (spread of the RBF kernel) are chosen by

five-fold cross validation. Furthermore, the
marker-based HSEG segmentation algorithm is
applied. For this purpose, since, the images of
urban areas contain the classes with mostly
unlike spectral responses, we chose Sy, gne =
[+,+.Y,+.°]. In order to compare the results of the
proposed method, we have implemented the
Original-HSEG algorithm.

The accuracies of the classification maps are
assessed by computing the confusion matrices
using the reference data. Based on these
matrices, several criteria have been estimated to
evaluate the efficiency of algorithms
(Congalton, Y42); Story and Congalton, ) 4A7).
These measures are a) the overall accuracy
(OA), which is the percentage of correctly
classified pixels, b) the Kappa coefficient (k),
which is the percentage of agreement corrected
by the amount of agreement that could be
expected due to chance alone, and ¢) the class-
specific producer's accuracy, which is the
percentage of correctly classified samples for a
given class.

¥,Y,) Berlin Dataset

In this dataset for each class, we randomly
choose ) +7 of the labelled samples for training
and the rest for testing procedures. The values
of RBF kernel’s parameters are: C = YYA

and v = Y Fig. ¢ shows the classification
maps of Original-HSEG and the proposed
approach, for Berlin data. As can be seen, the
proposed approach map contains many more
homogeneous regions when compared with the
map obtained by other approach. These results
prove the superiority of WG algorithm and the
importance of the use of contextual information
throughout the classification procedure.

@) (b)

Figure £. Berlin dataset, classification maps by
(a) Original-HSEG, and (b) the proposed
approach (S, g = * ).

The global (overall and kappa coefficient) and
class-specific producer's accuracy parameters
of the Berlin dataset are reported in Table Y. As
can be seen, the proposed approach has resulted
in up to an approximately )17/ higher rate of
accuracy for Original-HSEG in OA. Also, with
Swgr¢= *»Y the proposed approach performs—
in most cases—better than when Sy, 5= * is
used. If Sy4:= *, only spatially adjacent
regions are allowed to merge. If, * < 8,4 ¢ <
\ spatially adjacent merges are done with
spatially nonadjacent merges. If S, 4 =), the
spatially adjacent and non-adjacent regions are
given equal weight for merging. As can be seen,
classification accuracy rates decrease with a
further increase of the Sy, 4 (value (i.e.5y 4/ ¢ =

+.0).

Table ¥. Accuracy measures for the Berlin

dataset.
Original-HSEG  Proposed approach
Swght tat (PN oY .,0
OA(%) AY,4 AALA QA4 AA,.
K %) A, A ay,y  4¥,. A,y
Vegetation AY, ¢ A7 44, 4V,Y
Build-up AY,A4 40,9 Ay,A A,y
Impervious AV, 49,0 44,4  44,¢
Soil ve,1 19,7 44,r av,y
Water 9,A L,y 4%,A do,v

In Table Y, All the class-specific accuracy rates
for the proposed approach are higher than the
Original- HSEG approach, which are more than
/.

¥,Y,Y Quebec City Dataset

In this dataset, for each class, we randomly
choose ) 7 of the labelled samples for training
and the rest for testing. The values of RBF
kernel’s parameters are C = ¥+ and v =e™".
Fig. © shows the classification maps. As can be
seen, the map obtained by proposed approach is
much less noisy than the map obtained by

Original-HSEG.
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(a) (b)
Figure °. Quebec City dataset, Classification
maps by (a) Original-HSEG, and (b) the
proposed approach (S, g = *»Y).

Table ¢ reports the accuracies obtained on the
Quebec City dataset. As can be seen, the global
accuracies are improved by proposed approach.

Table £. Accuracy measures for the Quebec City

dataset.
Original- Proposed method
HSEG
Swght et et Y e
OA(%) AY,Y 9,6 4),0  4.,A
K (%) YA, A AY,&  AA,Y  AV,AQ
Road a9, Y 4Y,7 4y, Ay,
Trees A 9Y,A  4¢,¥  Av,Yv
Blue roof YA, ¢ AN ANS AAA
Gray roof Aé,o Ad,v AELE ALY
Concrete AY,4 94,7 4y,4 0 q.,Y
roof

Vegetation 44,4 4,4 4A ¢ AA,.

As Table ¢ demonstrates, all of the class-
specific producer's accuracies, except for “Gray
roof” class are considerably increased by the
proposed approach compared to Original-
HSEG. In the case of “Gray roof” class, this
reduction in accuracy seems to be due to the
complexity of the Quebec City image.

¢, Conclusions

Hyperspectral sensors capture images in
hundreds of narrow spectral channels. The
detailed spectral signatures for each spatial
location provide rich information about an
image scene, leading to better discrimination
amongst physical materials and objects.

Although pixel-based classification techniques
have resulted in high classification accuracy
rates when dealing with hyperspectral data, the
incorporation of the spatial context into
classification procedures yields even better
accuracy rates.

In this paper, a new method for the object-based
classification of hyperspectral images has been
proposed. This work follows two main
objectives; first is to propose an efficient
dimensionality reduction method that finds and
selects informative features from hyperspectral
data which maximum the classification
accuracy, and the second is the use of maximum
spatial information for hyperspectral image
classification. Additional information from
image objects also allows us to get
neighborhood characteristics.

Experimental results on two hyperspectral
datasets showed that the proposed method could
significantly = improve the classification
accuracy. It has increased the Original-HSEG
classification accuracy from AY,47 to 4A,47% in
Berlin image and AY,YZ to 4Y,9% in Quebec
City image. It is thus evident that reducing
dimensions and contextual features for
classification are very important. Further work
is needed to improve the proposed method. It is
necessary to take advantage of the available
data in order to automate the whole
classification process.
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