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Abstract 

Accurate stock market prediction can assist in an efficient portfolio and risk management. However, 

accurately predicting stock price trends still is an elusive goal, not only because the stock market is affected 

by policies, market environment, and market sentiment, but also because stock price data is inherently 

complex, noisy, and nonlinear. Recently, the rapid development of deep learning can make the classifiers 

more robust, which can be used to solve nonlinear problems. This study proposes a hybrid framework using 

Long Short-Term Memory, Autoencoder, and Deep Neural Networks (LSTM-AE-DNNs). Specifically, 

LSTM-AE is responsible for extracting relevant features, and in order to predict price movement, the 

features are fed into two deep learning models based on a recurrent neural network (RNN) and multilayer 

perceptron (MLP). The dataset used for this is Dow Jones daily stock for 2008-2018, which was used in 

this article. Besides, to further assess the prediction performance of the proposed model, original stock 

features are fed to the single RNN and MLP models. The results showed that the proposed model gives the 

more accurate and best results compared to another. In particular, LSTM-AE+RNN shows a better 

performance than the LSTM-AE+MLP. In addition, hybrid models show better performance compared 

to a single DNN fed with the all-stock features directly. 
 

Keywords: Stock market prediction, Deep learning, Dimensionality reduction, Long-Short term memory 

Autoencoder (LSTM-AE) 

 

Introduction 

Financial markets are the lifeblood of the 

global economy, transferring trillions of 

dollars daily. A good forecast of market 

behavior in the future would be extremely 

useful in various situations. The stock market 

affects economic growth(Barboza et al., 2017; 

Hoseinzade & Haratizadeh, 2019). so, 

analyzing their behavior and predicting their 
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future can be very helpful in achieving their 

financial goal (Hoseinzade & Haratizadeh, 

2019). However, Stock price prediction is 

challenging because it is highly volatile, 

nonlinear, and dynamic. It is influenced by 

various elements such as political situations, 

the economy, trends, seasonality, investor 

psychology, and so on (Yadav et al., 2020). 
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However, Stock price prediction is challenging 

because it is highly volatile, nonlinear, and 

dynamic. It is influenced by various elements 

such as political situations, the economy, 

trends, seasonality, investor psychology, and 

so on (Fama, 2021; Jin et al., 2019). So, 

making the right decision within a timely 

response has posed several challenges as such 

a large amount of information is required to 

predict the stock market price movement. 

For stock price prediction, there are three 

standard methods: technical analysis, 

traditional time series forecasting, and 

machine learning. Traditional time series 

prediction algorithms use parametric statistical 

models such as autoregressive moving average 

(ARMA), autoregressive integrated moving 

average (ARIMA), and vector autoregression 

to find the best estimate. Although these 

econometric models are appropriate for 

describing and analyzing the relationships 

between variables using statistical inference, 

they have some drawbacks when analyzing 

financial time series. First, because they 

presume a linear model structure, they cannot 

represent the nonlinear nature of stock prices 

(Dietrich et al., 1999; Selvamuthu et al., 2019). 

Traditional time series prediction algorithms 

use parametric statistical models such as 

autoregressive moving average (ARMA), 

autoregressive integrated moving average 

(ARIMA), and vector autoregression to find 

the best estimate. Although these econometric 

models are appropriate for describing and 

analyzing the relationships between variables 

using statistical inference, they have some 

drawbacks when analyzing financial time 

series. First, because they presume a linear 

model structure, they cannot represent the non-

linear nature of stock prices (Baek & Kim, 

2018; Box et al., 2015). 

Furthermore, these methods frequently 

necessitate assumptions and prior knowledge, 

such as the underlying data distribution, valid 

ranges for various parameters, and 

connections. However, because the stock 

market is complex with many influential 

factors and uncertainties, it exhibits non-linear 

solid characteristics, rendering conventional 

analytical methods ineffective. Furthermore, 

the amount of information processed by stock 

market modeling and forecasting is frequently 

considerable, posing significant challenges for 

algorithm design. Because of these qualities, 

traditional methods for stock market prediction 

are ineffective (Jin et al., 2019). Machine 

learning (ML) has evolved as an essential 

analytical tool in financial markets, used to 

assist and manage investment efficiently 

(Modjtahedi & Daneshvar, 2020). In the 

financial sector, ML has been widely used to 

provide a new mechanism that can help 

investors in making better decisions(Lin et al., 

2018; Obthong et al., 2020). Artificial Neural 

networks (ANNs), an important branch of 

machine learning algorithms, have the 

following advantages over traditional 

statistical methods: numerical, data-driven, 

and adaptive. As a result, ANNs have a more 

remarkable ability to analyze inaccurate and 

noisy data and have been widely used to 

predict time series (Yu & Yan, 2020). Random 

Forest (RF), Linear Discriminant Analysis 

(LDA), Logistic Regression (LR), and 

Evolutionary Computation approaches are the 

other preferred methods in economic research 

(Barboza et al., 2017). The major problem with 

machine learning algorithms is that their 

performance depends heavily upon the 

representation of data they are given. Since the 

behavioral stock market is complex, non-

linear, and noisy, selecting the right features 

gets more complicated. Additionally, as the 

feature space grows more extensive, the 

model's training time starts to increase, and the 

model's outputs become more challenging to 

comprehend (Hoseinzade & Haratizadeh, 

2019). Due to the fact that a high-dimensional 

feature space results in poor generalization in 

machine learning models, dimensionality 

reduction is used to remove the detrimental 
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impacts of high dimensionality and data 

sparsity. 

It is challenging to discover an acceptable 

extraction strategy with non-linear and noisy 

data when employing feature extraction 

methods to lower an expanding feature 

space(Gunduz, 2021; Zhong & Enke, 2017). In 

recent publications, deep learning (DL) 

models have been suggested as a powerful 

alternative to feature extraction approaches; 

models can be considered feature extractors 

that create sophisticated feature 

representations from raw data or more minor 

features at varying degrees of abstraction in 

each layer (Gündüz et al., 2017). Autoencoder 

(AE) proposed by Hinton is favored by 

scholars for dimensionality reduction. It can 

extract spatial feature vector in a lower 

dimension from high dimensional training 

samples by multiple hidden layers without loss 

of information. However, AE can just model 

the spatial correlation of data but fails to 

capture the temporal correlation of time-series 

data. To address this problem, the recurrent 

neural network (RNN) is introduced to capture 

the implicit dependence of time-series data. 

Long short-term memory (LSTM), as a 

replacement of traditional RNN, is designed 

for time-series modelling, overcoming the 

problem called gradient vanish or explode. 

Many extensions of LSTM have been applied 

to feature extraction problems, for example, 

video representation and diagnosis of 

arrhythmia (Yang et al., 2020). Intuitively, 

LSTM combined with auto-encoder (LSTM-

AE) can extract the features and reduce 

dimension. So, to avoid missing representative 

features, we should select many features as far 

as possible when using machine learning 

algorithms in stock trading. Meanwhile, these 

high-dimensional features can lead to the 

redundancy of information and reduce the 

efficiency and accuracy of learning 

algorithms. It is worth noting that 

dimensionality reduction operation (DRO) is 

one of the main means to deal with stock high-

dimensional data. However, there are few 

studies on whether DRO can significantly 

improve the trading performance of deep 

neural network (DNN) algorithms. To address 

these challenges, this study proposes a deep 

learning-based stock market prediction model 

based on long short-term memory, 

Autoencoder, and deep neural networks. First, 

LSTM-AE is applied as a feature-extraction 

technique to extract important features from 

high-dimensional time-series data and remove 

redundant features. Then, the features are fed 

into two deep learning models based on a 

Recurrent Neural Network (RNN) and Multi-

Layer Perceptron (MLP) to forecast stock 

prices. The hybrid framework named LSTM-

AE-DNNs could capture more stochasticity 

within the stock price. Also, a single DNN 

(RNN&MLP) fed with the all-stock data is 

used as a based-line to evaluate the hybrid 

model. The quality of the proposed model is 

assessed through MSE, and the results are 

compared to show that the features with 

dimensional reduction are more discriminative 

than the original data. 

The main contribution of this paper is: 

A hybrid deep learning model comprises 

Long Short-term Memory Autoencoder as 

feature extraction and RNN, MLP as a 

forecaster. In the former studies, the role of the 

feature extractor is stack autoencoder Bao et al. 

(2017), and variational autoencoder Gunduz 

(2021) are taken place. 

 

Literature Review  

Prediction of the stock price has attracted 

more attention from investors to gain higher 

returns, and this has led researchers to propose 

various predicting models (Rather et al., 2017; 

Xu et al., 2020). The stock market prediction 

has been a source of contention for decades. 

Bachelier (1900)conducted the first study on 

stock behavior (Salmani Danglani et al., 2019). 

This was the first study to characterize stock 

price movement as a random walk. 

Furthermore, the Efficient Market Hypothesis 
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by Malkiel and Fama states that stock prices 

are informationally efficient, meaning that 

they reflect all available information and that 

it is not possible to predict stock prices based 

on trading data or to obtain excess returns by 

exploiting any price predictability(Taheri et 

al., 2019). Several studies, on the other hand, 

have attempted to scientifically invalidate the 

efficient market theory, and empirical data has 

demonstrated that stock markets are, to a 

degree, predictable (Baek & Kim, 2018). Time 

series prediction methods that have been used 

in the past to find the best estimations employ 

parametric statistical models (Box et al., 

2015). Linear models like AR, ARMA, 

ARIMA (Baek & Kim, 2018; Lin et al., 2018) 

have been used for stock market forecasting. 

For instance, Srivastava et al. (2022) used the 

ARIMA model to forecast stock prices, and the 

results showed that this model is suitable for 

short-term stock price prediction. These 

models are useful for describing and 

evaluating the relationships between variables 

by statistical inference, but they have limits for 

financial time-series analysis. First, they 

cannot capture the non-linear stock price 

behavior since they presume linear model 

structure. Financial time-series are very noisy 

and have time-varying volatility. In order to 

overcome the limitation of linear models, 

Machine learning models are often used to 

make accurate predictions in financial 

research. These models use various sources of 

information to obtain financially relevant 

characteristics (Cavalcante et al., 2016).Due to 

its capacity to deal with the non-linear and 

dynamic character of markets, SVM is a 

leading model in financial prediction.; for 

example, Henrique et al. (2018) used a 

machine learning technique called Support 

Vector Machine (SVM) to predict large and 

small capitalizations and in three different 

markets, employing price with both daily and 

up-to-the-minute frequencies. Prediction 

errors were measured, and the model was 

compered to the random walk model proposed 

by the EMH. Their results suggested that SVM 

had predicted power, especially when using a 

strategy of updating the model periodically. 

Doğan et al. (2022) aimed to develop an 

effective prediction model with Support 

Vector Machine and Logistic Regression 

Analysis. As the field of the study, 172 firms 

that were traded in Bosra İstanbul, have been 

chosen. Besides, two basic prediction 

methods, LRA was also used as a feature 

selection method and the results of this model 

were compared. Their empirical results 

showed, both methods achieved a good 

prediction model. However, the SVM model in 

which the feature selection phase was applied 

showed the best performance. Zhong and Enke 

(2019) offered those 60 macroeconomic and 

microeconomic variables over ten years be 

utilized to forecast the S&P index's daily 

return. Their prediction includes a phase to 

reduce the dimension and a step to classify the 

data. Principal component analysis (PCA) and 

rapid PCA were employed to reduce the 

dimension of the dataset, and ANN was chosen 

as the classifier model. PCA and ANN 

achieved the highest accuracy rates across all 

experiment configurations. Patel et al. (2015) 

predicted the direction of movement of Indian 

indices; this research used widely used tools 

such as ANN, SVM, random forest, and Naive 

Bayes Stocks. This study established that 

mapping data from a space conversion of ten 

technical variables to another feature space 

that corresponds to those variables' trends 

enhanced prediction performance. Due to the 

simplicity of shallow models, they may be 

incapable of mapping effectively from the 

input space to accurate predictions. Thus, due 

to the availability of enormous amounts of data 

and the development of effective methods for 

training deep models, academics have recently 

turned to such approaches for market 

forecasting. Deep models can extract vast sets 

of features from raw data. Several research 

have used RNN algorithms, particularly 

LSTM, to forecast time series. These 
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approaches are used to examine time series 

data because they preserve historical data 

(Hoseinzade & Haratizadeh, 2019).Nelson et 

al. (2017)advocated using LSTMs to forecast 

the stock market. Technical indicators were 

fed into an LSTM for prediction, and the 

results indicate that LSTMs outperformed 

MLPs. Yadav et al. (2020) implemented 

LSTM model with various hidden layers to 

Indian stock market data removing the trend 

and seasonality components to predict the 

closing pric. Qiu et al. (2020) utilized LSTM 

to estimate stock prices, and the LSTM-based 

model demonstrated superior predictive 

accuracy. Bhandari et al. (2022) proposed a 

model based on LSTM network to predict the 

next-day closing price of the S&P 500 index. 

A well-balanced combination of nine 

predictors was carefully constructed under the 

umbrella of the fundamental market data, 

macroeconomic data, and technical indicators 

to capture the behavior of the stock market in 

a broader sense. They experimental results 

showed that the single layer LSTM model 

provides a superior fit and high prediction 

accuracy compared to multilayer LSTM 

models. 

Additionally, many types of sequential data 

could be fed into networks to expand the 

information set available. An autoencoder can 

automatically extract features from the input. 

Thus, autoencoders are commonly employed 

to predict time series data. Albahli et al. (2022) 

presented the prediction of closing stock prices 

based on using ten years of Yahoo Finance 

data of ten renowned stocks and STIs by using 

an autoencoder. The experimental results 

showed that they proposed approach 

outperformed the state-of-the-art techniques 

by obtaining a minimum MAPE value of 

0.41.Zhong and Enke (2019) used an 

autoencoder and a limit Boltzmann machine to 

forecast the stock market. They showed that 

without significant model previous 

knowledge, characteristics might be retrieved 

from vast raw. Numerous studies have 

demonstrated the ability of LSTM-

autoencoders as a time series prediction tool. 

Stacked autoencoders with LSTM were 

employed to forecast the one-step-ahead 

closing price of six popular stock indices 

traded in multiple financial marketplaces, and 

they outperformed WLSTM (a mixture of WT 

and LSTM), LSTM, and the regular RNN in 

terms of prediction accuracy and profitability 

(Bao et al., 2017). Additionally, autoencoders 

combined with LSTM were found to be the 

ideal model in terms of root mean square error 

(RMSE) values for various training and test 

data sets. This demonstrates that these models 

have a greater capability for feature extraction 

than multilayer perceptron’s, deep belief 

networks, and single LSTM(Gensler et al., 

2016).Yan and Yang (2021) used LSTM 

neural networks in both the encoder and 

decoder for stock market prediction. They 

demonstrated that the model’s efficacy in 

addressing stock forecasting issue. As a result, 

the combination of autoencoders with LSTM 

has demonstrated considerable potential in 

predicting time series.  

As a result, this article proposes an LSTM-

based autoencoder model for stock market 

dimension reduction. Autoencoder neural 

networks are chosen for learning a compressed 

representation of input data and changing the 

dimension of the input data, but the LSTM 

network is recommended for processing time-

series data and identifying their temporal 

patterns.  

 

Methodology 

The main purpose of this research is to 

design a deep learning model in order to 

increase the accuracy of stock market 

prediction with a hybrid approach. Also, 

despite the inherent uncertainty and 

complexity of the stock market, Deep Neural 

Networks will be used instead of other Machin 

Learning methods. This model determines the 

relevant and important features to reach the 

minimum amount of error from the all-stock 
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features with Dimensionality Reduction. This 

research method is descriptive-modeling, and 

the data collection method is library-field. The 

dataset used in this study includes the daily 

price of the Dow Jones Industrial Average. 

This data frame is from September 2008 to 

June 2016 (almost 5000 pieces of data). The 

historical data can be downloaded on Yahoo 

Finance. This experiment uses Intel i7-10700 

8 core 16 thread processor, 16GB memory, 

win10 operating system, anaconda3 as the 

experimental platform, python language 

programming. The deep learning framework 

uses Keras in TensorFlow 2.0, which is 

powerful and concise. This section is divided 

into three subsections. One deals with the data 

that are primarily used for building the model. 

Another two sections deal with describing 

various theories and processes for building the 

models. Fig 1 shows the flow chart of this 

framework. 

 

 

 
Figure 1. A graphical view of the proposed framework 

 

Dataset preparation and preprocessing 

Dataset: The dataset used in this study 

include the daily direction the Dow Jones 

Industrial Average. The daily trading data 

consists of open, high, low, closing, and 

adjusted closing prices, as well as the volume 

of trading and its assigned label, is 

determined according to the Eq. where Adj 

Closet refers to the Adj Close at day 𝑡 

Target ={
1
0

 

This data frame is from September 2008 to 

June 2018 (almost 5000 pieces of data). The 

historical data can be downloaded in Yahoo 

Finance. 

Different variables may have a range of 

values. It is typically confusing for learning 

algorithms to deal with variables with a 

different range; data normalization attempts 

to map all variables' values to a single 

standard range. Additionally, it typically 

improves the prediction model's 

performance. This procedure was carried out 

using the following equation: 

𝑥′ =
(𝑥 − min⁡(𝑥))

Max(𝑥) − min⁡(𝑥)
 

where 𝑥′ is the normalized value, 𝑥⁡min 

and 𝑥⁡maxes are the minima and maximum 

values in the training data set. 

tClose> Adj t+1Adj Close  

else 
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Window size fixing: the window size is 

fixed by performing an error calculation on 

each window size which varies from 50 to 70. 

among these, the window size of 60 resulted 

in a minimum error than others. Table 1 

shows that a time-series data set, the size of 

window 60, is used so that for the input of the 

price of sixty consecutive days, the output 

will be equal to the price of the sixty-first day, 

and by moving this window. The time-series 

data set will be formed. 

 

Table 1.  

The time-series data set 
Stock Price (Output) 

Index 

Stock Prices (Input) 

Index 

61 1-60 

62 2-61 

64 3-63 

... ... 

n (n-60) -(n-1) 

 

Dimensionality reduction method 

Dimensionality reduction (DR) is a 

preprocessing technique that reduces the 

complexity of machine learning models. DR 

increases such models' computational 

efficiency and prediction efficacy (Khalid et 

al., 2014; Kou et al., 2020). There are two 

types of DR: feature selection and feature 

extraction. Autoencoders, specifically the 

long short-term memory Autoencoder 

(LSTM-AE), can be applied to time-series 

data to directly learn robust deep feature 

representations (code) while decreasing the 

size of the feature space. LSTM-AE is based 

on the assumption that recurrent networks are 

better suited to modeling time series (Sagheer 

& Kotb, 2019), which we use in our study.  

Long Short-Term Memory 

The long short-term memory (LSTM) 

network is a recurrent neural network (RNN). 

RNNs are robust artificial neural networks 

that can remember their input. This form 

makes them ideal for challenges involving 

time series data. LSTMs can learn from 

inputs separated by lengthy time delays and 

have larger memories. Unimportant 

information is deleted by the forget gate, and 

the output gate picks what information to 

output. These three gates use the sigmoid 

function to work from 0 to 1. Fig. 2 shows 

three sigmoid gates. The cell state is 

represented by a horizontal line (Yadav et al., 

2020). 

 
Figure 2. structural diagram of an LSTM neural node 

𝑓𝑡 = 𝜎(𝑤𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝑖𝑡 = 𝜎(𝑤𝑖 ⋅ [ℎ𝑡−1⁡, 𝑥𝑡] + 𝑏𝑖)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡 − 1 + 𝑖𝑡 ∗ �̃�𝑡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝑜𝑡 = 𝜎(𝑤𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

ℎ𝑡 = 𝑜𝑡∗ 𝑡𝑎𝑛ℎ(𝑐𝑡)⁡⁡⁡⁡⁡⁡⁡⁡ 

 

Where 𝑓𝑡, 𝑖𝑡, and 𝑜𝑡 indicate the forget, input, 

and output gates at time 𝑡, respectively. 𝐶𝑡is 

the cell state vector, and ℎ𝑡 represents the 

hidden state at the current time 𝑡. 𝑡𝑎𝑛ℎ is the 

hyperbolic tangent function. 
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Autoencoder 

Autoencoder is a subclass of unsupervised 

neural networks that utilize data to train the 

optimal encoding-decoding method. For self-

supervised learning mainly contains an input 

layer, an output layer, and hidden layers. 

Although the output and input layers contain 

isomorphic vectors, the topology is 

comparable to a regular neural network. This 

model aims to generate a representation for 

an input data set (e.g., dimensionality 

reduction) and make the recognized data as 

similar to the input data possible (Jung & 

Choi, 2021). As shown in figure 3, the 

encoder shows a stage at which the model can 

learn significant characteristics of inputs and 

the decoder forms outputs similar to the 

inputs. 

𝐻 = 𝑓(𝑊1 ⋅ 𝑋 + 𝑏) 

�̃� = 𝑓(𝑊2 ⋅ 𝐻 + 𝑏) 

Where 𝑊1 is the weight between input an 

𝑋 and hidden representation,  𝑊2is the weight 

between a hidden representation 𝐻 and 

output. �̃�, and  𝑏⁡is the bias, 𝑓 and 𝑓represent 

the encoder and decoder, respectively, 𝑓 

accepts and compresses the input data 

(𝑋)into a latent space (𝐻) ,and𝑓  is 

responsible for accepting latent space(𝐻) 

representations and reconstructing original 

inputs  �̃�. 

 

Decoder

Encoder

Latent 

Representation H

 
Figure 3. Structure of an autoencoder 

An essential feature in the design of an 

autoencoder is that it reduces data 

dimensions while keeping the principal 

information of the data structure. 

 

LSTM –AutoEncoder 

LSTM autoencoder refers to the 

autoencoder that both the encoder and the 

decoder are the LSTM network. The ability 

of LSTM to learn patterns in data over long 

sequences makes them suitable for time 

series forecasting. That is, the use of the 

LSTM cell is to capture temporal 

dependencies in data. The input of each 

LSTM-AE is a time series sequnece , denoted 

in this work as 𝑣𝑡 containes 𝑥𝑖 where 𝑖 ∈

{1,2, … , 𝐼} denote the index of the input data 

in each frame. The value of 𝐼 is the same as 

the number of input data in a single frame. 

Each time series sequence is imported to a 

new encoder LSTM cell together with the 

hidden output from the previous.LSTM cell. 

The hidden output from the last LSTM cell of 

the encoder finally into a learned 

representation vector. This vector may be an 

entire sequence of hidden states from all the 

previous encoder LSTM cells. The equations 

for the encoder are:  

ℎ𝑡
(𝐸) = 𝑅𝑁𝑁(𝑣𝑡, ℎ𝑡−1

(𝐸) , 𝐶𝑡 − 1) 
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𝑓𝑡 = 𝑤ℎ𝑓
(𝐸)

+ 𝑏𝑓
(𝐸)

 

Where ℎ𝑡
(𝐸)

and 𝑓𝑡 denote the hidden states 

of the encoder and the learned represantation 

vector(the extracted features),respectively,at 

frame 𝑡. 𝑓𝑡is composed of 𝑓𝑡𝑛,where 𝑛 ∈

{1,2, … ,𝑁} and 𝑁 denote the number of 

features.thus ,the extracted  features of all 

frames are formated as a 𝑇 × 𝑁 matrix. 𝑓𝑡 is 

calculated by using the weight 𝑤ℎ𝑓
𝐸  And the 

biase 𝑏𝑓
(𝐸)

. 
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LSTM

V 2

LSTM

V 3

LSTM

Output

time-series sequence
V T

LSTM

MSET

MSE3

MSE2

MSE1

Decoding LSTM layer

V1

LSTM

V2

LSTM

V3

LSTM

Input

time-series sequence
VT

LSTM

Encoding LSTM layer

Encoded features

Timesteps

( )
1

Accuracy rate %

1

= 
=

n
MSE

in i

Figure 4. High-level Long Short- Term-Memory -

autoencoder architecture 

 

Then the decoder takes the encoded 

features as input to be processed through the 

various LSTM decoder cells and finally 

produces the output. The output of the 

decoder layer is a reconstruction of the initial 

input time series sequences. In other words, 

the dimensions are extracted in the decoding 

layer, and the features are used to reconstruct 

the data. The equations for the hidden state of 

the decoderℎ𝑡
(𝐷)

 and the reconstructed input 

data 𝑣𝑡 are as follows: 

ℎ𝑡
(𝐷) = 𝑅𝑁𝑁(𝑓𝑡, ℎ𝑡−1

(𝐷) , 𝐶𝑡 − 1) 

𝑣𝑡 = 𝑤ℎ�̂�
𝐷 ℎ𝑡

𝐷 + 𝑏�̂�
𝐷 

Where 𝑊ℎ�̂�
(𝐷)

 and 𝑏�̂�
(𝐷)

 denote the weight 

and the biase, respectively,from the hidden 

states to the reconstructed data. 

Based on their timestamp, data values are 

categorized and separated according to the 

number and kind of status chosen. The 

accuracy of the model is usually determined 

after the model training. Test samples are fed 

as input to the model, and the network 

compares the initial input values with the 

reconstructed ones. the mean square error of 

the difference between the reconstructed time 

series sequence, 𝑣𝑡 and the initial input, 𝑣𝑡 ⁡ is 

the cost function of the LSTM-AE, as 

presented in the equation. 

𝐿 = ∑(𝑣𝑡 − 𝑣𝑡)
2

𝐼

 

For each time sequence, a mean squared 

error is calculated. Then, the accuracy 

rate(%) of the LSTM-AE is obtained from the 

average calculation of these values. After the 

training of the set of LSTM-AE, obtained a 

good value, the decoder part of the model be 

removed, the encoder part is used as the 

feature, and this feature vector is fed into 

classifier models.A high-level architecture 

illustrating the proposed concept is provided 

in figure 4. 

 

Classifcation models 

Multilayer Perceptron (MLP):  

MLP network, is a simple neural network. 

Each input neuron connects to the neurons of 

the following hidden layer through a 

weighted matrix 𝑤𝑘𝑖
. A network is divided 

into three layers: input, hidden, and output 

(Moghaddam et al., 2016). In many 

situations, the MLP structure may have 
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additional hidden layers that may cope with 

approximate solutions to various complex 

issues, such as reasonable approximation.  

The equation for activation function of an 

𝑖𝑡ℎ hidden neuron is given by 

ℎ𝑖 = 𝑓(𝑢𝑖) = 𝑓 (∑𝑤𝑘𝑖
𝑥𝑘

𝑘

𝑘=0

) 

ℎ𝑖 : 𝑖
𝑡ℎhidden neuron, 𝑓(𝑢𝑖) link function 

which provides non-linearity between input 

and hidden layer, 

𝑤𝑘𝑖
:weight in the (𝑘, 𝑖)𝑡ℎentry in a (𝐾𝑋𝑁) 

weight matrix , 𝑥𝑘: 𝐾𝑡ℎ input value 

𝑦𝑗 = 𝑓(𝑢𝑗
′) = 𝑓 (∑𝑤𝑖𝑗

′ ℎ𝑖

𝑁

𝑖=1

) 

𝑦𝑗:⁡𝑗
𝑡ℎ output value. 

 

Recurrent Neural Network(RNN) 

The RNN is a deep neural network design 

(Dahl et al., 2011; Hinton et al., 2012) with a 

complex temporal structure. RNN receives 

input from two sources: the present and the 

past. They use information from these two 

sources to decide how to react to new data. 

Using a feedback loop, each moment's output 

becomes an input for the next. The recurrent 

neural network has memory. Each input 

sequence contains a lot of data, which is 

concealed in recurrent networks. The 

network uses this concealed information to 

deal with a new example (Hiransha et al., 

2018). Input to hidden layer equation is given 

as: 

ℎ𝑡 = 𝑓(𝑊ℎℎℎ𝑡−1 + 𝑤𝑥ℎ𝑥𝑡 + 𝑏ℎ) 

𝑦𝑡 = 𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦 

Whereas ℎ𝑡:hidden layer at time : 𝑡𝑡ℎinstant, 

𝑓 :function, 𝑊𝑥ℎ:input to hidden layer weight 

matrix, 𝑥𝑡:input at : 𝑡𝑡ℎ ⁡instant, 𝑏ℎ:biase or 

threshold value 

Hidden to output layer equation is given as: 

𝑦𝑡 = 𝑓(𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦) 

𝑦𝑡: is the output vector at time 𝑡, 𝑊ℎ𝑦:hidden 

to output layer weight matrix, 𝑏𝑦:biase or 

threshold 

Evaluation metric 

The following indicator is used to evaluate 

the test result: MSE(mean squared error). Its 

formula is shown as follows: 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑎𝑡 − 𝑝𝑡)

𝑁

𝑡=1

 

 

The proposed hybrid method 

efore setting up the LSTM-AE model, the 

data set was created that represents the stock 

market features. A sliding window moving 

from the beginning to the end of data was 

used for data preparation; timestep 60 was 

used for this study. A basic spilite was used 

to define, train, and test the data for LSTM-

AE; 80% of the dataset was train data, and 

20% was test data. Next, train and test data 

were standardized from 0 to 1, facilitating 

neural network training. 

As illustrated in figure 5, the architecture 

of LSTM-AE initially includes an input layer 

where the size depends on the number of 

features selected; in this case, 60 features 

were selected. Then the first encoding LSTM 

layer reads the input data and outputs 60 

features with timestep for each. The second 

encoding LSTM layer read the 60.60 input 

data from the first encoding LSTM layer and 

reduced the feature size to 50. Then the third 

encoding LSTM layer read the 60.50 input 

data from the third LSTM layer and reduced 
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the feature size to 10. a repeat vector 

replicated the feature vector and prepared the 

3D array input for the first LSTM layer in the 

decoder. Then the first decoding LSTM layer 

reads the 60.10 input data and outputs 60 

.60.the second decoding LSTM layer reads 

the 60.60 input data and outputs 50 features 

with timestep for each. Then a time-

distributed layer took the output and created 

a 60.50 (number of features output from the 

previous layer . number of features) vector. 

Finally, a matrix multiplication between the 

second decoding LSTM layer and the time 

distributed layer outputted the 60.6 

Time-series data
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Figure 5. LSTM-AE architecture set 

 

Once the model has achieved the 

appropriate level of performance, the decoder 

part is deleted, and the encoder part is used as 

a feature vector for classifier models. The last 

stage is to train LSTM and MLP prediction 

models. LSTM and MLP have numerous 

hidden levels and units in each hidden layer. 

Our hybrid model predicted Adj Closing 

price using four hidden layers with 50 

neurons. 

 

Result 

The adj closing price of the Dow Jones 

Index was analyzed from September 2008 to 

June 2018 using different machine learning 

methods. Two sets of experiments were 

performed on the time series data for the 

stock, indicating intending to establish a 

reasonable model structure and the 

effectiveness of the proposed AE-LSTM 

approach in the analysis and predict financial 

time series. The mean square error was used 

in both experiments as the loss function and 

the Adam as the optimization algorithm. A 

batch size of 64 was used, and the number of 

epochs was fixed at 100. hold up method was 

used for train and test data, splitting 80% of 

stock selected for training and the remaining 

20% testing.  

 

Experimental results of feature selection 

In the first experiment, reduced stock 

features were given as input to the models. 

LSTM-AE was used to reduce the size of the 

feature vectors while extracting deep and 

latent properties from the entire feature. The 

parameter of AE LSTM can be seen in table 

2. the size of the feature vector was reduced 

from 60 to 10 with the help of the encoding 

component of the AE-LSTM model. Then 

reduced stock features were provided as 

inputs to the RNN and MLP models. The 

result of those with reduced features is shown 

in table 3. 
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Table 2. 

Parameter of LSTM-AE 
value parameters 

60 Number of inputs 

(10 ),output(50 )

,hidden(60)input 

Structure of encoder 

layer 

(60 ),output(50 )

,hidden(10)input 

Structure of decoder 

layer 

 ( MSE) evaluation 

15 epochs 

Adam Learning rate 

 
Table 3. 

Classification results using LSTM-AE-reduced 

stock features 
Test (MSE) Train (MSE) method 

0.0771 0.0270 LSTM-

AE+MLP 

0.0020 0.0014 LSTM-

AE+RNN 

 

Two classifiers (Table 3) tested with LSTM-AE. LSTM-AE-RNN outperformed (0.0020) the 

LSTM-AE-MLP (0.0771). 

 

 

Figure 6: Visualization of the prediction results of the train part with dimensional reduction. (a)prediction results of 

the RNN model. (b)prediction results of MLP model 

 

 

 

Figure 7: Visualization of the prediction results of the test part with dimensional reduction. (a)prediction results of 

the RNN model. (b)prediction results of MLP model 

a b 

a b 
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Figure 6 shows the trained data of RNN and 

MLP models tested with the trained data set 

of the stock market. Figure 6a RNN network 

is successful in capturing the seasonal 

pattern. From figure 6b MLP network failed 

to identify the pattern. Figure 7 shows the 

comparison between RNN and MLP 

prediction values and actual data. The 

prediction values and the real data are almost 

coincident, and the deviation between the 

prediction values and the actual data is so 

small, indicating the fact that the 

performance of RNN is better than MLP in 

the test data because there are significant 

errors between MLP prediction values and 

the actual data. 

 

Experimental results of all own features 

The second experiment was trained with the 

own stock feature, and the performance was 

assessed in terms of MSE. Two DNN models 

RNN and MLP used as classification. The 

parameter of the DNN models shown in table 

4. 

 

Table 4. 

Parameter of DNNs models 
MLP RNN parameters 

60 60 Number of inputs 

4 4 Number of hidden 

layers  

50 50 Number of neurons 

in the hidden layer  

 ( MSE)  ( MSE) evaluation 

100 100 Number of epochs 

Adam Adam Learning rate 

 

Table 5. 

Classification results using all stock features 
MSE TEST MSE train Method 

0.1186 0.0362 MLP 

0.0654 0.0038 RNN 

 

Table 5 shows the results tasted with all-

stock data. the RNN mode l was superior to 

the MLP models. RNN model has an MSE 

(0.065) and MLP has (0.1186). 

 

 

 

Figure 8: Visualization of the prediction results of the train part with the own stock features. (a)prediction 

results of the RNN model. (b)prediction results of MLP model. 

 

a b 
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Figure 9: Visualization of the prediction results of the test part with the own stock features. (a)prediction 

results of the RNN model. (b)prediction results of MLP model 

 

The trained data of RNN and MLP models 

were tested with the test data set of the stock. 

The test result is shown in figure 8. it can be 

seen from figure 8a that the waveform of the 

predictive and the actual curves for the RNN 

network are mostly consistent. From figure 8 

b, it is depicted that the actual waveform of 

MLP and the prediction are also similar to a 

degree. Nevertheless, the price gap is 

significant. Fig 9 shows the comparison of 

RNN prediction values and actual data. From 

figure 9a, the deviation between the predicted 

values and the actual data is slight, but the 

price gap between 150 to 200 and 250 to 300 

is significant. From figure 9, the b map cannot 

capture the pattern, and there is a large gap 

between prediction and actual stock price. 

 

Conclusion 

Predicting stock market prices is challenging 

and exciting in economics, science, and 

academic research. Recent developments in 

machine learning, especially DL, have made it 

possible to forecast future stock price 

movements based on past events. 

Advanced machine learning algorithms allow 

researchers to predict stocks using intelligent 

methods. In stock market prediction, feature 

extraction from stock data is necessary 

because the original data contain irrelevant 

information, which decreases the prediction of 

the results. This paper proposed a hybrid 

method for the trend prediction of stock based 

on dimensionality reduction and deep neural 

networks. In this paper, the feature extraction 

method using the LSTM-AE is proposed. The 

LSTM-AE aligns the original stock data more 

discriminatively and minimizes the unrelated 

information. Therefore, the features improve 

the prediction performance of DNNs. The 

results indicated that the LSTM-AE-DNN 

hybrid models perform better than the single 

DNN fed with the original stock data. In 

particular, LSTM-AE-RNN performed better 

than LSTM-AE-MLP. Furthermore, the two-

step training models are more effective than 

the single-step training model. This paper 

focused on predicting stock prices in the US 

stock market. Furthermore, this study was 

limited to predicting closing prices at 

daily intervals, which remains to be 

investigated the possibility of predicting the 

stock price fluctuation on a time interval 

shorter than one day in future research work. 

This research requires more detailed historical 

stock market data not available in the 

a b 
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current data set. This task requires 

another investigation and another series of 

experiments, which can be 

considered for future work. 
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