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ABSTRACT 
Crowdfunding is a new technology-enabled innovative process that is changing 
the capital market space. Internet-based applications, particularly those related to 
Web 2.0, have had a significant impact on sectors of society such as education, 
business, and medicine. The goal of this research is to fill a gap in the literature 
on mathematical modelling and prediction of ensemble learning in order to eval-
uate crowdfunding projects. The Mathematical model determines the cost of 
funding for the entrepreneur and the return investors will receive per period. A 
correct financial model is essential in order to keep all three stakeholders involved 
in the long term. The results show the designed model improved performance in 
predicting the evaluation of success or failure of Crowdfunding projects. 

 
 

1 Introduction 

Crowdfunding, a relatively new approach for raising capital for early-stage ventures, has grown by leaps 
and bounds in the last few years. Entrepreneurs launch a campaign on a web platform and solicit con-
tributions from many potential backers. A primary way that entrepreneurs affect fundraising is by lev-
eraging their social network, to drive traffic to their campaign [13]. Crowdfunding is believed to be 
derived from the broader concept of “crowdsourcing” and “micro-finance” [5, 22, 39]. The concept 
crowdsourcing was coined by Howe [24] in Wired Magazine referring to the practice of outsourcing 
organizations’ tasks to a distributed network of individuals as an open call [8]. Micro-finance is a type 
of financial service that serves clients who have been excluded from the formal banking sector [18]. In 
line with these, crowdfunding utilizes the power of the crowd to finance small ventures, projects that 
cannot get access to institutional funders such as banks, credit institutions, or professional investors 
using crowdfunding platforms or social networks [24]. Crowdfunding means collecting funds from the 
crowd. Each investor provides a relatively small amount of financial support, acquiring the physical 
product or equity in return as Mollick [38] noted [23]. The astounding rise of crowdfunding over the 
last decade has raised awareness and interest in its potential [6]. Crowdfunding can be perceived as an 
approach [12], a process [19], and effort [18, 39], a capital formation strategy [22] or a financial 
mechanism [26] and all of these are valid as crowdfunding as it covers many uses and span across many 
fields [35]. Procurement of financial capital has long been accepted as one of the main difficulties 
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encountered by those starting new business ventures, and there exists a wealth of literature seeking to 
understand, analyze and make recommendations for businesses requiring capital [27, 28, 31, 32, 37]. 
Despite the attention, this area receives both academically and in practice, there remains a gap. New 
venture businesses, requiring early-stage or ‘seed’ funding are often left with two options: self-financ-
ing or external forms of capital. External finance in particular, including debt and equity, has attracted 
significant research attention in understanding their unique benefits and drawbacks [34]. Yet often there 
lacks the sufficient amount of either [33]. Forecast of financial time series is of the most critical issues 
in making financial decisions. Based on the economic events and data of the past, it provides a profitable 
method for the future. Financial time series forecasting is a challenging issue in the time-series field 
and has attracted many researcher’s attention [20]. Forecasting in the financial time series is basically 
predicting the series behavior one or few steps ahead with the help of a number of variables. The vari-
ables used for forecasting are either economic or financial variables or in some cases, technical analysis 
output. In some studies, these variables are used in combination [17]. In recent years, different models 
have been used to predict demand by researchers, and since artificial intelligence techniques, including 
neural networks, genetic algorithms and fuzzy logic, have achieved successful results in solving com-
plex problems (see [14] for more details). In 2014, the global crowdfunding industry market size was 
$16.2 billion. In 2015, it doubled to $34.4 billion, and it reached more than $50 billion in 2016. This 
financing model has maintained steady growth in recent years [44]. It is estimated that the size of the 
crowdfunding market will grow at an annual growth rate of approximately 30%, and the transaction 
volume is expected to reach $26 trillion by 2022. In terms of global distribution, the top five countries 
in terms of transaction volume are China, USA, UK, France, and Canada [41]. The problem of predict-
ing success or failure not only involves the creator, but also the platforms; for this reason, it is increas-
ingly common to direct the study towards the behavior of the platforms, as their benefits are propor-
tional to the success of the projects. The problem of predicting success or failure not only involves the 
creator but also the platforms; for this reason, it is increasingly common to direct the study towards the 
behavior of the platforms, as their benefits are proportional to the success of the projects. One of the 
first important contributions using datasets in order to predict using artificial neural networks and sup-
ported by the theoretical framework known to date is a common behavior observed that in most suc-
cessful projects, it has been observed that the projects that exceed the minimum amount of money for 
development. This research aims to develop a quantitative framework to understand and evaluate the 
quantitative and qualitative implications of the crowdfunding model for the entrepreneur and other 
stockholders.  Through this end, a detailed understanding of crowdfunding is crucial. The focus will be 
on the Mathematical model that predicts the effectiveness of crowdfunding projects. Determining a 
correct Mathematical model is essential to restrain the negative consequences of asymmetrical infor-
mation in order to keep all stakeholders involved in the long term. 
 

2 Literature Review 
2.1 Crowdfunding 

Widespread Internet access, functioning social networking platforms together with the emancipa-
tion of the crowd propose interesting opportunities [29]. Leveraging these phenomena in a pro-
cess called crowdfunding can help entrepreneurs gain the necessary start-up capital. Such a quest 
for alternative start-up capital is relevant as new ventures do not easily gain access to the neces-
sary external finance at their early stages. In later periods, business angels and venture capital 
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funds may fill gaps for larger amounts, however, costs for proofs-of-concept and the first entre-
preneurial steps are often only financed by the entrepreneur, family, and friends [9]. Early debt-
finance in such ventures is often brought up through a process identified in the literature as Boot-
strapping [26]. Crowdfunding may thus provide a much-needed alternative for raising start-up 
capital for ventures seeking donations, debt, or equity finance. Crowdfunding is a constructed 
term that is often considered in the literature as project-based funding only and so the term in its 
current user does not fully comprise its full potential, which would also include more long-term 
commitments such as debt or equity shares [44]. Also, a distinct focus on donation-based crowd-
funding for social entrepreneurs leaves out important market alternatives, where crowd members 
actually become shareholders. Especially equity-based Crowdfunding will thus inevitably cross 
the border of simple project financing [26].  

Scholars see the roots of CF in a movement that has been labeled as crowdsourcing, which com-
prises using the crowd to obtain ideas, feedback, and solutions in order to develop corporate 
activities [8, 16, 19, 24]. A distinct feature of the ‘crowd’ is seen in literature as consisting of a 
large number of people, each contributing little, but with a possible high combined impact [7]. 
However, such a crowd is supposed to behave in unforeseen, chaotic, and complex manners [22]. 
Crowdfunding is a social entrepreneurship perspective can provide additional legitimacy to the 
venture, as the selection process by the crowd is perceived as democratic, and the crowd will thus 
select the social ideas it deems worthy and needed [7]. There are three main actors in crowdfund-
ing projects, namely: Requesters, Funders, and Crowdfunding platforms. Researchers and crowd-
funding platforms differ in their use of terminology, referring to people who request fund as 
“requesters” [25], “project founder” [36], “project initiators” [1], “creators” [15] or “creatives”, 
“designers”, “inventors”, etc. depending on platform’s focus [20], People who pledge funds may 
be referred to as “funders”, “fuelers”, “donors” “backers”, “investors” [7, 25]. In this section, for 
clarity, the author will refer to people who request funds as “requesters” and people who provide 
funds as “funders”. Crowdfunding platforms (websites) act as an intermediary, facilitating the 
transactions between the crowd of potential funders and the fund requesters [2]. Platforms usually 
require fees which can be platform fees, processor fees as a given percentage of fundraising [23]. 

 

2.2 Challenges of Crowdfunded Projects 

To carry out ambitious projects or innovation through mass funding may be a not so obvious need 
for a creator, due to the skepticism caused by the direct loss of control, with the inclusion of new 
elements such as the uncertainty of non-compliance [21]. In addition to the intrinsic danger of 
using the internet as a medium, which involves accepting the challenge of navigating a very 
active environment susceptible to change, constantly stimulated by collective trends, updates, 
etc., this fact is also able to threaten projects with important innovation factor in their products, 
such as highly technological ones [41]. Part of the solution to these problems is mitigated by 
making use of the high capacity for sharing on blogs [32]. Blogs open the door to a multitude of 
users, from enthusiasts to specialists, who can provide solutions to various problems [27], and 
even generate valuable feedback during the development of the project, thus making it possible 
to improve the adaptation of the product to the environment and the user, complementing behav-
ioral, technical and contextual skills [21]. 
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On the other hand, sharing ideas or knowledge without any type of protection, intellectual or any 
other, increases the risk of plagiarism which is further aggravated if the project does not reach 
the minimum necessary amount, since it cannot be funded despite having been publicized both 
on the platform itself and on social networks, once the funding is canceled, it is not possible to 
present the project on the same platform, because one of the admission criteria is the originality 
of the projects [4]. 

 
2.3 Ensemble Learning 

In a typical supervised learning setting, a set of instances, also referred to as a training set is 
given. The labels of the instances in the training set are known and the goal is to construct a 
model in order to label new instances. An algorithm that constructs the model is called inducer 
and an instance of an inducer for a specific training set is called a classifier. The main idea behind 
the ensemble methodology is to weigh several individual classifiers and combine them in order 
to obtain a classifier that outperforms every one of them. In fact, human being tends to seek 
several opinions before making any important decision. We weigh the individual opinions and 
combine them to reach our final decision [3]. De Condorcet was a French mathematician who 
among others wrote in 1785 the Essay on the Application of Analysis to the Probability of Ma-
jority Decisions. The ensemble idea in supervised learning has been investigated since the late 
seventies [47]. Tukey suggests combining two linear regression models. The first linear regres-
sion model is fitted to the original data and the second linear model to the residuals [11]. Two 
years later, Wolpert, suggested partitioning the input space using two or more classifiers [45]. 
The main progress in the field was achieved during the Nineties. Hansen and Salamon suggested 
an ensemble of similarly configured neural networks to improve the predictive performance of a 
single one [42].  

At the same time Freund and Schapire laid the foundations for the award-winning Ada Boost 
algorithm by showing that a strong classifier in the probably approximately correct (PAC) sense 
can be generated by combining “weak” classifiers (that is, simple classifiers whose classification 
performance is only slightly better than random classification). Ensemble methods can also be 
used for improving the quality and robustness of unsupervised tasks. Ensemble methods can be 
also used for improving the quality and robustness of clustering algorithms [29]. Three ensemble-
learning algorithms are employed in this study: bagging, random forest, and boosting. Bagging, 
developed by Breiman [10], is a machine-learning method that uses bootstrapping to create mul-
tiple training datasets from given datasets. The classification results generated using the data are 
arranged and combined to improve the prediction accuracy. Because the bootstrap samples are 
mutually independent, learning can be carried out in parallel [40]. Random forest, also proposed 
by Breiman [11], is similar to bagging. It is a machine-learning method in which the classification 
results generated from multiple training datasets are arranged and combined to improve the pre-
diction accuracy [46]. However, whereas bagging uses all input variables to create each decision 
tree, random forest uses subsets that are random samplings of variables to create each decision 
tree. This means that the random forest is better suited than bagging for the analysis of high-
dimensional data. Boosting is also a machine-learning method. Whereas bagging and random 
forest employ independent learning, boosting employs sequential learning [30]. In boosting, on 
the basis of supervised learning, weights are successively adjusted, and multiple learning results 
are sought. These results are then combined and integrated to improve overall accuracy. The most 
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widely used boosting algorithm is Ada Boost, proposed by Freund and Schapire [43]. A neural 
network (NN) is a network structure comprising multiple connected units. It consists of an input 
layer, middle layer(s), and an output layer. The neural network configuration is determined by 
the manner in which the units are connected; different configurations enable a network to have 
different functions and characteristics. The feed-forward neural network is the most frequently 
used neural-network model and is configured by the hierarchical connection of multiple units. 
When the number of middle layers is greater than or equal to two, the network is called a deep 
neural network [29]. 
 

3 Methodology 

To design Mathematical modeling and prediction of ensemble learning in order to evaluate 
crowdfunding projects on input data set some basic steps like Design, Data Collection and pre-
processing, Model building and training, evaluation of prediction from those models are per-
formed.  

 
Fig. 1: The General Process of Research Model Experimental Procedure 

This model based on Mathematical modeling crowdfunding undergoes these steps. Each of these 
steps is explained in this section. For experiment purposes, profit, number of production, income, 
market size, production costs, the price per unit, investor capital of daily trading data are pre-
dicted. The flow chart of the steps involved in the proposed method for each model is shown in 
Fig. 1. 
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4 Data and Models 

In order to investigate the crowdfunding financial model, four different models are compared: 
The donation-based model, the pre-purchase model, the lending based model, and the equity 
crowdfunding model. The ventures are completely financed by one of these crowdfunding types 
and do not have other sources of funding. Therefore, the entrepreneur receives total production 
costs for the first period from investors. In this research have a data set includes features: 

𝑥ୀ {𝑐𝑞௧ . 𝑐. 𝑡. 𝜀௧̃ . 𝑅෨௧(𝑞௧). 𝜋௧(𝑞௧). 𝑝௧(𝑞௧ . 𝜀௧̃). 𝑟. 𝜋௧(𝑞௧). 𝜀௧ . 𝛽. 𝜋. 𝜃. 𝑞௧} 
 

(1) 

Where each item 𝑥  has an associated class 𝑦 ∈{1=successful, -1=failed}. Therefore, before 
weighting is based on dataset, assumptions are made and mathematical formulas are performed 
based on it in order to calculate profit, revenues, demand and the entrepreneur's value function. 
This model can be used to find the optimal granting financial credit to entrepreneurial projects 
in the crowdfunding system that maximizes expected profit for the beneficiaries and reduce in-
vestor risk. At the starting of the first period, t =1, the entrepreneur decides what quantity 𝑞ଵ. he 
will produce, according to his forecasted demand and the production costs per unit c. thereafter, 
he obtains an amount 𝑐𝑞ଵ from investors via crowdfunding platforms to produce q1. In the second 
period, t = 2, the entrepreneur uses revenues made in the first period for the production of 𝑞ଶ. 
The price of the product is again assumed to be defined by a linear inverse demand function for the 
entrepreneur’s product 𝑝௧(𝑞௧ . 𝜀௧̃) = (𝜃 − 𝑞௧ + 𝜀௧̃) ≥ 0. Here, 𝜃 represents the market size, and the ran-
dom variable 𝜀௧̃ is described by a normally distributed probability density function 𝜑(.), with mean 𝜇 
and variance 𝛿ଶ, and cumulative distribution function Ф(.). By the end of each period, the entrepreneur 
realizes revenues from sales. Revenues after each period are described by:  
 

𝑅෨௧(𝑞௧) = 𝑝௧(𝑞௧. 𝜀௧̃)𝑞௧ = (𝜃 − 𝑞௧ + 𝜀௧̃)𝑞௧ (2) 

 
These revenues result in a profit level for it: 
 

𝜋௧(𝑞௧) = 𝑅෨௧(𝑞௧) − 𝑐𝑞௧ = (𝜃 − 𝑞௧ + 𝜀௧̃)𝑞௧ − 𝑐𝑞௧ (3) 

 
Depending on the firm’s profit in the first period, the entrepreneur pays out investors. Based on reve-
nues, the entrepreneur determines the production quantity for the second period and uses internal cash 
for production. Hence, if internal cash is not sufficient to produce the optimal production quantity, the 
entrepreneur will produce less in the second period. Furthermore, if profit level 𝜋௧(𝑞௧) exceeds 𝜋, the 
entrepreneur pays out a part 𝛽 of the profit to investors. For now 𝜋 is assumed to be zero, but his 
assumption is relaxed later on. Hence, if 𝜋௧(𝑞௧) = (𝜃 − 𝑞௧ + 𝜀௧̃)𝑞௧ − 𝑐𝑞௧ >0, the entrepreneur pays out 
to investors; otherwise he pays nothing to the investors in that particular period. After subtracting this 
payment, the firm remains with profit: 
 

𝜋௧(𝑞௧) = 𝜋௧(𝑞௧) − 𝛽𝜋௧(𝑞௧)𝐼{గ()வ} (4) 

  

in period t. As 𝛽 always lies between 0 and 1, the amount he owes to the investors is always 
smaller than the profit. Hence, the firm never defaults. Note that the entrepreneur received 𝑐𝑞ଵ 
from investors for production in the first period. In contrast to the debt case, the entrepreneur 



Modelling Crowdfunding Ensemble Learning Prediction 
 

 

   
 
[414] 

 
Vol. 6, Issue 3, (2021) 

 
Advances in Mathematical Finance and Applications 

 

does not necessarily pay back the entire amount in that same period. Therefore, the entrepre-
neur’s personal profits in the first period are given by:  
 

𝜋ොଵ
  ா(𝑞௧) = 𝜋ො௧(𝑞௧) + 𝑐𝑞ଵ (5) 

 

Note that the assumption has been made that the entrepreneur aims to maximize his personal profits. 
Therefore, the value function for the entrepreneur can be expressed as follows:  
 

𝑀𝑎𝑥భஹ𝐸ఌభ
[𝜋ොଵ(𝑞ଵ) + 𝑐𝑞ଵ + 𝑉ଶ(𝑞ଵ. 𝜀ଵ̃)] 

      Where  𝑉ଶ(𝑞ଵ. 𝜀ଵ̃) = 𝑀𝑎𝑥మஹ𝐸ఌమ
[𝜋ොଵ(𝑞ଵ)] 

                           s.t.     𝑐𝑞ଶ ≤ 𝜋ොଵ(𝑞ଵ) + 𝑐𝑞ଵ 
 

(6) 

In the next step initialize the weight for each data point as:  
 

𝑤(𝑥 . 𝑦) =
1

𝑛
 

 

(7) 

For iteration m = 1, … , M. 
Fit weak classifiers to the data set and select the one with the lowest weighted classification error:  
 

𝐽 =  𝑤
()

× 𝐼(𝑦() ≠ ℎ(𝑥()))


ୀଵ
 

(8) 

 

Calculate the weighted error of weak classifier: 
 

∈=
∑ 𝑤

()
× 𝐼(𝑦() ≠ ℎ(𝑥()))

ୀଵ

∑ 𝑤
()

ୀଵ

 
(9) 

 

And the new component is assigned votes base on its error:  
 

𝛼 =
1

𝑛
ln (

(1 −∈)

∈
) 

(10) 

 

For any classifier with an accuracy higher than 50%, the weight is positive. The more accurate the 
classifier, the larger the weight. While for the classifier with less than 50% accuracy, the weight is 
negative. It means that we combine its prediction by flipping the sign. The normalized weights are 
updated:  
 

𝑤ାଵ
()

= 𝑤
()

𝑒ఈூ(௬()ஷ(௫())) (11) 

 

If a misclassified case is from a positive weighted classifier, the “𝒆” term in the numerator would be 
always larger than 1. Thus misclassified cases would be updated with larger weights after an iteration. 
The same logic applies to the negatively weighted classifiers. The only difference is that the original 
correct classifications would become misclassifications after flipping the sign. After M iteration can get 
the final prediction by summing up the weighted prediction of each classifier. Combined classifier:  
 

𝑦ො = 𝑠𝑖𝑔𝑛(ℎெ(𝑥))where ℎெ(𝑥) = ∑ 𝑎
ெ
ୀଵ ℎ(𝑥) (12) 

This model refers to the procedures employed to train multiple learning machines and combine their 
outputs, treating them as a committee of decision-makers. The principle is that the committee decision, 
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with individual predictions combined appropriately, should have better overall accuracy, on average, 
than any individual committee member. This model very often attains higher accuracy than single mod-
els. The members of this model might be predicting real-valued numbers, class labels, posterior proba-
bilities, rankings, clustering's, or any other quantity. Therefore, their decisions can be combined by 
many methods, including averaging, voting, and probabilistic methods. The majority of ensemble learn-
ing methods are generic, applicable across broad classes of model types and learning tasks. 
 

5 Numerical Experiments 
 

Numerical experiments have been executed to assess the consequences of the Mathematical model. 
Subsequently, those experiments have been used to compare the models with each other. In this numer-
ical analysis, the optimal operating policy for the entrepreneur who has obtained funding by crowd-
funding is investigated. The experiments aim to obtain the optimal production quantity that maximizes 
the payoff for the entrepreneur over both periods and the resulting optimal profit for the entrepreneur. 
The optimal operating policy is compared to the monopoly quantity 𝒒𝒎, which is the profit-maximizing 
production quantity when the projects would not be exposed to risk. This production quantity maxim-
izes project value. In research, methodology consists of five steps. 
 
Imports/Initial Data: In this research, for Initial data, used historical data for crowdfunding project 
from Kickstarter projects. It has 378658 projects from 2016/01/01 to 2020/04/20.  
 
Table 1: Sample of Initial Data  

State Usd – goal  Backers  Pledged  Launched  
Production 

_qua 
Production  

Market 
_size  

Name  

failed  1533.95  0  0  8/11/2016  660.62  65  1000  songs  
Successful  30000  15  2421  9/2/2017  68000  137  30000  Greeting  

failed  45000  3  220  2/1/2016  7500  587  45000  Deployment  
failed  5000  1  1  3/17/2016  29700  168  5000  Capital  

Canceled  19500  14  1283  7/4/2017  50000  200  19500  Community  
successful  50000  224  52375  2/26/2016  3063.58  781  50000  Monarch  

 

 
Mathematical Modelling: The experiments in the profit case aim to identify the optimal production 
quantity in the first period under the assumption that internal cash should be used for production in the 
second period. In addition, the expected two-period profit is obtained by the entrepreneur. The optimal 
production quantity in the second period has been defined as the monopoly quantity 𝑞. The entrepre-
neur needs to make sufficient profit in the first period to be able to produce this optimal quantity in the 
second period. The amount he needs to pay out to investors reduces profit, which can be used for pro-
duction in the second period. Therefore, the influence of the amount that should be paid to investors is 
investigated. Namely, this amount affects the risk that the optimal production quantity cannot be pro-
duced in the second period. Experiments have been executed both for 𝛽= {0,0.1, 0.2, 0.3} and  𝜋= 
{0,50, 100}. In addition, the effects of the market parameter are considered, wherefore market size is 
varied; 𝜃= {10,20,30}. Their individual impact and the managerial implications of their interactions are 
explored. The objective function for the profit has been defined, which should be maximized by the 
entrepreneur to gain maximum expected profit  𝑀𝑎𝑥భஹ𝐸ఌభ

[𝜋ොଵ(𝑞ଵ) + 𝑐𝑞ଵ + 𝑉ଶ(𝑞ଵ. 𝜀ଵ̃)].  
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First, the objective function is plotted against the production quantity in the first period qı for different 
payout percentages ß. An example for 𝜃 = 15 is illustrated in Fig. 2. 
 

 
Fig. 2: Profit Projects with Different 𝜃 

 
The 𝜃 indicates the percentage of profit that the entrepreneur needs to pay to investors. If the entrepre-
neur does not have to pay to investors, there is no increased risk that the optimal production quantity 
cannot be produced in the second period. Hence, case 𝜃 = 0 can be seen as the benchmark. In that case, 

the entrepreneur produces around 
ఏ

ଶ
 in the first period, which is significantly larger than the monopoly 

quantity 
ఏି

ଶ
. This means that the entrepreneur overproduces in the first period (i.e. produces more than 

the monopoly quantity). The consequences of varying market size for optimal production quantity and 
optimal profit are demonstrated in Table 2. 
 
Table 2: Optimal Production Quantity and Optimal Profit 

 
𝜃 = 5 𝜃 = 10 𝜃 = 15 

𝑞ଵ*(𝑞) 𝜋ො 𝑞ଵ*(𝑞) 𝜋ො 𝑞ଵ*(𝑞) 𝜋ො 
ß=0 5.06 28.91 9.93 148.82 15.02 369.01 

ß=0.2 5.21 27.32 9.96 131.01 15.73 314.62 
ß=0.4 5.37 25.78 10.48 113.92 16.92 258.27 
ß=0.6 5.53 24.26 11.82 97.64 18.84 208.32 
ß=0.8 5.70 22.74 12.59 81.45 20.68 164.15 

 
The experiments in the revenue case aim to investigate the consequences of the assumption that internal 
cash should be used for production in the period under revenue sharing conditions. In addition, the 
expected two-period profit is obtained for the entrepreneur. However, in contrast to the profit case, the 
optimal production quantity in the period is not the monopoly quantity. The entrepreneur needs to make 
sufficient profit in the first period to be able to produce this optimal quantity in the second period. The 
payout to investors reduces profit, which can be used for production in the second period. Hence, the 
influence of the amount that should be paid to investors is investigated, because it affects the risk that 
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the optimal production quantity cannot be produced in the second period. Experiments have been exe-
cuted both for payout percentage 𝛽={0,0.2, 0.4, 0.6} and threshold R= {0,50, 100}. In addition, the 
effect of the market parameter is considered, wherefore market size is varied; 𝜃= {10, 20, 30). Their 
individual impact and the managerial implications of their interactions are explored.  An example with 𝜃 
= 20 and R = 0 is illustrated in Fig. 3. 

 
Fig. 3: Revenue Projects with Different 𝜃 

Table 3 shows the optimal production quantity in the first period with different values. Between brack-
ets, the monopoly quantity is given. 
 
Table 3: Revenue Optimal Production Quantity and Optimal Profit with Varying R and 𝜃 

 
First the consequences of varying 𝛽 are explored. Fig. 3 illustrates that the entrepreneur produces ap-

proximately in the first period for any value of 𝛽. In general, if R=0 the entrepreneur produces around 
ఏ

ଶ
 

in the first period and the production quantity increases slightly for increasing 𝛽. Result showed the 
optimal production quantity in the first period 𝑞ଵ ∗ with different values of 𝜃. Between brackets, the 
monopoly quantity is given. Furthermore, the implications of increasing the threshold R  are investi-
gated. Note that if revenue level 𝜋௧(𝑞௧) + 𝑐𝑞௧ exceeds R, the entrepreneur pays out a fraction 𝛽 of 
𝜋௧(𝑞௧) + 𝑐𝑞௧ − 𝑅 to the investors. As R increases, the entrepreneur pays less to investors. If R becomes 
positive and fraction 𝛽 is increased, this does affect the first-period production quantity with 𝜃 = 20 
notably. The entrepreneur decreases production for increasing 𝛽 in that case. With 𝜃 = 10 and 𝜃 = 30, 
increasing R has a reduced effect on the optimal production quantity in the first period. Moreover, 

 
𝑅 = 5 𝑅 = 10 𝑅 = 15 

𝑞ଵ*(𝑞) 𝜋ො 𝑞ଵ*(𝑞) 𝜋ො 𝑞ଵ*(𝑞) 𝜋ො 
ß=0 9.42 96.24 9.42 96.24 9.42 96.24 

ß=0.2 9.58 87.35 9.47 95.23 9.72 142.64 
ß=0.4 9.65 74.36 9.56 112.42 9.54 134.74 
ß=0.6 9.78 52.73 9.68 90.33 9.33 138.24 
ß=0.8 9.74 26.71 9.72 87.36 9.16 134.57 
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increasing R does influence 𝑞. However, after a particular point, the production quantity in the second 
period does not decrease for higher 𝛽, because the threshold is not reached anymore.   
Data Normalization: Normalization is changing the values of numeric columns in the dataset to a 
common scale, which helps the performance of model. In this research, normalization has been done 
by finding the numerical maximum in each criterion of the data set and dividing the input of each 
criterion to that maximum value. 
Creating the Model: In this research implement the experiments using python, specifically, the 
“Sklearn” package for bagging, “Random Forest” for random forest, “Sklearn” package for boosting 
(AdaBoost algorithm), and “Kears” package for DNN. Furthermore, it analyzes the prediction accuracy 
rate of each method for two cases i.e., original and normalized data. Then, it examines the classification 
ability of each method based on the ROC curve, AUC value, and F-score. 
Tables 4 and 5 report the results obtained using the original data. The tables show that boosting has the 
best performance and yields higher than 80% prediction accuracy rate on average, with a small standard 
deviation for both training and test data. None of the neural network models exceed an 80% average 
accuracy rate for test data. Thus, it is clear that boosting achieves a higher accuracy prediction than 
neural networks. The prediction accuracy rate for test data is less than 60% for bagging and random 
forest. In addition, the difference in ratios between training and test data does not have an obvious 
influence on the results of the analysis. 
 
Table 4: Prediction Accuracy of Each Method for Original Data. 

Method 
Accuracy ratio of training data Accuracy ratio of test data 

Average 
Standard Devia-

tion 
Average 

Standard Devia-
tion 

Random Forest 82.16 0.004 72.25 0.008 

Boosting 81.25 0.003 75.34 0.002 
Bagging 80.96 0.015 73.67 0.814 

 
Table 5: Performance of Models 

Method 
Accuracy ratio of training 

data 
Accuracy ratio of test data 

Model 
Activation func-

tion 
Middle 
layer 

Average 
Standard 
Deviation 

Average 
Standard 
Deviation 

DNN Tanh 2 83.29 0.785 81.57 0.924 
NN Dropout 2 80.64 0.036 81.05 0.016 

 
Fig. 4 displays ROC curves with AUC and F-score for the case using normalized data and the ratio 
between the training and test data of 70% to 30%. In the figure, sensitivity (vertical axis) corresponds 
to the true positive ratio, whereas 1—specificity (horizontal axis) corresponds to the false-positive ratio. 
The graphs indicate that the ROC curve for boosting and neural network models have desirable prop-
erties except for the case for the Tanh activation function with dropout. The AUC values and F-score 
are also shown for the figure. It is found that the highest AUC value is obtained for boosting (0.735). 
The highest F-score is also obtained for boosting (0.721). Thus, the classification ability to boost is 
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superior to other machine-learning methods. This may be because boosting employs sequential learning 
of weights. 

 
Fig. 4:  Receiver Operating Characteristic (ROC) Curve for Bagging, Boosting and Random Forest 

 
In this study, analyzed default data crowdfunding projects in Kickstarter and compared the prediction 
accuracy and classification ability of three ensemble-learning methods: bagging, random forest, and 
boosting, with those of various neural-network methods using two different activation functions. Re-
sults can be summarized as follows: 
- The classification ability to boost is superior to other machine-learning methods. 
- The prediction accuracy rate, AUC value, and F-score of NN are better than those of DNN when Tanh 
is used as an activation function. 
 

6 Conclusion and Discussion  
 

Crowdfunding is an emerging international financial activity often performed via an internet-mediated 
platform. With the rapid growth of this financial system, rising risks would influence a participant’s 
decision making. In crowdfunding, backers and funders make decisions as a repeated game. Individual 
decision-makers interact and exchange information with each other through the crowdfunding process 
and other interaction assisted tools. He or she learns from others’ experiences again and again to form 
his or her own decisions. Backers make decisions with the help of experience learned from feedback. 
Funders can also notice the reaction of backers when feedback is received by the backers. As an essen-
tial part of internet finance, crowdfunding plays an increasingly important role in today’s economy. The 
success of crowdfunding depends on different factors. In recent years, more and more financing prob-
lems, such as Profit prediction, pricing, market prediction risk management, and revenue prediction, 
have been presented in the literature adopting formulation and solution approach rooted in mathematical 
theory, as well as optimization methods. Due to the acceptance of this financial method by stakeholders 
and the increasing speed of financing projects, credit risk assessment has attracted many research inter-
ests from both academic and industrial communities. A more accurate, consistent, and robust evaluation 
technique crowdfunding projects can significantly reduce future costs and prediction of successful or 
failed crowdfunding projects. In this study, a multistage neural network ensemble the learning model is 
proposed for successful or failed crowdfunding projects assessment. Different from commonly used 
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‘‘one-member-one-vote’’ or ‘‘majority-rule’’ ensemble, the novel neural network ensemble aggregates 
the decision values from the different neural ensemble members, instead of their classification results 
directly. The new ensemble strategy consists of two critical steps: scaling, which transforms decision 
values to degrees of reliability, and fusion, which aggregates degrees of reliability to generate final 
classification results. 
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