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ABSTRACT: 

Quantization watermarking is a technique for embedding hidden copyright information based on dithered quantization. 

This non-blind scheme is only practical for watermarking applications, where the original signal is available to the 

detector as for a fingerprinting purpose. The goal of this paper is to analyze the quantization watermarking in the three-

dimensional wavelet transform. We consider the nonlinear effect of dithered quantization in the time-domain 

representation of the filter bank. We derive a compact and general form for distortion in the host video due to the 

encoding and embedding process. The formulation has the capacity to be simplified and optimized for different filter 

banks and dither signals. We provide some supporting experiments for the three-dimensional wavelet analysis of video 

signal. 
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1.  INTRODUCTION 

Digital watermarking is an approach for copyright 

protection by embedding copyright information directly 

in the host data. In quantization watermarking, the 

signature information is used as a dither signal in the 

process of quantizing the host signal [1,2]. This method 

is especially useful for those applications where 

compression of the host signal with embedding the 

secret information is jointly implemented. Further 

extension and improved types of quantization 

watermarking has been reported recently [3, 4]. 

Using theoretical results of dithered quantization [2], 

Eggers and Girod derived a mathematical analysis of 

quantization watermarking based on probability density 

function (PDF) of the host and signature signals [1]. This 

paper extends their results for quantization 

watermarking of wavelet coefficients of the host signal. 

Since quantization is a non-linear process, the time-

domain framework introduced by Nayebi et. al. [5,6] is 

selected in order to analyse quantization watermarking 

in the wavelet domain. We derive a statistical form of 

this formulation that could be used to analyse the 

distortion in the host signal due to embedding the 

signature information and encoding the subbands [6,7].  

The following section is organized as follows. In 

Section 2, we provide a brief explanation on dithered 

quantization, we explain the modification of time-

domain formulation of filter bank for the quantization 

watermarking effect and its simplification in Section 3. 

Section 4 provides a sample analysis for video signal and 

Section 5 concludes the paper. 

 

2.  DITHERED QUANTIZATION 

Fig. 1 shows the non-subtractive dithering scheme. 

The host signal x(n) is the main input to quantizer, and 

the signature signal d(n) is the added dither.  

 

 

 

 

 

 

 

 

 

 

The quantization error in the uniform scalar 

quantizer is only limited to (-Δ/2 , Δ/2), where Δ is the 

quantization step size. The aim of dithering in the 

classical signal coding system is to improve perceptual 

quality of the reconstructed signal by changing the 

quantization error spectrum [2].  The characteristic 

function of the input z(n) to the quantizer can be written 

by: 

 

𝑀𝑧(𝑗𝑢) = 𝑀𝑥(𝑗𝑢)𝑀𝑑(𝑗𝑢)                                            (1) 

 

Where, Mx and Md are the characteristic functions of 

the input signal and the dither respectively. It can be 

proved [1] that the characteristic function of the 

Fig. 1. Non-Subtractive dithered quantization 
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quantization noise e(n) is represented in terms of the 

input signal and the dither signal characteristic functions 

[1]. 

 

 𝑀𝑒(𝑗𝑢) = ∑ 𝑀𝑧(𝑗
2𝜋𝑏

𝛥
) ⋅ 𝑆𝑖𝑛𝑐(

𝛥

2
(𝑢 + 2𝜋𝑏/𝛥))∞

𝑏=−∞   (2) 

 

By substituting 𝑀𝑧(𝑢) from Equ. (2) by Equ.(1), we 

have 

 

𝑀𝑒(𝑗𝑢) = ∑ 𝑀𝑥(𝑗
2𝜋𝑏

𝛥
) ⋅ 𝑀𝑑(𝑗

2𝜋𝑏

𝛥
) ⋅∞

𝑏=−∞

𝑆𝑖𝑛𝑐(
𝛥

2
(𝑢 + 2𝜋𝑏/𝛥))                                                 (3) 

 

Using the characteristic function, the energy of 

quantization noise can be computed by 

 

              𝐸[𝑒2] = −
𝑑2

𝑑𝑢2 𝑀𝑒(𝑢)|
𝑢=0

= 

𝛥2

12
+ ∑

(−1)𝑏

2(𝜋𝑏/𝛥)2
𝑀𝑥(

𝑗2𝜋𝑏

𝛥
).𝑀𝑑(

𝑗2𝜋𝑏

𝛥
)∞

𝑏=−∞
𝑏≠0

                     (4) 

 

The cross-correlation of the quantization error and 

the dither signal is 

 

𝐸[𝑒𝑑] = ∑
(−1)𝑏

2𝜋𝑏/𝛥
𝑀𝑥(

𝑗2𝜋𝑏

𝛥
). 𝐼𝑚{𝑀𝑑

1(
𝑗2𝜋𝑏

𝛥
)∞

𝑏=−∞
𝑏≠0

}          (5) 

 

Where 

 

 𝑀𝑑
1(

𝑗2𝜋𝑏

𝛥
) =

𝑑

𝑑𝑢
{𝑀𝑑(

𝑗2𝜋𝑏

𝛥
}|

𝑢=0
                                    (6) 

 

In most cases, the signal PDF and its characteristic 

function are even functions, therefore the summation in 

Equ. (5) can be written as 

 

𝐸[𝑒𝑑] = ∑
(−1)𝑏

𝜋𝑏/𝛥
𝑀𝑥(

𝑗2𝜋𝑏

𝛥
). 𝐼𝑚{𝑀𝑑

1(
𝑗2𝜋𝑏

𝛥
)∞

𝑏=1 }             (7) 

 

If we want to check only the existence or absence of 

the watermark signal, we can use a correlation detector. 

In this case the output of the correlation detector for the 

two case, of existence of the watermark (U1)  and its 

absence (U0) could be derived by [1]: 

 

𝑈1 =
𝐸[(𝑒(𝑛)𝑑(𝑛)]

𝜎𝑑
2 + 1                                                   (8)  

𝑈0 =
𝐸[(𝑒(𝑛)𝑑(𝑛)]

𝜎𝑑
2                                                           (9) 

 

Which implies that the absolute value of the 

normalized cross-correlation between the quantization 

error and the dither signal (𝐸[𝑒𝑑]/𝜎𝑑
2) should be as small 

as possible. At the same time, to reduce the perceptual 

distortion, we should minimize the quantization error. 

 

3.  DITHERED QUANTIZATION 

3.1.  Number General Formulation 

In this section we derive a formulation that shows the 

effect of the added watermark in the wavelet transform 

domain. The distortion could be calculated based on 

reconstruction error in the corresponding filter bank. 

Fig. 2 shows the block diagram of the conventional 

filter bank structure. Fig. 3 shows the filter bank with 

dithered quantizers. As depicted in Fig. 3, we model the 

effect of quantization as additive, but not necessarily un-

correlated signals, )(mFi
. The dither signal in each 

channel is represented by )(mDi
. The output signal )(ˆ nx  

is synthesized from the quantized subband signals. In 

order to analyze and design the subband coder, we only 

consider a uniform M band filter bank with filters of 

length N and the overall delay of  samples, such that 

L=N / M is an integer. This result can be easily extended 

to non-uniform or multidimensional subbands. The 

relationship between input and output of the system, in 

the time-domain can be expressed as 

 

�̂�(𝑀𝑚) = 𝑠𝑇(𝐴𝑇𝑥𝐼(𝑀𝑚) + 𝐹𝑞(𝑚) + 𝐷(𝑚))          (10) 

 

      Where input and output vectors of length M and I 

are 

 

�̂�𝑀(𝑛) = [�̂�(𝑛 + 𝑀 − 1), �̂�(𝑛 + 𝑀 − 2), . . . , �̂�(𝑛)]𝑇 
                                                                                  (11) 

𝑥𝐼(𝑛) = [𝑥(𝑛), 𝑥(𝑛 − 1), . . . , 𝑥(𝑛 − 𝐼 + 1)]𝑇          (12) 

 

      The parameter I is equal to 2N-M, since the analysis 

and synthesis filter together create 2N delay, and the 

output is calculated in M points, therefore we need 2N-

M+1 points of input. Note that, in Equ. (10) because of 

mixing the two terms of quantization and dithering, 

before up-samplers, the time index of the input and the 

output signal changed from m to mM. Finally,  A is a 

block Toeplitz matrix of size I  N defined as 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig. 2. Block Diagram of a Basic Filter Bank. 
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Fig. 3. Down/ Up sampling part of the subband coder 

with including the dithered quantizer. 

 

  𝐴(𝑛) =

[
 
 
 
 
[𝑃𝑡] 0 . . 0

0 [𝑃𝑇] ⋮

⋮ 0 ⋱ ⋮
: ⋱ 0

0 0 . . [𝑃𝑇]]
 
 
 
 

                   (13) 

 

      Where P is an M  N matrix whose ith  row is 

comprised of the coefficients of the ith analysis filter, and 

O is an M  M zero matrix. The matrix s consists of the 

synthesis filter coefficients 

 

𝑠 = [

𝑔0(0) 𝑔1(0) . . . 𝑔𝑀−1(0)
𝑔0(1) 𝑔1(1) . . . 𝑔𝑀−1(1)

⋮ : ⋱ ⋮
𝑔0(𝑁 − 1) 𝑔1(𝑁 − 1) . . 𝑔𝑀−1(𝑁 − 1)

]                         

(14) 

 

      and gi(j) denotes the j coefficient of the i synthesis 

filter. Finally, the vector D(m) represents the dither 

signal, and )(mF
q

 the quantization noise: 

 

𝐹𝑞(𝑚) = [𝑞𝑇(𝑚), 𝑞𝑇(𝑚 − 1), . . . , 𝑞𝑇(𝑚 − 𝐿 + 1)]𝑇  

                                                                                  (15)             

𝐷(𝑚) = [𝑑𝑇(𝑚), 𝑑𝑇(𝑚 − 1), . . . , 𝑑𝑇(𝑚 − 𝐿 + 1)]𝑇    
                                                                                  (16) 

      Where  

 

𝑑(𝑚) = [𝑑0(𝑚), 𝑑1(𝑚), … , 𝑑𝑀−1(𝑚)]𝑇             (17) 

𝑞(𝑚) = [𝑞0(𝑚), 𝑞1(𝑚), … , 𝑞𝑀−1(𝑚)]𝑇                  (18) 

 

are the dither and the quantization signal at time m.  

Assuming that the filter bank is perfect 

reconstruction, the relationship between input and 

output of the filter bank can be written as 

 

�̂�(𝑀𝑚) = 𝑏𝑇𝑥𝐼(𝑀𝑚)                                               (19) 

 

Where the matrix b denotes one period of the ideal 

impulse response of the system. Therefore, using (10) 

and (20), one period of the output error can be written as 

 

𝑒 = �̂�(𝑀𝑚) − 𝑥(𝑀𝑚 − 𝛥) 
= (𝐴𝑠 − 𝑏)𝑇𝑥𝐼(𝑀𝑚) + 𝑠𝑇𝐹𝑞(𝑚) + 𝑠𝑇𝐷(𝑚)             (20) 

 

      We use the mean square error of the output as a 

criterion for minimization assuming that the input signal 

can be modelled as zero-mean, wide sense stationary 

(WSS) sources 

 

}]{[
12 T

e eeETrace
M

                                                 

(21) 

 

       Where “Trace” denotes the sum of main matrix 

diagonal elements. Using (21), it can be shown that 

 

   

][
2

])[(
2

][
1

])[(
2

][
1

)]()[(
12

sRsTrace
M

sRbAsTrace
M

sRsTrace
M

sRbAsTrace
M

sRsTrace
M

bAsRbAsTrace
M

qd

T

xd

T

dd

t

xq

T

qq

T

xx

T

e







        (22) 

 

Rxx  , Rqq and Rdd are the input, the quantization noise 

and the dither signal autocorrelation matrices 

respectively, while Rxq ,Rxd and Rqd represents the 

cross-correlations between these signals.  

Equ. (22) is the basic formulation that shows the 

distortion effect due to dither signal and quantization 

error. The optimization should be undertaken with 

addition of a Lagrangian cost with constraint of a fixed 

total bit-rate 
TR  

 

∑ 𝑅𝑘 = 𝑅𝑇
𝑀−1
𝑘=0                                                            (23) 

 

      Where 
kR  denotes the bit-rate in subband k . In the 

encoding process, two situations are of particular 

interest. 

 Subband signals are split into blocks and the 

number of bits used for a given block depends on 

the dynamic range of these signals. 

 Entropy coding is performed in each subband. In 

this case the optimization is carried out under the 

constraint of a given entropy budget
TH . 

      For the uniform scalar quantization, which we use in 

quantization watermarking, 
kR  and 

k  are related as 

𝑅𝑘 = 𝑙𝑜𝑔2( 𝑑𝑘/𝛥𝑘), where 
kd is the dynamic range of 

the signal and k is the quantization bin.  

In order to maximize the correct watermark detection 

probability, for each subband quantizer, we should 

minimize the normalized absolute value of cross-
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correlation between the quantization noise and the 

watermark |𝐸[𝑒𝑞𝑖
. 𝑑𝑖]|/𝜎𝑑𝑖

2 , for each channel [1]. At the 

same time, we should minimize the total reconstruction 

error 2
e  to reduce visible distortion. 

 

3.2.  Simplification of Formulation 

      In the design of the wavelet-based quantization 

watermarking scheme, it sounds reasonable to simplify 

the design by selecting a perfect reconstruction filter 

bank (As=b) and optimize the system performance by a 

proper selection of quantizers and the variance of the 

added watermark signal to each subband. By selecting 

perfect reconstruction filters, we can simplify Equ. (22)  
 

][
2

][
1

][
12

sRsTrace
M

sRsTrace
M

sRsTrace
M

qd

T

dd

t

qq

T

e




            (24) 

 

      In the second step, we analyse the quantization error 

and the dither signal. 

Since in watermarking, we prefer to maintain the signal 

quality, we consider only high bit-rate quantizer. At high 

bit-rates, the quantization process can be approximated 

by an additive and uncorrelated white noise. This means 

the cross-correlation term 
qdR  in Equ. (24) is zero; 

therefore, Equ. (24) is simplified to 

 

 �̄�𝑒
2 =

1

𝑀
𝑇𝑟𝑎𝑐𝑒[𝑠𝑇𝑅𝑞𝑞𝑠] +

1

𝑀
𝑇𝑟𝑎𝑐𝑒[𝑠𝑡𝑅𝑑𝑑𝑠 ⥂]      (25) 

 

      At high bit-rates, we can consider the quantization 

noise as a memoryless signal; therefore, 
qqR is a diagonal 

matrix. The elements on the main diagonal are the 

variances of the quantization noise of subbands and can 

be calculated using Equ. (2) 

  




 







1
2

2
2 )

2
().

2
(

)/(

)1(

12
][),(

b i

d

i

x

i

b

i
qqq

bj
M

bj
M

b
eEiiR

iii




 

(26) 

      Where, 
idM  is the characteristic function of the 

dither signal in the ith subband. 

The dither signal is usually selected to be a 

memoryless signal with bipolar, Gaussian or uniform 

distributions. In these cases, the diagonal element of Rdd 

is equal to the dither variance in each channel.  

 

3.2.1. High-Bit Rate Quantizer + Paraunitary Filter 

Bank  

     For the of the paraunitary filter bank, the subband 

signals are orthogonal and we have 
 

∑ 𝑄𝑖𝑄𝑖+𝑗
𝐿−1
𝑖=0 = {

𝐼 𝑗 = 0
0 𝑗 ≠ 0

                                           (27) 

 

      We can use Equ.(27) and expand the two terms in 

Equ. (25). 

      �̄�𝑒
2 =

1

𝑀
∑ {𝜎𝑞𝑖

2𝑀
𝑖=1 + 𝜎𝑑𝑖

2 } ∑ 𝑔𝑖
2(𝑗)𝑁

𝑗=1                     (28) 

 

4.  RESULTS AND DISCUSSION 

In order to verify the analytical results, we need a 

large number of experiments on different configurations 

of filter banks, bit-allocations and different input data-

sets and dithering.  

Fig. 4 shows the structure of 3-D subband 

decomposition used for both video signals. A three-

dimensional subband coder uses a unique approach for 

encoding intra-frame and inter-frame redundancy in a 

video sequence. The video signal passed through a 3-D 

filter bank, and then different subbands are encoded 

based on their visual importance [9]. The terms HP and 

LP refer to high-pass filtering and low-pass filtering, 

where the subscripts t, h, and v refer to temporal, 

horizontal, and vertical filtering respectively. The 

selected subband framework consists of 11 spatio-

temporal frequency bands. The temporal frequency 

decomposition is restricted to only two subbands due to 

potential delay problems in a practical implementation 

and reducing dependency in coding consecutive frames. 

The image frames are filtered temporally using the two-

tap Harr basis functions [9]. Temporal decomposition is 

followed by horizontal-spatial filtering and vertical-

spatial filtering using  9/7 biorthogonal filters [5]. 

Selection of optimum quantizer for different 

subbands based on their statistical characteristics and 

visual importance is the key factor for developing 

subband coder. Fig. 5 shows the frequency map of the 

11 video subbands which can be classified as below: 

1. Band 1, the low temporal and spatial frequency band, 

is a blurred version of the original video frame. It has 

much higher energy compared to other subbands and 

has the most visual importance. However, while all 

the subbands histogram follow well a generalized 

Gaussian distribution, this subband does not follow 

any fixed distribution [10, 11]. 

2. Bands 2-7, the low temporal and high spatial 

frequency bands, include information of texture and 

sharpness of video signal in the spatial domain. 

Depends on amount of these information in scene, the 

energy of these bands could be higher or lower. 

Among these bands, bands 4 and 7 have much lower 

due to two times highpass filtering (vertical and 

horizontal). 

3. Band 8, the high temporal and low spatial frequency 

band, has higher average energy compared to other 

high temporal bands, and it shows the major changes 

in consecutive video frames. 

4. Bands 9-11, the high temporal and high spatial 

frequency bands (Bands 9-11) have low energy, but 

high variation in time. They represent sharp and fast 

objects movements in the video scene.  
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Fig. 4. Three-Dimensional Filter Bank Structure. 

 

 

 

 

 

 

 

 

Fig. 5. Three-Dimensional Filter Bank Frequency 

Map 

 

The amplitude distribution of Bands 1 and 8 does not 

follow any fixed probability distribution function (PDF) 

[9]. 

For 3-D wavelet decomposition of video, we should 

implement one level of wavelet transform in time 

domain and later implement spatial domain of wavelet 

transform on each temporal subbands. (Figs. 7-8) 

 

 
Fig. 6. Time domain Filter Bank Structure 

 

 

 

 
 

Fig. 7. Spatial Domain Filter Bank Structure 

 

5.  CONCLUSION 

In this paper, we derived a general formulation for 

the reconstruction error and watermark detection in 

quantization watermarking in the filter bank domain. We 

did not assume any constraint on the type of filter bank 

and quantizers. We also simplified the mathematical 

formulation for the high and low bit rates. Some 

experimental results for embedding data in a video 

subband coder are reported.  
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