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ABSTRACT: 

The neural network learning vector quantization can be understood as a special case of an artificial neural network, more 

precisely, a learning-based approach - winner takes all. In this paper, we investigate this algorithm and find that this 

algorithm is a supervised version of the vector quantization algorithm, which should check which input belongs to the 

class (to update) and improve it according to the distance and class in question. To give. A common problem with other 

neural network algorithms is the speed vector learning algorithm, which has twice the speed of synchronous updating, 

which performs better where we need fast enough. The simulation results show the same problem and it is shown that 

in MATLAB software the learning vector quantization simulation speed is higher than the self-organized neural network. 
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1.  INTRODUCTION 

The human brain, according to many scientists, is a 

more complex system that has been observed and 

studied throughout the universe. But this most 

sophisticated system has neither the size of a galaxy nor 

the number of components that it has over today's 

supercomputers. The mysterious complexity of this 

unique system is due to the many connections that exist 

between its elements. Something that distinguishes the 

human brain from all other systems. 

The self-conscious and subconscious processes that 

occur around the geographical reach of the human body 

are all under the control of the brain. Some of these 

processes are so complex that no computer or 

supercomputer in the world can process them. However, 

research shows that the human brain's manufacturing 

units are about a million times slower than transistors 

used in CPU silicon chips. 

The very high speed and processing power of the 

human brain goes back to the very large interconnections 

that exist between the brain-forming cells, and basically, 

without these communication links, the human brain is 

reduced to a normal system as well, which is certainly 

the case. Will not have the current. 

After all, the brain's excellent performance in solving 

a variety of problems and its high performance, 

simulating the brain and its capabilities, has made it the 

most important goal of hardware and software architects. 

In fact, if there is a day (which is apparently not too far 

away) that we can build a computer of the size and size 

of the human brain, there will surely be a major 

revolution in science, industry, and of course, human 

life. 

In order to simulate the computational behavior of 

the human brain, since the last few decades that 

computers have enabled computational algorithms to be 

implemented, research has been started by computer 

scientists, engineers and mathematicians, whose work 

we A branch of artificial intelligence, and under the 

branch of computational intelligence, is classified as 

"artificial neural networks". In the field of artificial 

neural networks, numerous mathematical and software 

models have been proposed, inspired by the human 

brain, that are used to solve a wide range of scientific, 

engineering and practical problems in different fields. 

 

2.  THE LEARNING VECTOR QUANTIZATION 

NEURAL NETWORK ALGORITHM 

    The learning vector quantization neural network can 

be understood as a special case of an artificial neural 

network; more precisely, it applies a learning-based 

approach - winner takes all-. The neural networks 

consist of a series of layers consisting of simple 

components called neurons that act in parallel. One of 

the applications is the data locking mechanism. Of the 

three types used for a fasting machine, the quantization 

vector is the learning vector [11 - 12]. In fact, the 

learning vector maker of the idea of self-organized 
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neural network has created a cohesive brain. My neural 

network is organized based on a competition that has the 

capabilities of data folders. In this case, neurons are the 

fastest-growing types of data available. This is the 

weight of communication. In this method, the basic 

neurons are topology and, depending on the type, have 

different ontologies. Self-organizing neural networks 

can separate the data structure that you do not have. In 

the neural network itself, the conceptual framework of 

learning is unobserved. There are two neurons in your 

neural network: three inputs and three competitors. [4] 

Includes neurons whose inputs compete fully with the 

neurons that make up the full connectivity. 

 

 
Fig. 1. The output of the learning vector quantization 

algorithm for the data classification problem. 

 

As can be seen in Fig. 1, each number may be 3, but 

if 3 neurons cannot compute the data for a given 

competitor. So in many cases it is necessary for the 

number of neurons to be greater than the number of 

vertices. If the number of neurons is too high, the 

likelihood of a reconciliation will be reduced, which will 

be due to the performance of the locking states. The 

neural network algorithm is a vector-based learning 

algorithm and a competitive algorithm, and in practice it 

will be seen that this algorithm is also a learning vector 

compressor. If we want to study the neural network of 

the learning vector quantization, we must first examine 

the vector quantization of the learner. 

 

3.  VECTOR QUANTIZATION 

According to Figure 2, we have a set of inputs named 

X, which are infinite and, according to the learning 

vector algorithm, are transformed into a finite set of 

inputs; Be it. 

 

 
Fig. 2. The learning vector algorithm, x input and i 

algorithm output 

 

In the figure above, x is an input vector that can have 

an infinite amount of data in any vector space. i is an 

index that has a discrete and finite number of quantities. 

i is associated with a vector such as mi defined on x: 

i = {1,2,… k} The vector x becomes i under the vector 

quantization. Collecting data. 

 

4.  VECTOR QUANTIZATION BASED ON 

ENCODER AND DECODER ALGORITHM 

  To investigate the vector quantization based on the 

encoder and decoder algorithm we have as follows: 

 

 
Fig. 3. Vector quantization based on encoder and 

decoder algorithm. 

 

In the above figure, x is an input vector that has an 

infinite amount of data in any vector space. In the 

encoder algorithm x is converted to c, C is a code, and 

in the encoder algorithm c is converted to x where a 

discrete enumerable value is actually a vector 

reconstructed from the initial value of x, and the vector 

is equivalent to mi; ¬ Improvement is also seen because 

unlimited vector has become restricted vector. But the 

problem that actually gets to us is the amount of error we 

call the quantization error and its value is: 

 

𝑒(𝑥) = ‖𝑥 − �̂�‖
2                                                          (1) 

 

In this respect, e(x) is the quantization error value, 

x is the input vector (infinite value) and x is the vector 

reconstructed from the input x which has a finite value. 

The reason for the power of 2 is to make the small 

errors smaller (ignored) and the larger errors 

intensified. 

 

𝐸 =∈ {‖𝑥 − �̂�‖2} = ∫‖𝑥 − �̂�‖2. 𝑃(𝑥). 𝑑(𝑥)             (2) 

 

In this respect E is the value of the quantization error 

equal to the mathematical expectation of subtracting the 

magnitude of the input value of the reconstructed output 

to power 2, which is equal to the product of the sum of 

the integral subtraction of the input value of the 

reconstructed output to power 2 in the distribution 

function. Probability x, in the differential x. 

The point to note is that the smaller the value of E 

(the closer to zero) in the encoder and decoder algorithm, 

the better the performance. 

 

5.  DESIGN AND SIMULATION OF VECTOR 

QUANTIZATION AND ITS CENTERS 

       Design and simulation of vector quantization and its 

centers, the main purpose of the vector quantization 

algorithm is to convert a series of unlimited members to 

finite members using the approximation mi. We see the 

approximation as follows: 

      Suppose we have three centers with the names (m1, 

m2, m3) and the value of x is d1 from the center of m1 
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and d2 from the center of m2 and d3 from the center of 

m3; Since the value of d1 is smaller than the values of 

d2, d3, then x will belong to the center of m1 (the winner 

will win everything according to the above rule). 

 
Fig. 4. Centers in Vector Quantization Algorithm and 

how to win a center. 

 

The above figure shows how to win in theory but 

how to win mathematically by the following formula: 

 

𝑐 = arg min‖𝑥 −𝑚𝑖‖.                                            (3) 

 

In this respect, c is the winning center, which is 

equal to the argument of the distance x to the center with 

the least distance (that center will win).But to see how 

center boundaries are separated in MATLAB software, 

the following command is used: 

X=[0 0 

   2 0 

   1 2 

   0.8 1 

   1 -0.5]; 

voronoi(X(:,1),X(:,2)); 

xlim([-2 4]); 

ylim([-2 4]); 

grid on; 

axis square;  
      By executing the above command, we will have the 

following form: 

 

 
Fig. 5. How to Bound Centers in Vector Quantization 

Algorithm using MATLAB Software. 

 

6.  OPTIMIZATION VECTOR QUANTIZATION 

       To optimize the vector quantization algorithm we 

assume that M = {m1, m2, m3, …… mk} are the centers 

used to classify and cluster these centers, and X = {x1, 

x2, x3, ……. xt} are temporal data inputs, given the 

quantization error as: 

 

𝐸 = ∫‖𝑥 − mc‖
2. 𝑃(𝑥). 𝑑(𝑥)                                       (4) 

 

Where, mc is the winning center If we define the 

winner as follows we can claim that the optimization is 

done in this algorithm: 

 

𝑐 = arg min‖𝑥(t) − 𝑚𝑖‖2                                            (5) 

 

7.  VECTOR QUANTIZATION UPDATE 

      To update the vector quantization algorithm at time 

(t + 1) we have: 

 

mi(t+1) = mi(t)+∆mi(t)               𝑖 = 1,2, … , 𝑘              (6) 

 

In this respect mi(t + 1) is the updated value and 

∆mi(t) is the change value of mi(t + 1) relative to mi(t). 

Which can have the following values in different states: 

 

∆mi(t)= {
𝛼(t)[𝑥(𝑡) − mi(t)] , 𝑖 = 𝑐 argmin‖𝑥(t) − 𝑚𝑗‖

2

0                     𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒     𝑖 ≠ 𝑐
           (7) 

 

The first case is in the state where i is the winning 

center and the second case is in the case where i is not 

the winner. Assuming we have two centers m1, m2 

where x is d1 from m1 and d2 from m2 so that d1 is <d2 

(as in Fig 6) then we have mi(t + 1): 

 

 
Fig. 6. How to update vector quantization. 

 

In this form m1 is the winning center and the center 

is updated and mi(t + 1) moves to x(t). 

So the updated mode mi(t + 1) is as follows: 

 

m1(t+1) = m(t)+𝛼(t)[𝑥(𝑡) − m1(t)]                               (8) 

 

Where α (t) is the learning rate; and for the general 

case we have: 

 

m1(t+1) = mi(t) + 𝛿ci  𝛼(t)[𝑥(𝑡) − m1(t)]                    (9) 

 

In this respect, the existence of δc_i is because only 

the winning parameter is updated and its values are 

different for different states with: 
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𝛿ci= {
1                                               𝑖 = 𝑐
𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒                            𝑖 ≠ 𝑐

                       (10) 

 

Now that we have fully explored the vector 

quantization algorithm, let's look at the learning vector 

quantization algorithm 

 

8.   LEARNING VECTOR QUANTIZATION 

This algorithm is a supervised version of the vector 

quantization algorithm. Where we have to see which x 

belongs to the class (to update) and we need to improve 

it according to the distance and class we want. The 

learning vector quantization algorithm is updated like 

the nearest class winner or vector quantization. In this 

algorithm, two situations may occur: 

The first case according to Fig.7 teaches m1 correctly 

when x(t), m1 belong to a class (we create the 

classification but which class x(t) belongs to is the nature 

of the problem; here m1 belongs to Class A and m2 

belong to Class B). 

 
Fig. 7. How to update the learning vector quantization 

algorithm in the first step. 

 

      Secondly, as shown in Fig8, when x(t), m1 does not 

belong to a class and m1 is not properly trained (here m1 

belongs to class B and m2 belongs to class A). m1 Since 

it is a winner but not in a class that corresponds to x(t), 

we have to move it far enough so that the class m2 is 

closer and thus wins. 

Fig. 8. How to update the learning vector quantization 

algorithm in the first step. 

 

9.  OPTIMIZATION OF LEARNING VECTOR 

QUANTIZATION ALGORITHM 

  In the supervised learning vector quantization 

algorithm, we have: 

 

 mi(t+1) = mi(t) + ∆mi(t)                                          (11) 

 

In this respect ∆m_i (t) can have the following 

values: 

∆mi(t) = {

+𝛼(𝑡)[𝑥(𝑡) − 𝑚𝑖(𝑡)]      𝑖 = 𝑐        

−𝛼(𝑡)[𝑥(𝑡) − 𝑚𝑖(𝑡)]    𝑖 = 𝑐      

0                                  𝑖 ≠ 𝑐

         (12) 

 

The first is when mc and x(t) are in a class; this is 

an approximation. The second case is when mc and x(t) 

are not in a class; this is a bypass state.The third case is 

when the center is not the winning center. 

However, it must be: 0<α(t)<1 so that this method 

converges to the boundaries of the graphs. However, the 

references suggest: α (t) <0.1. Of course, the appropriate 

choice α(t) is proved; the LVQ relation has an optimal 

state as follows: 

 

 ∆mi(t+1) = 𝛿ci  fi(t)𝛼(t)[𝑥(𝑡) − mi(t)]                      (13) 

 

And in general we will have: 

 

mi(t+1) = mi(t) + 𝛿ci  fi(t)𝛼(t)[𝑥(𝑡) − mi(t)]             (14) 

 

And fi is equal to: 

 

  fi(t) = {
+1
−1

                                                               (15) 

 

The first case is when mi(t) and x(t) are in a class; 

this mode moves to x(t). The second state corresponds 

to states other than the former; this leads to the departure 

of x(t). 

 

10.  LEARNING VECTOR QUANTIZATION 

ALGORITHM AND COMPARING IT WITH 

SELF-ORGANIZING ALGORITHM 

In the learning vector quantization algorithm 1 we 

have: 

 

  mi(t+1) = mi(t) + 𝛿ci  fi(t)𝛼(t)[𝑥(𝑡) − mi(t)]           (16) 

 

And we have it organized: 

 

   mi(t+1) = mi(t) + hi(t)𝛼(t)[𝑥(𝑡) − mi(t)]               (17) 

 

      Both algorithms are proved by equating the 

neighborhood functions (δci.fi(t) in LVQ and hi(t) in 

SOM) that's mean δci.fi(t) = hi(t). 

 

11.  COMPARE THE LEARNING VECTOR 

QUANTIZATION ALGORITHM AND 

COMPARE IT WITH THE SELF-ORGANIZING 

ALGORITHM 

In the learning vector quantization algorithm 

compared to the self-organizing algorithm: 

1- We don't have a neighborhood structure. 

2- There is practically only one neuron moving and 

we do not interact with neighbors. 
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3. There is no specific connection between the 

neighbors. 

4- The order does not matter. 

 

12.  VECTOR LEARNING ALGORITHM 

QUANTIZATION OPTIMIZER 

  We have the learning vector quantization 

optimized: 

 

mi(t+1) = mi(t) + si(t)𝛼(t)[𝑥(𝑡) − m(t)]                     (18) 

 

 Where, si(t) is the product of δci.fi and the value of 

si(t) is: 

 

si(t) = {
+1           𝑖 = 𝑐 
−1          𝑖 = 𝑐
0       𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒

                                          (19) 

 

The first one is about correct classification and the 

second one is about incorrect classification. And by 

converting α(t) to αi(t) for each center an independent 

learning rate is generated and can change over time. 

It should be examined how α(t) changes to optimize the 

performance of the method. We call mi(t + 1) in mi and 

x: 

 

mi(t+1) = mi (t) + si (t). α(t)[x(t) − mi(t)] = [1 −

si (t). 𝛼i (t)]mi(t)   + si (t). αi (t)x(t)                         (20) 

 

Where, [1-si(t).α(t)] is the weight of x(t-1) in mi(t) 

and αi(t) is the weight of x(t). The weight x(t) = αi(t) and 

the weight x(t-1) = [1-si(t).αi(t)] αi(t-1). If we have: x(t) 

= x(t-1) We have the principle of induction: x(t) = x(t-1) 

= x(t-2) …… = x(tk) and we have equality by writing : 

αi (t) [1-si(t) .αi(t)] αi(t-1) Value     αi(t) = αi(t-1) / 1+ 

Si(t) αi (t-1), and 0 <αi(t) <1. 

We must be careful that αi(t) is not greater than 1 

because it causes system instability. Based on this 

equation, changes in αi are also calculated (learn more 

for negative αs. In references, αi(0) is usually selected 

from 0.3 to 0.5. 

Given the size αi(t) and since all samples have the 

same weight and impact, the value of αi(t) in different 

states is equal to: 

 

𝑠i(t) =

{
 
 

 
 

   0              →     αi(t) =     αi(t−1) 

  1             →   αi(t) =
    αi(t−1)

   1+ αi(t−1).

−1             →   αi(t) =
    αi(t−1)

   1− αi(t−1).

                  (21) 

 

In the first case, since Si is zero, the value of αi(t) is 

equal to αi(t-1). The latter reduces αi (because it does not 

have to converge rapidly and bias the samples) and 

increases the accuracy of the changes. 

In the third case, it increases the αi (because it is 

completely inaccurate and goes farther away) and 

increases the rate of change. 

 

13.  SIMULATION OF LEARNING VECTOR 

QUANTIZATION ALGORITHM 

 The simulation results of the learning vector 

quantization algorithm are presented in MATLAB 

software and the following figure shows the simulation 

results which prove that the simulation of the learning 

vector quantization method is twice faster than the self-

organizing method, but it is also very simple to prove 

mathematically why Unlike the self-organizing method 

in the learning vector quantization method, the updating 

operation is performed twice at the same time, which 

makes it twice as fast. 

 

 
Fig. 8. Simulation results of the learning vector 

quantization optimization algorithm. 

 

14.  CONCLUSION 

The neural network of the learning vector 

quantization can be understood as a special case of an 

artificial neural network, more precisely, a learning-

based approach - it takes everything. In this paper, we 

investigate this algorithm and find that it is a supervised 

version of the vector quantization algorithm, which 

should check which input belongs to which class (to 

update) and given the distance and class of the case. 

Comment, let's improve it. In the vector algorithm the 

learning vector is updated like the nearest vector class or 

the winner. This algorithm is shown to be faster than 

comparing the neural network of the learning vector 

quantization with the self-organized neural network. The 

simulation results also show the same problem and it is 

demonstrated that in MATLAB software the learning 

vector quantization simulator speed is more organized 

than the neural network itself. 
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