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Abstract

In Software Defined Network (SDN), the controller layer that is separated from the data layer is
responsible for all system functionalities. However, centralized solutions suffer from single-point-of-
failure and bottleneck problems. Several controllers are used to increase availability and performance
in large networks to solve the aforementioned problems. One of the main concerns is finding the
optimal number of controllers and their locations, which is known as an NP-hard problem. To do
this, in this paper, in addition to presenting an efficient algorithm based on Garter snake algorithm
(GSO), a new statistical analysis for determining the number of controllers is figured out

Keywords : Software Defined Network; heuristic algorithm; GSO; Multiple Linear Regression; Con-
troller Placement Problem.

—————————————————————————————————–

1 Introduction

I
n a software defined network (SDN) archi-

tecture, the control layer is separated from

the data layer for better network management

and planning considerations [1]. Consequently,

policies are implemented very quickly and ef-

fectively despite their inherent centralized na-

ture. However, having a controller in the net-

work will cause two problems: single-point-of-
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failure and bottleneck. Thus, several controllers

are inevitably used in large networks. By hav-

ing many controllers, these issues can be tack-

led. However, multiple controllers raises new con-

siderations such as the optimal number of con-

trollers and their placements [2] [4]. The switch-

controller propagation delay is just taken into

account in some studies in order to determine

the optimal number and location of the con-

trollers. Furthermore, controllers are presumed

to be without capacity and limitations. How-

ever, since delays between two controllers and

their capacities affect the performance of a net-

work, ignoring them may not lead to realistic re-

sults. Thus, this research concentrates mainly

on the switch-controller propagation delays, while

inter-controller delays are regarded as the pri-

mary limitations for controllers. Since this issue
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has been elaborated as NP-hard in 2012[3], meta-

heuristic algorithms are one of the most widely

used and suitable solutions to cope with this is-

sue. For example, in [5], GSOCPP was used to

solve the CPP problem. Simulation results show

that GSOCPP outperforms Firefly, K-Means++,

and PSO. The rest of the paper is organized as

follows: the related works are described in Sec-

tion 2. Sections 3 and 4 discuss the GSO and

GSOCPP algorithms, respectively. In section 5,

Multiple Linear Regression is described. Section

6 is dedicated to emphasize the proposed algo-

rithm. The experimental scenarios are presented

in section 7, and finally concluding remarks are

given in Section 8.

2 Related works

In some studies, inter-controller delays have

not been considered, while this kind of delay def-

initely affects the network performance. There-

fore, researchers have taken into account this

point recently [6]. On the other hand, al-

though most of the conducted researches indi-

cates that controller capacity is another signif-

icant factor in speeding up the packet delivery,

in some researches the capacity is considered un-

limited leading to inaccurate or not applicable in

all situations. In addition, network size is a vi-

tal factor in the problem. Due to the fact that

meta-heuristic algorithms are appropriate solu-

tions for large-scale networks in NP-Hard prob-

lems, we apply GSOCPP in the research. In [7] to

[17] the controllers have unlimited capacity and

inter-controller delays have not been considered.

All of these researches focus on WAN networks.

Clearly, among these studies, [7] to [10], [14], and

[15] have used some meta-heuristic algorithms to

overcome the CPP, while spectral clustering [17],

K-means clustering [16], K-media clustering [12],

and Genetic algorithm [13] have been used to de-

termine the controller’s location. Additionally,

[18] to [20] have ignored the inter-controller de-

lays and the capacity of the controllers in pres-

ence of small networks, among which [19] have

used BLP for CPP and [18] and [20] used cluster-

ing based idea. [21] to [27] considered controllers

with unlimited capacity in WAN networks. How-

ever, they considered the inter-controller delays.

To overcome the CPP, meta-heuristic algorithms

have been used in [22] [23] [26] and spectral clus-

tering [24] [25], K-means clustering and Density

clustering [27]. Likewise, [28] to [38] considered

both the capacity of the controllers and the inter-

controller latencies. Of course, [32] and [34] do

not focus on WANS, so [34] was used to program

Model Linear, and [32] miscellaneous was used

to find the controller. Since [36] [37] [33] [31] [29]

[35] [38] [28] researches have focused on large net-

works and all of them used meta-heuristic algo-

rithms, and in [30] K-means clustering was used

to overcome the large network. In [39] to [46]

the controllers have also been considered to ca-

pacity; However, inter-controller delays have been

ignored. Of course, the goal is not WANS in [45]

and [46]. In [45] clustering-based switch migra-

tion algorithm is proposed, and in [46] a mathe-

matical model is used by CPLEX for solving CPP.

This research is categorized as follows:

Fig. 1. classification of the related works in the

scope of CPP

3 GSO algorithm

The Garter snake algorithm, as the name im-

plies, is inspired by the behavior of a snake called

Garter. In this meta-heuristic algorithm, three

search agents (male, female, and she-male) are

considered and each behaves differently. This al-

gorithm formulation is as follows:

Nmale = Npop × (0.95 − rand(0, 1)) (3.1)

Nfemale = Nmale − Npop (3.2)

The population of Nmale is calculated by (3.1),

which is 95% of the total population or Npop.

The she-male element has been regarded as a ran-

dom number in the male population. There are
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three subgroups of snakes, M, F, and SM, that are

calculated in (3.2). The total snake population,

which has N components, includes the following:

F = {f1, f2, ..., fN} (3.3)

M = {m1,m2, ...,mN} (3.4)

SM = {sm1, sm2, ..., smN} (3.5)

Which in that:

S = F ∪M∪ SM

such that S = {s1, s2, ..., sN}
(3.6)

In this algorithm O(x) is objective function, so

that consider the following unconstrained:

min O(x), x1 ≤ x ≤ xu (3.7)

Weight and appearance affect the efficiency of

snakes communication in their biological repre-

sentation. For every individual, the quality of

the solution (wi), is determined as follows:

wi =
worsts − o(s) + ts
worsts − bests + ts

(3.8)

The function O(x) actually consists of original ob-

jective function minus a penalty function P(x).

O(x) = [H(x)] + P (x) (3.9)

If the function O(si) is the fitness value obtained

from the evaluation of the snake position si ac-

cording to the objective function O(x). The best

value (bests) and the worst value (worsts) are de-

fined as following:

bests = min((Sk))
k ∈ {1, 2, ..., N} (3.10)

worsts = max((Sk))
k ∈ {1, 2, ..., N} (3.11)

Also, ts=1/Ti indicates that Ti is the snake’s

temperature, i. In the snake population, male

snakes try to mate with female ones. They try

to choose female snakes who are the heaviest in

weight. Garter snakes also like heat, so they stick

together to generate heat.

Γ(t) = rand(0.1)wiexp(−tiλ
2
ij) (3.12)

Eq. 3.12 demonstrates the coefficient of the

she-male element in this algorithm. Where rand

(0.1) is a random number, because neither the

number of she-male nor happening again in next

generation is known. Also λ i,j is defined as the

Euclidean difference between a snake (i) and the

she-male (j) such that, , λ i,j =∥si−sj∥. Now let

discuss four possible situations.

1. Individual i is a female snake, hence wi ,ti
and λ are small. In this condition Γj(t) has

no movement, because this individual snake

is in the optimal position.

Γ(t) = rand(0, 1)wmin. tminexp(−λ2
i,)

(3.13)

2. Individual i is male and ti , λi and w are big.

The calculation of Γj(t) is as follows:

Γ(t) = rand(0.1)wmax.tmaxexp(−λ2
i,)

(3.14)

3. Individual i is male and wi is small and ti and

λ are big. In this condition Γ(t) is obtained

by the formula:

Γ(t) = rand(0.1)wmin.tmaxexp(−λ2
i,)

(3.15)

4. Individual i is male and wi is big, however ti
and λ are small. In this case Γ(t) is given by

the formula:

Γ(t) = rand(0.1)wmax.tminexp(−λ2
i,j)

(3.16)

The first step of this algorithm implementation is

completely random, and it will be as follows:

f0
i,j = xlj + (0, 1) . (xuj − xlj)

i = 1, 2, ..., Nf ; j = 1, 2, ..., n
(3.17)

m0
k,j = xlj + rand(0, 1) . (xuj − xlj)

k=1,2,...,Nm; j=1,2,...,n
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sh0z,j = xlj + (0, 1) . (xuj − xlj)

z=1,2,...,Nsh; j=1,2,...,n

Initial number of the population of female,

male, and she-male are obtained respectively.

In the next step, α produce a random number

between 0 and 1, and the algorithm will be

executed as follows [4]:

fk+1
i = fk

i + αΓi(s− fk
i )+(0,1)

mk+1
i = mk

i + αΓi
mk

i +wi

wi
+rand(0,1)

shk+1
i = shki + rand(0, 1) (3.18)

4 GSOCPP algorithm

In [5], the proposed algorithm for CPP is mod-

elled based on GSO algorithm. In this research

switchcontroller propagation delays and inter-

controller delays are considered to achieve the

sub-optimal number of controllers as well as their

locations based on the haversine distance [51].

The fitness value is the summed up of the delays

for each controller is calculated as following:

wi =
worsts − πtotal−delay

si + normsi

worsts − bests + normsi

(4.19)

In this research, assume Ti is the temperature

of snake i and tsi= 1/Ti, The variable Ti, also

the temperature of controller i, is calculated as

the flow-setup time using Eq. 4.20 in [51]. This

value depends on the number of switches, which

is managed by the controller (|cis|), the processing
rate value of the controller (µc), and the total rate

of switches request rates (λ):

Ti =
|cis|+1

2(µc − λ|cis|),
µc > λC i

s (4.20)

According to Eq. 4.20, the controller tem-

perature is related to the number of the

switches and the controllers processing rates.

Furthermore,norm, the normalized version of the

inverse temperature for snake i, is the numerical

value that represents the weight of controllers as

shown in (4.21). The calculation of normsi is as

follows:

normsi =
tsi −min(tsi)

max(tsi)−min(tsi)
(4.21)

Male snakes attempt to find the best partner

which is usually the heaviest weight female snake

in the mating operator. These properties can be

summarized by 22:

Γi(t) = witiexp(−λ2
ij) (4.22)

Where λij is the Euclidean distance between

the temperature of the individual snake i and

she-male snake j; that is to calculate, λi,j =

∥Ssnakei − Ssnakej∥.
In this paper when a controller is qualified, it

means that the controller is in an appropriate po-

sition, and it doesnt need to move to the next

step:

1. If the snake (controller) i is a female and its

ti, wi and λ are small, then this individual

has already the best position in the network.

2. If the snake (controller) i is a male and its ti,

wi and λ are large, then this individual also

has the best position in the network.

3. If the snake (controller) i is a male and its ti
and λ are large and wi is small, it has a low

propagation delay with few switches included

in the subset of its cluster.

4. If the snake (controller) i is a male, ti and

λ are small and wi is large, then this indi-

vidual cannot participate in the mating ball.

Subsequently, these controllers are removed

from the set of Garter snakes (available con-

trollers), and are replaced by a new male

snake (controller).

In the next step, depending on the gender

of the snake, the controllers (snakes) are used

to move the controller to an adjacent position

according as follows:

fk+1
i =


fk
i

rand(S − F ), otherwise
(4.23)
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mk+1
i =

{
mk

j , rand(v)|v is neighbor of mk
i

rand(v)|v ̸∈ SM and v ̸∈ S

shk+1
i = rand(v|v ̸∈ SM)

If a female snake (controller) has properties

according to 1, it means its position is a suitable

location. Otherwise, other female snakes ran-

domly select the rest of network nodes. If a male

snake (controller) has properties according to

one of the conditions 2 or 3, also remain in their

previous location. The male snake (controller)

that is according to condition 4 is removed and

then a node of the other nodes is randomly

selected. The rest of n-set controllers that are

not contained in these sections just move into

one of neighboring nodes in the next step.

5 Multiple Linear Regression

Multiple Linear Regression (MLR) is a sample

of supervised machine learning techniques that

can predict dependent variable using independent

variables. In reality, MLR computed linear re-

lationship between dependent and independent

variables. In [47] to [49] MLR is considered as

one the estimation techniques.

MLR is defined by the following formula:

Y = β0 + β1X1 + β2X2 + ...+ βnXn + ε (5.24)

X1, X2, , Xn are regressions. β0 is an intercept

parameter and β1, β2, ...,βn are regression coeffi-

cients, and ε is the error component. Regression

may be used to determine the effect of an inde-

pendent parameter on the dependent parameter,

or to predict the effect of an independent param-

eter on the dependent parameter. [47]

The main assumptions of MLR algorithms are as

follows:

1. Independent coefficients have no relation-

ships with each other.

2. The result variable must have a linear rela-

tionship with any predictor variables.

3. Observations should be randomly selected,

however they have to selected independently.

4. The residual distribution should be

normal.[50]

6 MGSOCPP: Proposed algo-
rithm

Since CPP is more investigated in large scale

SDNs, meta-heuristic algorithms are one of the

suitable solutions to solve CPP as an NP-hard

problem. GSO was used for solving CPP in [5]

that outperforms firefly and PSO algorithms.

Hence, in the research, initially this algorithm is

improved and then, a statistical analysis called

MGSOCPP (Modify-GSOCPP) is recommended

for specifying the number of controllers using

MLR. In the following section the objective

function is presented and then in section 7 the

MGSOCPP algorithm is proposed.

Objective function

In the research, the objective function and

problem constraints are defined as follows:

1. To consider the capacity of the controller

2. To consider the number of controller ports

µc ≥
∑
v∈Cs

λCs (6.25)

{ci ̸= cjand cis ∩ cjs = ∅ | ci, cj ∈ C} (6.26)

cjport ≥
∑
v∈Cs

|Cj
s | (6.27)

First this location is due to the delay between

the controller to the switch, πaveC2S and the con-

troller to the controller πaveC2C , then we consider

the delay factor to be the sum of these two de-

lays (πtotal
delay = πaveC2S+πaveC2C).The average are

calculated as follows:

πaveC2S =
a

n

∑
c∈V

min
c∈C

d(v, c) (6.28)

πavgC2C =
b(
nc

2

) ∑
ci,cj∈S′

spc (6.29)
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7 MGSOCPP

Subsequently to what was discussed about

GSO algorithm in section 3, Garter Snakes are

categorized into three types of Male, Female and

She-Male randomly. In addition, the same as

those controllers are chosen out of three types

randomly. Since controllers are only different in

terms of capacity and number of ports, gender

distinction is not a logical approach; Despite the

fact that female and male snakes compare their

situation in relation to She-male gender, consid-

ering a controller randomly as she-male will not

present a practical algorithm. Hence, MGSOCPP

algorithm expects the following changes:

1. Female Garter snakes do not exist and Male

and She-Male snakes are only available.

2. She-male snake is not chosen randomly; in

change, The Garter snake with the highest

temperature is considered as a She-male.

In order to have a match toward MGSOCPP,

some changes are needed in terms of mating in the

main research; to assert the qualified controller as

having the proper position. Therefore, there is no

need to transform the controller in later steps:

1. If t , w and λ are maximum in i-operator,

then the operator is in a proper position.

2. If w is minimum and t and λ are maximum

in i-operator, then the operator is in a proper

position. Because the controller with less

weight(less processing rate) was able to han-

dle more switches.

3. If t and λ are minimum and w is maximum

in i-operator, then the operator is not in a

proper position. Because the controller with

more weight (more processing rate) was able

to handle less switches. Therefore, the ex-

pected controller (Snake) could not partici-

pate in mating and will be removed and sub-

stituted in the following steps.

Next, based on the value achieved in the pro-

cess of mating, controllers are expected to have

variable movements in the network similar to Eq.

7.30:

snakek+1
i =



snakeki

rand(v)|v is neighbor of
snakeki and v ̸∈ S

rand(v)|v ̸∈ S,
(7.30)

The controllers which are in first and second

situation, remain unchanged. Controllers that

are in the third situation are removed and are

randomly placed in a node throughout the net-

work. The remaining controllers from set N are

not included in these categories and they will be

only moved toward one of its neighbors. There-

fore, they have the possibility to achieve better

results.

Finally, it is noted, the controller with maximum

temperature will be considered as She-male snake

in the proposed algorithm.

In the proposed algorithm, Temperature, Com-

putation and Fitness Assignment are defined ac-

cording to [5] and the other modules are demon-

strated with the Algorithm 1 to 4.
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Finally, delays of switchcontroller propagation

and inter-controller are introduced as explanatory

variables, and number of controllers is regarded

as a dependent variable in SPSS.

Table 1: network specifications

Aarnet Topology

Number of controllers Process rate Number of ports

3 733 8

4 575 6

5 480 5

6 416 5

7 371 4

8 337.5 4

9 311 4

10 290 3

DFN Topology

Number of
controllers

Process rate Number of ports

3 1800 18

4 1375 13

5 1120 11

6 950 9

7 829 8

8 738 7

9 670 6

10 610 5

Colt Topology

Number of
controllers

Process rate Number of ports

3 5200 52

4 3925 39

5 3160 31

6 2650 26

7 2285 22

8 2012 20

9 1800 18

10 1630 16

Cogent Topology

Number of
controllers

Process rate Number of ports

10 1960 20

15 1340 14

20 1030 11
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8 Performance Evaluation

This section describes the conditions of the
conducted experiment. The hardware and soft-
ware that were used for the algorithms are as
listed:
[Intel Core i7 CPU - 32GB RAM Ubuntu 19.04-64bit
OS]
During the execution of the proposed algorithm, vari-
ables in Eqs. 6.27 and 6.28 are the same as each other
and both values are considered as 1. MGSOCPP was
ran for 100 times using the parallel processor.
Datasets of Internet Topology Zoo (ITZ) were used for
these evaluations; Aarnet Network Topology in a small
scale, DFN in a medium scale, Colt in a large scale,
and Cognet in a very large scale are used throughout
the experiments. These networks specifications are
given in Table 1. Also, their features are illustrated in
Table 2.

Table 2: features of topologies

Network
name

Geographical
area

Network
location

Nodes
number

Links
number

Aarnet state Australia 19 24

DFN state Germany 63 89

Colt continental Western Europe 153 191

Cogent intercontinental Europethe USA 197 245

In addition, Python programming language was
used for simulations. Then, the results are exported
to SPSS software to present a statistical analysis
using Multiple Linear Regression. In the right side
of the chart is GSO and the left side is dedicated
to MGSO. From the charts, since in the proposed
idea, female-type snakes are ignored and She-Male is
specified using aforementioned criterion, computation
time of MGSOCPP will go up with the increase of
number of controllers.

The number of controllers in this research is set
to 3 to 10 in Aarnet topology with the same process-
ing rate. In GSOCPP, as it is shown in the Fig. 2,
when the number of controllers changes from 9 to
10, a unexpectedly increase in computation time is
observed. This behavior may be occurred at any time
during simulations. In contrast, using MGSOCPP
leads to smooth behavior of computation time.

Fig. 2- computation time of GSOCPP versus
MGSOCPP on Aarnet topology

Fig.3- Computation time of GSOCPP versus
MGSOCPP on DFN topology

Similarly, in DFN topology, the number of con-
trollers is set to 3 to 10. This topology is in Germany,
and the number of nodes is 63. In contrary to
MGSOCPP, in GSOCPP implementation, when the
number of controllers are varies from 3 to 5 and 8 to
10, computation time is not reasonable.

In Cogent topology, the number of controllers is
set to 10, 15, and 20. Cogent is an intercontinen-
tal topology with 197 nodes. Since the ratio of the
number of nodes to the number of controllers is large,
the achieved results of GSOCPP is the same as MG-
SOCPP.
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Fig.4- computation time of GSOCPP versus
MGSOCPP on Cogent topology

Fig.5- computation time of GSOCPP versus
MGSOCPP on Colt topology

The number of controllers is set to 3 to 10, and 15
in Colt topology. As it is shown in the Fig. 5, when
the number of controllers has changed from 6 to 10,
an irrational trend is shown. In MGSOCPP, ignoring
the female gender and choosing the best snake as the
she-male snake leads to predictable computation time
as it is expected.
Finally, in the research, MGSOCPP is used for de-
termining the number of required controllers in CPP.
Here, the switchcontroller propagation delay and
inter-controller delay are given as input parameters,
and the number of controllers as an output variable in
SPSS.
Delays of switchcontroller propagation and inter-
controller are considered as C2C and C2S. As it is
illustrated in Fig. 6, Correlation and Determination
coefficients are R=0.969 and RSquare=0.940 respec-
tively. Also, Adjusted R Square is equal to 0.916 and
because of that, regression model is preferable. Ow-
ing it to the fact that the closer the values are to 1,

the more connection there is between dependent and
independent values.

Fig.6- Regression

Now according to coefficients table, we can find a
linear relation between the number of controllers C2C
and C2S.

Fig.7- Coeffician

According to these coefficients, the following regres-
sion model can be displayed.

Controller number =

10.861− 0.022 ∗ C2C − 0.085 ∗ C2S
(8.31)

In this research, we consider C2C and C2S as effective
operators for finding the number of controllers.

9 Conclusion and Future Works

In large scale Software Defined Networks, several
controllers have been deployed improving efficiency
and better managing the network traffic. The sub-
optimal number of controllers as well as their suit-
able positions are considered as an NP hard problem,
which is one of outstanding challenges in SDN archi-
tecture. Heuristic algorithms have registered by many
researchers as a de facto solution in the mentioned
area. In current scientific studies, compared to firefly
and GSO, the GSOCPP algorithm has proved supe-
rior performance. Therefore, in this fact-finding we
first improved the GSO algorithm through ignoring
gender factor. The results on the four topologies Aar-
net, DFN, Cogent and Colt show that the proposed
MGSOCPP algorithm outperforms GSO in terms of
computation time. In the end, a statistical analysis is
performed with the purpose of determining the sub-
optimal required number of controllers. In that re-
gard, we carried out this assessment by taking the ad-
vantage of Multi Linear Regression to comprehend the
delays between switch-controller and inter-controller.
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