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Abstract

In this paper, a constructive proof is presented to study the existence and uniqueness of the solutions
to the following singular problem

y′′(x) + ny′(x) +
m

x
y′(x) = f(x, y(x)),

0 < x ≤ 1,

with the boundary conditions

y′(0) = 0, Ay(1) +By′(1) = C.

It is assumed, in general, f (x, y(x)) be non-singular with respect to the independent variable x but
it is allowed to be singular with respect to y. We apply the Picard iterative sequence by constructing
integral equation whose Green’s function is not negative. The convergence of this iterative sequence is
then controlled by an embedded parameter. The fastest convergence occurs for an optimal embedded
parameter which maximizes a special function. This optimization problem brings a sequence with
high rate of the convergence to the unique solution in the finite region where ∂f

∂y has to be positive.
Some illustrative examples are given to confirm the validity and reliability of this constructive theory.
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1 Introduction

C
onsider the two-point boundary value prob-

lems of the type

y′′(x) + ny′(x) +
m

x
y′(x) = f(x, y(x)),

0 < x ≤ 1, m > 0, n ∈ R, (1.1)

y′(0) = 0, Ay(1) +By′(1) = C, (1.2)
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which is more general than that considered by

W.F. Ford, J. A. Pennline [9] due to the term

ny′(x) in where n ∈ R. This BVP arises in biol-

ogy and some diseases such as the study of various

tumor growth problems. In boundary conditions

(1.2), we have, in fact, A ̸= 0, A and B have the

same sign and C ∈ R, but it is supposed, without
loss of generality, A > 0 and B,C ≥ 0 (if C < 0

then we can apply y → −y). It is supposed that

f (x, y(x)) be non-singular with respect to the in-

dependent variable x ∈ [0, 1] but it can be singu-

lar with respect to y.

We say y(x) is the solution of the BVP (1.1)-

(1.2) provided that three following conditions

hold [9]

I. y(x) ∈ C1[0, 1] ∩ C2(0, 1].

II. y(x) satisfies the boundary conditions (1.2).

III. For all x ∈ [0, 1], (x, y(x)) belongs to a do-

main of f (x, y(x)) i.e. a subset of [0, 1] ×
(−∞,∞) where f is continuous in (x, y), and

(1.1) is satisfied.

The nonlinear two-point boundary value prob-

lem (1.1)-(1.2) in some specific forms have re-

ceived much attention in the past. In the well-

known monograph by Keller [13], in the case

m = n = 0, it was given some results by consid-

ering very strict assumptions. In fact, these as-

sumptions, which were based on subtracting k2y

from both sides of (1.1), are the continuity, being

non-negative and boundedness of ∂f
∂y , and more

k2 was restricted to be greater than or equal to

the bound on ∂f
∂y .

Later, an application of the method of succes-

sive approximations for obtaining the solution of

a nonlinear integral equation arising from a two-

point boundary value problem (1.1)-(1.2), in the

case m = n = 0 with specific boundary condi-

tions, was illustrated in [15]. Then, J.A. Pennline

[16] presented some constructive existence and

uniqueness theorems for the problem (1.1)-(1.2)

when m = n = 0. Furthermore, in the case

of m = 0 and n replaced by a function of in-

dependent variable having a continuous deriva-

tive, J.A. Pennline [17] again established some

constructive existence and uniqueness theorems.

In these works, the assumptions are made to be

restricted, i.e. previous assumption on ∂f
∂y was

restricted within a finite region 0 ≤ y ≤ M or

|y|≤M , and further, the value for k2 was smaller

than before i.e. equal to half the bound on ∂f
∂y .

On the other hand, the boundary value prob-

lems (1.1)-(1.2) involving the governing ordinary

differential equation of (1.1) or slight generaliza-

tions of it, in the case of n = 0, have been in-

vestigated by Gatica et al. [10], Fink et al. [8],

Baxley [3], Baxley and Gersdorff [4], Wang and

Li[19], Tinio [18], Wang [20], [7], Agarwal and

O’Regan [1] and also the authors of [11, 21]. In

these works, the fixed point theory or approxima-

tion theory was prevalently used and their stud-

ies included assumptions that restrict f(x, y) to

be of one sign and usually continuous for y ≥ 0.

Later, in Refs [2, 12, 14], authors started to allow

sign-changing nonlinearities but still they have re-

quired f(x, y) to be continuous for y ≥ 0. We no-

tice that it has been assumed, in all these works,

n = 0 and some particular types of boundary con-

ditions (1.2) or some specific forms of governing

differential equation (1.1).

Very recent investigation that is very close to

the boundary value problem (1.1)-(1.2) has been

studied by W.F. Ford and J.A. Pennline [9]. They

have considered the nonlinear two-point bound-

ary value problem (1.1)-(1.2), in the case of n =

0, and shown some constructive existence and

uniqueness theorems with these assumptions that

f (x, y(x)) be non-singular with respect to the in-

dependent variable x (but it can be singular with

respect to y) and ∂f
∂y be continuous in some closed

finite regions.

The aim of the present work is to provide some

constructive existence and uniqueness theorems

for the problem (1.1)-(1.2) as the same as those

provided by W.F. Ford and J.A. Pennline in [9]

by the same assumptions considered by them,

i.e. f (x, y(x)) not only be allowed sign-changing

but also it can be singular with respect to y.

The same as their work, the only restriction for

f (x, y(x)) is to be non-singular with respect to

the independent variable x. Finally, our main re-

quirement is that ∂f
∂y be continuous in some closed

region D : [0, 1] × [yL(x), yU (x)], and our pur-
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pose is to search that region and prove that a

unique solution to the boundary value problem

(1.1)-(1.2) exists within it.

2 Constructing integral equa-
tion

We subtract k2y from both sides of Eq. (1.1) so

that the differential equation is converted to

y′′(x) + ny′(x) +
m

x
y′(x)− k2y(x)

= f(x, y(x))− k2y(x). (2.3)

Let us, now, consider the homogeneous type of

the above equation, i.e.

ω′′(x) + nω′(x) +
m

x
ω′(x)− k2ω(x) = 0,

m > 0, n ∈ R, (2.4)

with two homogeneous conditions

ω′(0) = 0, Aω(1) +Bω′(1) = 0. (2.5)

Suppose that um(x) and vm(x) are given as follow

um(x) =

e
1
2
x(−

√
4k2+n2−n)Lm−1

α

(
x
√

4k2 + n2
)
,

α = −
m
(√

4k2 + n2 + n
)

2
√
4k2 + n2

, (2.6)

vm(x) =

e
1
2
x(−

√
4k2+n2−n)U

(
β,m,

√
4k2 + n2x

)
,

β =
m
(
n+

√
4k2 + n2

)
2
√
4k2 + n2

, (2.7)

where, Lm−1
α is generalized Laguerre polynomial

which is related to hydrogen atom wave functions

in quantum mechanics, further, U(a, b, z) is the

Hypergeometric function which is a second lin-

early independent solution to Kummer’s equation

and defined by

U(a, b, z) =
1

Γ(a)

∫ ∞

0
ta−1(t+ 1)b−a−1e−tzdt.

(2.8)

Now, we define

u(x) = um(x), (2.9)

v(x) = vm(x)− Sum(x),

S =
Avm(1) +Bv′m(1)

Aum(1) +Bu′m(1)
. (2.10)

It can be easily seen that u(x) and v(x) are the

solutions of Eq. (2.4) so that they hold u′(0) =

u′m(0) = 0 and Av(1) + Bv′(1) = 0, respectively.

We will give some properties of these functions in

the next section.

Assume that φ(x) satisfies

φ′′(x) + nφ′(x) +
m

x
φ′(x)− k2φ(x) = 0,

(2.11)

φ′(0) = 0, Aφ(1) +Bφ′(1) = C. (2.12)

In fact, φ(x) can be expressed in terms of u(x),

as follows:

φ(x) =
Cu(x)

Au(1) +Bu′(1)
. (2.13)

Now, consider the differential equation (2.3) with

homogeneous boundary conditions

y′(0) = 0, Ay(1) +By′(1) = 0, (2.14)

then, for k2 ̸= 0, Eq. (2.3) can be converted to

an equivalent integral equation by means of the

Green’s function appropriate to the operator on

the left-hand side, as follows:

y(x) = φ(x) +

∫ 1

0
G(x, t)[k2y(t)− f(t, y(t))]dt,

(2.15)

where, G(x, t) satisfies

Gxx + nGx +
m

x
Gx − k2G = −δ(x− t),

(2.16)

Gx(0, t) = 0, AG(1, t) +BGx(1, t) = 0,

(2.17)

in where δ(x) is the Dirac delta function. It can

be easily discovered from the elementary theory

of differential equations that G(x, t) may be ex-

pressed as

G(x, t) =
1

W (t)

{
u(x)v(t), x ≤ t
v(x)u(t), x ≥ t,

(2.18)
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where u(x) and v(x) are given by Eqs. (2.9)-

(2.10) and the Wronskian W (t) is defined by

W (t) ≡ v(t)u′(t)− u(t)v′(t)

= vm(t)u′m(t)− um(t)v′m(t)

=
1

2
e−t(

√
4k2+n2+n) × (2.19)



m
(√

4k2 + n2 + n
)
×

U
(

nm
2
√
4k2+n2

+ m
2 + 1,m+ 1,

√
4k2 + n2t

)
×Lm−1

1
2
m

(
− n√

4k2+n2
−1

) (t√4k2 + n2
)

−2
√
4k2 + n2×

U
(
1
2m
(

n√
4k2+n2

+ 1
)
,m,

√
4k2 + n2t

)
×Lm

− mn

2
√

4k2+n2
−m

2
−1

(
t
√
4k2 + n2

)


=W (1)en−ntt−m, (2.20)

in where, obviously, W (1) is in terms of n,m, k.

In this section, we present some properties of the

Green’s function as theorems which are extremely

important to our analyzing on (1.1)-(1.2).

Lemma 2.1. Taking into account A > 0, B ≥
0, m > 0 and n ∈ R, the functions u(x) and

v(x), given by (2.9)-(2.10), satisfy the following

properties

• The function v(x) is a positive decreasing

function of x ∈ [0, 1] and unbounded at the

origin.

• Assuming m, n and k are so that W (1)

is positive, then u(x) is positive increasing

function of x ∈ [0, 1].

• Assuming m, n and k are so that W (1)

is negative, then u(x) is negative decreasing

function of x ∈ [0, 1].

Proof. It is straightforward from the defi-

nitions (2.9)-(2.10) and WronskianW (t) at t = 1.

Theorem 2.1. The Green’s function G(x, t) is

always non-negative, i.e.

∀k2,m > 0, ∀n ∈ R, ∀x, t ∈ [0, 1] : G(x, t) ≥ 0.

(2.21)

Proof. Please see the detailed proof in Refs.

[6, 5].

Theorem 2.2. The Green’s function G(x, t) is

bounded in such a way that, i.e.

∀k2,m > 0, ∀n ∈ R,

∀x ∈ [0, 1] : k2
∫ 1

0
G(x, t)dt ≤ µ(k) < 1.

(2.22)

Proof. Suppose that ω(x) satisfies the differen-

tial equation (2.4), then it is easily seen that

d

dt

[
tmentω′(t)

]
=

tm−1ent
(
mω′(t) + ntω′(t) + tω′′(t)

)
=

tm−1ent
(
k2tω(t)

)
= k2tmentω(t), (2.23)

hence

d

dt

[
tmentω′(t)

W (1)en

]
=
k2tmentω(t)

W (1)en
, (2.24)

therefore
d

dt

[
ω′(t)

W (t)

]
=
k2ω(t)

W (t)
. (2.25)

Now, with the help of this latest equation, we

obviously have

k2
∫ 1

0
G(x, t)dt = 1 +

u(x)v′(1)

W (1)
. (2.26)

Lemma 2.1 confirms that v′(1) < 0 and u(x)
W (1) ≥ 0

then u(x)v′(1)
W (1) < 0. On the other hands, The-

orem 2.1 reveals
∫ 1
0 G(x, t)dt ≥ 0, therefore we

conclude that

0 ≤ µ(k) = 1 +
u(x)v′(1)

W (1)
< 1, (2.27)

and the proof is complete.
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3 The region of existence and
uniqueness

Consider a standard Picard sequence iteration as

below which is based on Eq. (2.15)

yn+1(x) = φ(x) +∫ 1

0
G(x, t)[k2yn(t)− f(t, yn(t))]dt,

n = 0, 1, 2, ... (3.28)

or equivalently in the operator form

yn+1 = φ(x)+T [k2yn−fn], n = 0, 1, 2, ... (3.29)

where, yn = yn(x), fn = f(x, yn(x)) and the op-

erator T : C[0, 1] → C[0, 1] is defined as

T [z(x)] =

∫ 1

0
G(x, t)z(t)dt, x ∈ [0, 1]. (3.30)

Now, we show that (3.28) can converge uniformly

in a finite region such as D : [0, 1]× [yL(x), yU (x)]

so that it presents unique solution to the bound-

ary value problem (1.1)-(1.2) within it.

Theorem 3.1. Consider the boundary value

problem (1.1)-(1.2) and suppose the following

conditions hold:

(a) ∂f
∂y be continuous in D : [0, 1]× [yL(x), yU (x)]

and satisfies 0 ≤ ∂f
∂y ≤ ND within it.

(b) y0(x) = 1
2 [yL(x) + yU (x)] and yL(x) ≤

yn(x) ≤ yU (x), n = 1, 2, 3, · · ·.

(c) The value of k2 satisfies k2 ≥ ND
2 .

Then the Picard sequence iteration (3.29) con-

verges uniformly to a y(x) as unique solution of

the boundary value problem (1.1)-(1.2) in D.

Proof. Define

∆yn(x) = yn(x)− yn−1(x), (3.31)

∆fn(x) = f(x, yn(x))− f(x, yn−1(x)),

(3.32)

for n = 1, 2, 3, · · ·, then by subtracting two suc-

cessive iterations, we obtain

∆yn+1 = T [k2∆yn −∆fn], n = 1, 2, 3, · · · .
(3.33)

Applying the mean value theorem to ∆fn, results

in

∆yn+1 = T [(k2 − ψn)∆yn], n = 1, 2, 3, · · · .
(3.34)

where,

ψn(x) =
∂f

∂y
[x, yn(x)− θ(x)∆yn(x)] , 0 ≤ θ(x) ≤ 1.

(3.35)

Remembering k2 ≥ ND
2 and 0 ≤ ∂f

∂y ≤ ND within

D, we conclude −ND
2 ≤ k2 − ψn ≤ k2 and then

0 ≤ |k2−ψn|≤ k2. Therefore, Eq. (3.34) leads to

|∆yn+1(x)|≤ k2
∫ 1

0
G(x, t)|∆yn(t)|dt

≤ k2∥∆yn∥
∫ 1

0
G(x, t)dt, (3.36)

where

∥y∥= max
0≤x≤1

|y(x)|. (3.37)

Now, application of Theorem 2.2 yields

∥∆yn+1∥≤ µ(k)∥∆yn∥, (3.38)

in the other words,

∥∆yn+1∥≤ [µ(k)]n ∥∆y1∥, µ(k) < 1. (3.39)

Now, we have proved {yn(x)} is a Cauchy se-

quence with the norm defined by (3.37) then

yn(x) converges uniformly to a function y(x) that

satisfies the integral equation (2.15) or equiva-

lently the boundary value problem (1.1)-(1.2).

We prove uniqueness of the solution by contra-

diction, suppose y1(x) and y2(x) are two solutions

to (1.1). Then, they easily satisfy (2.15). Now,

choosing k2 ≥ ND
2 and using the exactly previous

analysis that leads to (3.38), we obtain

∥y1 − y2∥≤ µ(k)∥y1 − y2∥, (3.40)

that is contradiction because µ(k) < 1, this com-

pletes the proof.

Remark 3.1. If we see the Theorem 3.1, then

we realize that rate of the convergence of Picard

sequence iteration process depends on µ(k) which

has been defined in Theorem 2.2, the smaller µ(k)

the faster convergence. Therefore, we need to find
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the optimal value for µ(k) in order to make con-

vergence fast. This is done by finding maximum

value of |u(x)| because we know by definition

µ(k) = 1 +
u(x)v′(1)

W (1)
,

u(x) andW (1) have the same sign and more v′(1)

is negative. Furthermore, to maximize |u(x)| de-
pends on k2 and on the other hand it should be

hold k2 ≥ ND
2 from Theorem 3.1. We conclude

that the optimal value µ(k)∗ occurs for a special

value k2∗ which satisfies k2∗ ≥ ND
2 too.

Our next step is to locate the regions where

unique solutions of (1.1)-(1.2) exist. To this end,

we suppose the boundary functions yL(x) and

yU (x) are solutions to

y′′L(x) + ny′L(x) +
m

x
y′L(x) = FU (x),

(3.41)

y′L(0) = 0, AyL(1) +By′L(1) = CL,

CL ≤ C, (3.42)

and

y′′U (x) + ny′U (x) +
m

x
y′U (x) = FL(x),

(3.43)

y′U (0) = 0, AyU (1) +By′U (1) = CU ,

CU ≥ C, (3.44)

in which FL(x) and FU (x) are given continuous

functions. Obviously, these solutions satisfy also

the integral equation (2.15), i.e.

yL(x) = φL(x) + T [k2yL(x)− FU (x)],

(3.45)

yU (x) = φU (x) + T [k2yU (x)− FL(x)],

(3.46)

where φL(x) and φU (x) are in terms of φ(x), in

the forms

φL(x) =
CL

C
φ(x), φU (x) =

CU

C
φ(x). (3.47)

A very special situation is when FL(x) and FU (x)

are polynomials of degree one, where we can ob-

tain easily yL(x) and yU (x) then find the aim fi-

nite region D.

Example 3.1. Assume FL(x) and FU (x) are

zeros, then the solutions of (3.41)-(3.42) and

(3.43)-(3.44) are found as follows:

yL(x) =
CL

A
, yU (x) =

CU

A
. (3.48)

Example 3.2. Assume FL(x) and FU (x) are

polynomials of degree one, say α(1+m+nx), then

the solutions of (3.41)-(3.42) and (3.43)-(3.44)

are found as follows:

yL(x) =
α

2
x2 +

2CL − α(A+ 2B)

2A
,

yU (x) =
α

2
x2 +

2CU − α(A+ 2B)

2A
. (3.49)

The following Lemma helps us to provide some

theorems in order to set finite regions D where

there exists unique solution within them which is

the main results of the present paper.

Lemma 3.1. Suppose a function H(x) continu-

ous on [0, 1] satisfies the inequality

H(x) ≤ T [k2H(x)], x ∈ [0, 1], k2 > 0, (3.50)

then H(x) is not positive on [0, 1].

Proof. Suppose that the greatest value of H(x)

occurs at x = x∗. Now, from Theorems 2.1 and

2.2, we have the following inequalities

H(x) ≤ T [k2H(x)] ≤ H(x∗)T [k2] ≤
H(x∗)µ(k), 0 < µ(k) < 1, x ∈ [0, 1].

(3.51)

Therefore, setting x = x∗ yieldsH(x∗)[1−µ(k)] ≤
0 and then H(x∗) ≤ 0 hence, it should be held

H(x) ≤ 0 for all x ∈ [0, 1].

Theorem 3.2. Consider a region Q as some

subset of the region [0, 1]×(−∞,∞) within which

Eq. (1.1) is well-defined. Suppose there exist

continuous functions FL(x) and FU (x) satisfying

FL(x) ≤ f(x, y) ≤ FU (x) for all (x, y) ∈ Q and

let the solutions to (3.41)-(3.42) and (3.43)-(3.44)

define a region D : [0, 1]×[yL(x), yU (x)]. If D lies

entirely outside of Q then no solution of (1.1)-

(1.2) can lie entirely in Q. If Q contains D then
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every possible solution yp(x) of (1.1)-(1.2) that

lies entirely in Q must lie entirely in D, and if in

addition ∂f
∂y is continuous and ∂f

∂y > 0 throughout

D, then a unique solution of (1.1)-(1.2) exists in

D. It is given by the limit of the sequence (3.29)

for k2 ≥ ND
2 , where ND is the maximum value of

∂f
∂y in D and y0(x) =

1
2 [yL(x) + yU (x)].

Proof. The proof is based on Lemma 3.1 and

Theorem 3.1. The procedure is the same as the

proof of Theorem (5.1) in Ref. [9].

Theorem 3.3. Consider a region Q as some

subset of the region [0, 1]×(−∞,∞) within which
∂f
∂y is continuous and ∂f

∂y > 0. Suppose FL(x)

and FU (x) be continuous functions such that the

solutions to (3.41)-(3.42) and (3.43)-(3.44) de-

fine a region D : [0, 1] × [yL(x), yU (x)] which

is contained in Q. If FL(x) ≤ f(x, yU (x)) and

f(x, yL(x)) ≤ FU (x) for all x ∈ [0, 1] and ND is

the maximum quantity of ∂f
∂y in D, then a unique

solution of (1.1)-(1.2) exists in D, and it is given

by the limit sequence of (3.29) for k2 ≥ ND where

y0(x) =
1
2 [yL(x) + yU (x)].

Proof. Remember the Picard iteration se-

quence for yn+1 as

yn+1 = φ(x) + T [k2yn − fn]. (3.52)

Also, from (3.46) we have

yU (x) = φU (x) + T [k2yU (x)− FL(x)] (3.53)

Then

yU (x)− yn+1(x) ≥
T
[
k2yU − FL − (k2yn − fn)

]
, (3.54)

because φ(x) ≤ φU (x) for all x ∈ [0, 1]. From the

assumptions of the theorem we have 0 ≤ ∂f
∂y ≤

ND for all (x, y) ∈ D. Suppose k2 ≥ ND then

k2y − f(x, y) is an increasing function of y for

all (x, y) ∈ D. Therefore, if yn(x) ≤ yU (x) then

k2yn − f(x, yn) ≤ k2yU − f(x, yU ), and (3.54) is

converted to

yU (x)− yn+1(x) ≥
T
[
k2yU − FL − (k2yU − f(x, yU ))

]
= T [f(x, yU )− FL] ≥ 0. (3.55)

then yn+1(x) ≤ yU (x). Also, see the proof of

the theorem (5.2) in Ref. [9] to observe that if

yL(x) ≤ yn(x) then yL(x) ≤ yn+1(x). Now, con-

sider y0(x) =
1
2 [yL(x)+yU (x)] then application of

Theorem 3.1 with k2 ≥ ND
2 replaced by k2 ≥ ND

completes the proof.

Theorem 3.4. Consider a region Q as some

subset of the region [0, 1]×(−∞,∞) within which
∂f
∂y is continuous and ∂f

∂y > 0. Suppose FL(x),

FU (x) and ys(x) be continuous functions so that

FL(x) ≤ f(x, ys(x)) ≤ FU (x) for all x ∈ [0, 1]. If

solutions to (3.41)-(3.42) and (3.43)-(3.44) define

a region D : [0, 1] × [yL(x), yU (x)] which is con-

tained in Q and yL(x) ≤ ys(x) ≤ yU (x), then a

unique solution of (1.1)-(1.2) exists in D, and

it is given by the limit sequence of (3.29) for

k2 ≥ ND where y0(x) = 1
2 [yL(x) + yU (x)] and

ND is the maximum value of ∂f
∂y .

Proof. Since yL(x) ≤ ys(x) ≤ yU (x) and
∂f
∂y >

0 then f(x, yL(x)) ≤ f(x, ys(x)) ≤ f(x, yU (x)).

Therefore, we have f(x, yL(x)) ≤ FU (x) and

FL(x) ≤ f(x, yU (x)) and then the Theorem 3.3

completes the proof. The following theorem can

be useful in the applications of Theorems 3.2-3.4

to discover where solutions cannot exist.

Theorem 3.5. Supposes y(x), with maximum

and minimum values equal to ymax and ymin re-

spectively, be continuous solution of (1.1)-(1.2).

Further, assume ∂f
∂y be bounded in the region

[0, 1]× [ymin, ymax] and yc denotes the ratio of the

boundary value constants C
A . Then, ymin ≥ yc if

f(x, ymin) ≤ 0 for all x ∈ [0, 1] and ymax ≤ yc if

f(x, ymax) ≥ 0 for all x ∈ [0, 1].

Proof. Obviously, for any k2 > 0, y(x) and

yc =
C
A satisfy

y(x) = φ(x) + T [k2y − f ], (3.56)

yc = φ(x) + T [k2yc], (3.57)

then

y(x)− yc = T
[
(k2y − f)− k2yc

]
. (3.58)

Consider the case f(x, ymin) ≤ 0, and take k2

large enough so that k2y−f(x, y) be an increasing
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function of y in [0, 1] × [ymin, ymax]. Therefore,

Eq. (3.58) yields

y(x)− yc ≥
T
[
(k2ymin − f(x, ymin))− k2yc

]
≥ T

[
k2(ymin − yc)

]
≥ −µ(k)(ymin − yc). (3.59)

Since this holds for all x, we may replace the left-

hand side by its minimum value to obtain

ymin − yc ≥ −µ(k)(ymin − yc), (3.60)

then, we conclude ymin ≥ yc. Also, see the proof

of the theorem (5.4) in Ref. [9] to observe that

ymax ≤ yc if f(x, ymax) ≥ 0 for all x ∈ [0, 1].

4 Applications

In this section, we apply the results of the previ-

ous section to give some illustrative examples. It

is worth-mentioning here that our theory is ap-

plicable to all real models introduced in Ref. [9].

We now present two more examples to support

our theory for general problem (1.1)-(1.2).

Example 4.1. Consider the simple problem

y′′(x) + ny′(x) +
1

x
y′(x) = eβy − 1,

β > 0, n ∈ R (4.61)

y′(0) = 0, y(1) + y′(1) = 1. (4.62)

We notify that f(x, y) < 0, y < 0 and f(x, y) >

0, y > 0 for all x ∈ [0, 1]. Now, setting yc =
C
A = 1 and applying Theorem 3.5, we conclude it

will be contradiction if we assume ymin ≤ 0 or

ymax > 1 so all solutions must be contained in

Q : [0, 1] × [0, 1]. In the frame of Theorem 3.3,

consider FL(x) = FU (x) = 0 then, by Example

3.1, yL(x) = CL and yU (x) = CU are the so-

lutions to (3.41)-(3.42) and (3.43)-(3.44). Now,

choosing CL = 0 and CU = C = 1 the inequali-

ties of Theorem 3.3 i.e. FL(x) ≤ f(x, yU (x)) and

f(x, yL(x)) ≤ FU (x) hold for all x ∈ [0, 1]. On

the other hands, region D formed coincides with

Q and we have 0 ≤ ∂f
∂y ≤ βeβ in D, then by The-

orem 3.3, a unique solution of (1.1)-(1.2) exists

in D : [0, 1] × [0, 1], and it is given by the limit

sequence of (3.29) for k2 = βeβ where y0(x) =
1
2 .

In the next example, f (x, y(x)) not only is al-

lowed sign-changing but also it is singular with

respect to y.

Example 4.2. Consider the nonlinear boundary

value problem

y′′(x) + 2y′(x) +
1

x
y′(x) =(

1

2
− x

)
exp

(
x− 1

2

sin y

)
, (4.63)

y′(0) = 0, 2y(1) + y′(1) =
π

3
(4.64)

In the frame of Theorem 3.4, suppose ys(x) =
π
6 .

We clearly have

−1

2
e(1 + x) ≤ f(x, ys) =

(
1

2
− x

)
e2x−1

≤ 1

2
e−1(1 + x), (4.65)

then, choosing FL(x) = −1
2e(1 + x) and FU (x) =

1
2e

−1(1+x) with CL = CU = C = π
3 , by Example

3.2 we obtain

yL(x) =
1

8
e−1x2 +

2π − 3e−1

12
> 0,

(4.66)

yU (x) = −1

8
ex2 +

2π + 3e

12
<
π

2
,

(4.67)

for all x ∈ [0, 1]. Now, the singularity at y = 0

is avoided, and ys is contained within the region

D whose boundaries are defined by (4.66)-(4.67).

Since ∂f
∂y is continuous within the region D and

further 0 ≤ ∂f
∂y ≤ ND where ND is its maximum

in the region D. Consequently, a unique solu-

tion of (1.1)-(1.2) exists in D, and it is given by

the limit sequence of (3.29) for k2 ≥ ND where

y0(x) =
1
2 [yL(x) + yU (x)].
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