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Abstract

In this paper, interval Legendre wavelet method is investigated to approximated the solution of the in-
terval Volterra-Fredholm-Hammerstein integral equation. The shifted interval Legendre polynomials
are introduced and based on interval Legendre wavelet method is defined. The existence and unique-
ness theorem for the interval Volterra-Fredholm-Hammerstein integral equations is proved. Some
examples show the effectiveness and efficiency of the approach.
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1 Introduction

I
nterval analysis is a powerful tool to compute
with intervals of real numbers in place of real

numbers. While floating point arithmetic is af-
fected by rounding errors, and can produce inac-
curate results, interval arithmetic has the advan-
tage of giving rigorous bounds for the exact solu-
tion. The concept of interval analysis was first in-
troduced by Moore [14]. Since then, thousands of
articles have appeared and numerous books pub-
lished on the subject.
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Interval algorithms may be used in most ar-
eas of numerical analysis, and are used in many
applications such as engineering problems and
computer aided design. Another application is
in computer assisted proofs. Several conjectures
have recently been proven using interval analysis,
perhaps most famously Kepler’s conjecture [6],
which remained unsolved for nearly 400 years.

The starting point of the topic in the set val-
ued differential equation and also fuzzy differen-
tial equation is Hukuhara’s paper [7]. Since then,
reliable computing, validated numerics and inter-
val problems with differential equations are dis-
cussed in several monographs and research papers
[1, 2, 9, 16, 17, 18, 19, 26, 27].

Integral equation arise in a variety of applica-
tions in many fields including continuum mechan-
ics, potential theory, geophysics, electricity and
magnetism, antenna synthesis problem, commu-
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nication theory, mathematical economics, popu-
lation genetics, radiation, the particle transport
problems of astrophysics and reactor theory, fluid
mechanics, etc [22, 23, 24, 25]. But the concept of
interval integral equations have not been studied
in many articles. In paper [29] the interval-valued
Volterra integral equations are introduced and
existence and uniqueness of solutions interval-
valued Volterra integral equations is studied.

The aim of the present paper is two top-
ics. One of our intentions is to prove the
existence and uniqueness of a solution for in-
terval Volterra-Fredholm-Hammerstein integral
equation. The other aim is to obtain the solution
of a interval Volterra-Fredholm-Hammerstein in-
tegral equation using interval Legendre wavelets
method. To find this solution, we first intro-
duce interval shifted Legendre polynomials and
based on this definition, we define interval Leg-
endre wavelets method. Using this method, the
interval Volterra-Fredholm-Hammerstein integral
equation is converted into a interval system of al-
gebraic equations that can be solved by any nu-
merical method.

The paper is organized as follows. Section
2 collects some definitions of basic notions con-
cerning interval calculus, and then in Section 3
we describe the basic definitions and preliminar-
ies about interval function, interval polynomials,
interval Legendre polynomials and shifted inter-
val Legendre polynomial. The interval Volterra-
Fredholm-Hammerstein integrals equation and
the existence and uniqueness of the solutions of
this set of equations are studied in Section 4. To
determine the approximate solution for the in-
terval Volterra-Fredholm-Hammerstein integrals
equation, interval Legendre wavelet method has
been introduced in Section 5. In Section 6, some
examples are given to show the efficiency of the
proposed method and conclusions are drawn in
Section 7

2 Preliminaries

In what follows, we briefly recall the basic defini-
tions and properties of the interval calculus. Let
R be the set of all real numbers. Interval X is a

closed bounded compact subset of R that

X = {x : x ∈ R, a ≤ x ≤ b, a, b ∈ R,
∞ < a ≤ b < +∞}.

The set of all intervals will be showed by I(R). If
X is an interval, we will show that its lower (left)
endpoint by x and its upper (right ) endpoint by
x, so X = [x, x]. The set interval [∅,∅] is a
singleton which contains a single element : ∅ ∈
[∅,∅], ∅ = {0} = [0, 0].

We call two interval X = [x, x] and Y = [y, y]
equal if and only if x = y and x = y. The width
of an interval X is defined and denoted by

w(X) = x− x.

The absolute value of X, denoted |X|, is scalar
values and defined by

|X|= max{|x|, |x|}.

We call the dual of an interval X the value

dual(X) = [x, x].

The midpoint of an interval is scalar values and
defined by

m(X) =
(x+ x)

2
.

We define the radius of an interval X by

rad(X) =
(x− x)

2
.

Definition 2.1 (See [11]) The Hausdorff dis-
tance between two intervals X = [x, x] and Y =
[y, y] is:

D(Y,X) = max{|x− y|, |x− y|},

and for all A,B,C ∈ I(R) satisfies in the follow-
ing properties

1. D(A+ C,B + C) = D(A,B),

2. D(A,B) = D(B,A),

3. D(λA, λB) = |λ|D(A,B), ∀λ ∈ R,

4. D(A,B) ≤ D(A,C) +D(C,B).
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2.1 Interval Operations:

The four classical operations of real arithmetic,
namely addition (+), subtraction (−), multipli-
cation (∗) and division (/) can be extended to
intervals. For any such binary operator, denoted
by ♢, performing the operation associated with ♢
on the intervals X ∈ I(R) and Y ∈ I(R) means
computing [15, 10]

X♢Y = {x♢y ∈ R|x ∈ X, y ∈ Y }.

If X and Y are real intervals then specific equa-
tions for interval operations are:

X + Y = [x+ y, x+ y].

X − Y = [x− y, x− y].

X ∗ Y = [x, y] ∗ [y, y] =[
min(xy, xy, xy, xy),max(xy, xy, xy, xy)

]
.

2.2 Interval Matrices and Interval Sys-
tem of Equation

Definition 2.2 (See [15]) An interval matrix is
a matrix whose elements are interval numbers.

Definition 2.3 (See [15]) The ij-th element Cij

of the product C = AB of a m by p interval
matrix A and a p by n interval matrix B gives
sharp bounds on the range of Cij = {Mij =∑p

k=1 PikQkj : Pik ∈ Aik and Qkj ∈ Bkj for
1 ≤ k ≤ p} for each i, 1 ≤ i ≤ m, and each
j , 1 ≤ j ≤ n.

Most of the properties of determinants of classical
matrices are held for the determinants of interval
matrices under the modified interval arithmetic.

Definition 2.4 (See [8]) A square interval ma-
trix A is said to be non-singular or regular if
det(A) is invertible (i.e. 0 /∈ det(A)). Alter-
natively, a square interval matrix A is said to be
invertible if det(A) is invertible (i.e. 0 /∈ det(A)).

Definition 2.5 (See [8]) An interval matrix A is
regular if every point matrix A ∈ A is nonsingu-
lar.

Definition 2.6 (See [8]) Let A be a square in-
terval matrix. The adjoint matrix A∗ of A is the
transpose of the matrix of cofactors of the ele-
ments of A. That is A∗ = adj(A) = (bij), where
bij = det(Aji), for all i, j = 1, 2, 3, . . . , n.

Definition 2.7 (See [8]) For any A ∈ I(R)n×n ,
if det(A) is invertible, then the common solution
of equations AX = I and XA = I is called the
inverse of A and is denoted by A−1 = adj(A)

det(A) =
A∗

det(A) .

3 Interval Function and Interval
Polynomial

Let us consider X = [x, x] and Y = [y, y] are
interval. We say that Y is an interval function
of X, Y = F (X), if to every X is a certain do-
main D ⊆ I(R) there corresponds one interval Y .
Symbolically F : D ⊆ I(R) → I(R).

Definition 3.1 (See [12]) We say the interval
valued mapping F : D → I(R) is continuous at
the point t ∈ D if, for every ε > 0 there exists
δ = δ(t, ε) > 0 such that for all s ∈ D such that

|t− s|< δ one has D
(
F (t), F (s)

)
≤ ε.

Let us to consider, we introduce in the space of in-
terval continuous functions defined in [a, b] which
we denote by C[a, b].

Definition 3.2 (See [14]) A real interval poly-
nomial with degree n is defined by

Pn(t) =
n∑

j=0

Ajx
n−j , (3.1)

with A0 = 1, Aj = [aj , aj ] ⊂ I(R), j = 1, ..., n.

By Eq.(3.1) it is easy to see that Pn(t) is a family
of polynomials

pn(t) =
n∑

j=0

ajx
n−j , (3.2)

where a0 = 1, aj ∈ Aj , j = 1, ..., n. According
the definition of a real function, the graph of a
real interval polynomial is introduced as follows.

Definition 3.3 (See [20]) Let Pn(t) be a real in-
terval polynomial. the graph of Pn(t) is denoted
by G(Pn) and is given by

G(Pn) = {(t̃, ỹ) ∈ R2 : ∃pn ∈ Pn, ỹ = pn(x̃)}.
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Let q(t), r(t), q(t) and r(t) be the following real
polynomials

q(t) =

n∑
j=0

qjt
n−j , r(t) =

n∑
j=0

rjt
n−j (3.3)

q(t) =
n∑

j=0

q
j
tn−j , r(t) =

n∑
j=0

rjt
n−j ,

where

q0 = r0 = q
0
= r0 = 1,

qj = aj , rj = aj , j = 1, ..., n.

and

q
j
=

{
aj , If n− j is even;
aj , If n− j is odd .

,

rj =

{
aj , If n− j is even;

aj , If n− j is odd .

Lemma 3.1 (See [20]) Let Pn(t) be the real in-
terval polynomial given by (3.1). The graph of Pn

is given by

G(Pn) =

{
(x, y) ∈ R2 :

(
r(t) ≤ y ≤ q(t)

if t ≥ 0
)
or
(
r(t) ≤ y ≤ q(t) if t < 0

)}
.

with q(t), r(t) , q(t) and r(t) are given by (3.3).

Definition 3.4 (See [20]) Let F (t) be a real in-
terval function continuous in [a, b] and F (t) =
[F (t), F (t)] for all t ∈ [a, b]. Then∫ b

a
F (t)dt =

[ ∫ b

a
F (t)dt,

∫ b

a
F (t)dt

]
. (3.4)

Remark 3.1 (See [20]) If F (t) is a real interval
polynomial, that is F (t) = Pn(t) so∫ b

a
Pn(t)dt = [ ∫ b

a r(t)dt,
∫ b
a q(t)dt

]
, if [a, b] ≥ 0∫ b

a
Pn(t)dt = [ ∫ b

a r(t)dt,
∫ b
a q(t)dt

]
, if [a, b] ≥ 0∫ b

a
Pn(t)dt =

[ ∫ b
a r(t)dt,

∫ b
a q(t)dt

]
+[ ∫ b

a r(t)dt,
∫ b
a q(t)dt

]
, if [a, b] ∪ [0, b] .

The following inner product has values in set of
all real intervals R.

Definition 3.5 Let < ., . >: C[a, b] × C → R be
defined by

< F,G >=

∫ b

a
F (x)G(x)dx, F,G ∈ C[a, b]. (3.5)

Figure 1: The error function graph for Example
6.2.

3.1 Interval Legendre Polynomial

Definition 3.6 (See [20]) Let us consider, for
each natural number ℓ, the family of interval poly-
nomials defined by the following recursive formula

1. L0,ℓ(t) = [1− 1
ℓ , 1 +

1
ℓ ],

2. L1,ℓ(t) = [1− 1
ℓ , 1 +

1
ℓ ]t,

3. for m ∈ N,

Lm+1,ℓ(t) =

2m+ 1

m+ 1
tLm,ℓ(t)−

m

m+ 1
Lm−1,ℓ(t). (3.6)

For each ℓ ∈ N and m ∈ N, we call Lm,ℓ(t) inter-
val Legendre polynomial.
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Figure 2: Graph of the Wavelet approximation
error for Example 6.3.

Theorem 3.1 (See [20]) The interval Legendre
polynomial Lm,ℓ(t) is equal to the interval polyno-
mial obtained from the real Legendre polynomial
Lm(t) considering their coefficients multiplied by
[1− 1

ℓ , 1 +
1
ℓ ].

Theorem 3.2 (See [20]) The interval Legendre
polynomials Lm,ℓ, m ∈ N, satisfy

1. If m is even, then

r(t) = q(t)

=

m
2∑

j=0

aj

(
1 +

(−1)j

ℓ

)
(−1)jtm−2j ,

r(t) = q(t)

=

m
2∑

j=0

aj

(
1 +

(−1)j+1

ℓ

)
(−1)jtm−2j .

2. If m is odd, then

r(t) = q(t)

=

m−1
2∑

j=0

aj

(
1 +

(−1)j

ℓ

)
(−1)jtm−2j ,

r(t) = q(t)

=

m−1
2∑

j=0

aj

(
1 +

(−1)j+1

ℓ

)
(−1)jtm−2j ,

where

aj =
(2m− 2j)!

2mj! (m− j)! (m− 2j)!
.

Definition 3.7 The interval shifted Legendre
polynomials are defined on [0, 1] as

L̃m,ℓ(t) = Lm,ℓ(2t− 1),

and an explicit expression for the interval shifted
Legendre polynomials is given by

L̃m,ℓ(t)

=
m∑
j=0

(
m
j

)(
m+ j
j

)
(−1)j+m

[
1− 1

ℓ
, 1 +

1

ℓ

]
tj .

Theorem 3.3 The interval shifted Legendre
polynomials L̃m,ℓ, m ∈ N, satisfies

1. If m is even, then

r(t) = r(t) =

m∑
j=0

(
m
j

)(
m+ j
j

)(
1 +

(−1)j+1

ℓ

)
(−1)j+mtj ,

q(t) = q(t) =

m∑
j=0

(
m
j

)(
m+ j
j

)(
1 +

(−1)j

ℓ

)
(−1)j+mtj .
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2. If m is odd, then

r(t) = r(t) =

m∑
j=0

(
m
j

)(
m+ j
j

)(
1 +

(−1)j

ℓ

)
(−1)j+mtj ,

q(t) = q(t) =

m∑
j=0

(
m
j

)(
m+ j
j

)(
1 +

(−1)j+1

ℓ

)
(−1)j+mtj .

Proof. The interval shifted Legendre polynomi-
als L̃m,ℓ are defined on interval [0, 1), then using
Lemma 3.1 the proof of the theorem is clear.

4 Interval Volterra-Fredholm-
Hammerstein integral equa-
tion

Consider the following interval Volterra-
Fredholm-Hammerstein integral

Y (t) = G(t) + λ1

∫ t

t0

k1(t, x)Y (x)dx (4.7)

+ λ2

∫ T

t0

k2(t, x)Y (x)dx , t ∈ J = [t0, T ],

where G : J → I(R) is interval continuous
function in J , λ1 and λ2 are positive constants.
k1, k2 : J × J → R such that

K∗
1 = sup

t∈J

∫ t

t0

| k1(t, s) | dx

K∗
2 = sup

t∈J

∫ T

t0

| k2(t, x) | dx.

Now, we study the existence and uniqueness of
solutions of problem (4.7). We define the opera-
tor T by

TY (t) := G(t) + λ1

∫ t

t0

k1(t, x)Y (x)dx

+ λ2

∫ T

t0

k2(t, x)Y (x)dx (4.8)

Assume that Y : J → I(R) be interval contin-
uous function on J and there exist real positive
L1, L2 such that

D
(
λ1

∫ t

t0

k1(t, x)Y (x)dx

+λ2

∫ T

t0

k2(t, x)Y (x)dx, (4.9)

λ1

∫ t

t0

k1(t, x)V (x)dx

+λ2

∫ T

t0

k2(t, x)V (x)dx
)

(4.10)

≤ L1λ1D
(∫ t

t0

k1(t, x)Y (x)dx

,

∫ t

t0

k1(t, x)V (x)dx
)

+L2λ2D
(∫ T

t0

k2(t, x)Y (x)dx

,

∫ T

t0

k2(t, x)V (x)dx
)
. (4.11)

If a number v such that B ≤ v < 1 where

B =
(
L1λ1K

∗
1 + L2λ2K

∗
2

)
,

then the iterative procedure

Y0(t) = G(t),

Ym(t) = G(t) + λ1

∫ t

t0

k1(t, x)Ym−1(x)dx

+ λ2

∫ T

t0

k2(t, x)Ym−1(x)dx, m ≥ 1,

(4.12)

convergence to the unique solution of (4.7). In
addition if D(Y (t), 0) ≤M0 then

D(Y (t), Ym(t)) ≤ BmM0.

Proof. We show that T defined by (4.8) has
a fixed point. For this purpose, suppose that
the integral equation has two different solution
Y (t), V (t) ∈ C[a, b] . Using Eq.(4.11) and the
properties of distance Hausdorff (2.1), we get
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Table 1: Interval Legendre polynomials in different values of t and m

m Interval Legendre polynomials (t < 0) Interval Legendre Wavelets (t > 0)

0 [1− 1
ℓ , 1 +

1
ℓ ] [1− 1

ℓ , 1 +
1
ℓ ]

1

[(
1 + 1

ℓ

)
t,
(
1− 1

ℓ

)
t

] [(
1− 1

ℓ

)
t,
(
1 + 1

ℓ

)
t

]

2

[
3
2

(
1− 1

ℓ

)
t2 − 1

2

(
1 + 1

ℓ

)
, 32

(
1 + 1

ℓ

)
t2 − 1

2

(
1− 1

ℓ

)] [
3
2

(
1− 1

ℓ

)
t2 − 1

2

(
1 + 1

ℓ

)
, 32

(
1 + 1

ℓ

)
t2 − 1

2

(
1− 1

ℓ

)]

3

[
5
2

(
1 + 1

ℓ

)
t3 − 3

2

(
1− 1

ℓ

)
t, 52

(
1− 1

ℓ

)
t3 − 3

2

(
1 + 1

ℓ

)
t

] [
5
2

(
1− 1

ℓ

)
t3 − 3

2

(
1 + 1

ℓ

)
t, 52

(
1 + 1

ℓ

)
t3 − 3

2

(
1− 1

ℓ

)
t

]

D
(
TY (t), TV (t)

)
≤

D
(
G(t) + λ1

∫ t

t0

k1(t, x)Y (x)dx

+λ2

∫ T

t0

k2(t, x)Y (x)dx) +G(t) +

λ1

∫ t

t0

k1(t, x)V (x)dx

+λ2

∫ T

t0

k2(t, x)V (x)dx
)

≤ L1D
(
λ1

∫ t

t0

k1(t, x)Y (x)dx,

λ1

∫ t

t0

k1(t, x)V (x)dx
)

+L2D
(
λ2

∫ T

t0

k2(t, x)Y (x)dx,

λ2

∫ T

t0

k2(t, x)V (x)dx
)

≤ L1λ1

∫ t

t0

|k1(x, t)|D(V (x), Y (x)) +

L2λ2

∫ T

t0

|k2(x, t)|D(Y (x), V (x))

≤ L1λ1K
∗
1D(Y (t), V (t))

+ L2λ2K
∗
2D(Y (t), V (t))

≤
(
L1λ1K

∗
1 + L2λ2K

∗
2

)
D(Y (t), V (t))

≤ BD(Y (t), V (t)). (4.13)

Since B < 1 then

D(TY (t), TV (t)) ≤ D∗(Y (t), V (t)).

Therefore, T is a contraction mapping on C[a, b]
and has a fixed point TY (t) = Y (t). Hence the
interval Volterra-Fredholm-Hammerstein integral
(4.7) has a unique solution.

Now, in Eq.(4.12) by the mathematical induc-
tion method, we can see that all {Ym(t)}m≥0 are
interval continuous mapping on J . We have

D
(
Y1(t), Y0(t)

)
≤ D

(
G(t)

+λ1

∫ t

t0

k1(t, x)Y1(x)dx

+λ2

∫ T

t0

k2(t, x)Y1(x)dx,G(t)
)

≤ L1D
(
λ1

∫ t

t0

k1(x, t)Y1(x)dx, 0
)

+L2D
(
λ2

∫ T

t0

k2(x, t)Y1(x)dx
)

≤ BM0. (4.14)

And we obtain

D
(
Ym(t), Ym−1(t)

)
≤ BD

(
Ym−1(t), Ym−2(t)

)
.

In particular

D
(
Y2(t), Y1(t)

)
≤ BD

(
Y1(t), Y0(t)

)
≤ B2M0.

Therefore we obtain

D
(
Ym(t), Ym−1(t)

)
≤ BmM0. (4.15)
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It follows by mathematical induction that
Eq.(4.15) holds for any m ≥ 0 . Consequently
the sequence {Ym(t)}m≥0 is uniformly conver-
gent. It follows that there exists a interval
continuous function Y : J → I(R) such that
D(Ym(t), Y (t)) → 0 as m→ ∞.

Remark 4.1 Indeed, in previous theorem the ex-
istence and uniqueness of solution of Eq. (4.7)
and the convergence of the sequence of succes-
sive approximations Ym(t) to its exact solution
are proved.

5 Interval Legendre Wavelet
Method

Wavelets constitute a family of functions con-
structed from dilation and translation of single
interval function called the mother wavelet ψ(t).
They are defined by

ψa,b(t) =
1√
|a|
ψ
( t− b

a

)
, a, b ∈ R,

where a is dilation parameter and b is a transla-
tion parameter.

The interval Legendre wavelets ψn,m,ℓ(t) =
ψ(k, n,m, ℓ, t) have five arguments, defined on in-
terval [0, 1) by:

ψn,m,ℓ(t) =

(5.16)

(
m+ 1

2

) 1
2

2
k
2Lm,ℓ(2

kt− 2n+ 1),

n−1
2k−1 ≤ t < n

2k−1 ,

0, O.W.

(5.17)

where ℓ ∈ N, k ∈ Z+, n = 1, 2, 3, ..., 2k−1 and
m = 0, 1, ...,M − 1 is the order of the interval
Legendre polynomials and M is a fixed positive
integer.

In Table 2, we show the interval Legendre
wavelets when k = 1 and m = 0, 1, 2, 3. Notice
that if k = 1 then n = 1 and in Eq.(5.17) for
0 ≤ t < 1 we have

ψ1,m,ℓ(t) =

(
m+

1

2

) 1
2

2
1
2Lm,ℓ(2t− 1)

=

(
m+

1

2

) 1
2

2
1
2 L̃m,ℓ(t).

5.1 Function approximation by inter-
val Legendre wavelets

A function Y (t) defined over [0, 1) can be ex-
panded in terms of interval Legendre wavelets as

Y (t) =

∞∑
n=1

∞∑
m=0

Cn,mψn,m,ℓ(t). (5.18)

If the infinite series in Eq. (5.18) is truncated,
then it can be written as

Yk,m(t) =

2k−1∑
n=1

M−1∑
m=0

Cn,mψn,m,ℓ(t)

= CT Ψ(t), (5.19)

where Ψ(x) is (2k−1M× 1) interval matrix, given
by

Ψ(t) = [Ψ1,0,ℓ(t),Ψ1,1,ℓ(t)

(5.20)

, ...,Ψ1,M−1,ℓ(t),Ψ2,0,ℓ, ...,Ψ2,M−1,ℓ(t), ...,

Ψ2k−1,0,ℓ, ...,Ψ2k−1,M−1,ℓ(t)].

Also, C is (2k−1M × 1) interval matrix whose
elements can be calculated from the formula

Cn,m = < Y (t),Ψn,m,ℓ(t) >

=

∫ 1

0
Ψn,m,ℓ(t)Y (t)dt,

and

C = [c1,0, c1,1, ..., c1,M−1, c2,0, ..., c2,M−1,

..., c2k1−1,0, ..., c2k−1,M−1]
T (5.21)

where ci,j are unknown interval values and the
symbol T denotes transpose

5.2 The Proposed Method

Consider the following interval linear Volterra-
Fredholm-Hammerstein integral equations that
given by the general form

Y (t) = G(t) + λ1

∫ t

0
k1(t, x)Y (x)dx

+λ2

∫ 1

0
k2(t, x)Y (x)dx, 0 ≤ t, x ≤ 1,

(5.22)
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Table 2: Interval Legendre Wavelets for different values of m

m Interval Legendre Wavelets(ϕ1,m,ℓ(t))

0 [1− 1
ℓ , 1 +

1
ℓ ]

1
√
3

[
2
(
1− 1

ℓ

)
t−

(
1 + 1

ℓ

)
, 2

(
1 + 1

ℓ

)
t−

(
1− 1

ℓ

)]
2

√
5

[
6
(
1− 1

ℓ

)
t2 − 6

(
1 + 1

ℓ

)
t+

(
1− 1

ℓ

)
, 6

(
1 + 1

ℓ

)
t2 − 6

(
1− 1

ℓ

)
t+

(
1 + 1

ℓ

)]
3

[
20
(
1− 1

ℓ

)
t3 − 30

(
1 + 1

ℓ

)
t2 + 12

(
1− 1

ℓ

)
t−

(
1 + 1

ℓ

)
, 20

(
1 + 1

ℓ

)
t3 − 30

(
1− 1

ℓ

)
t2 + 12

(
1 + 1

ℓ

)
t−

(
1− 1

ℓ

)]
Table 3: Numerical results for Example 6.2

E(ti) E(ti)
t M = 4 M = 12

0.1 8.51357× 10−6 3.55271× 10−15

0.2 6.64364× 10−6 3.55271× 10−15

0.3 6.36872× 10−6 1.59872× 10−14

0.4 6.76613× 10−6 4.17444× 10−14

0.5 3.41857× 10−6 1.39444× 10−13

0.6 9.61076× 10−6 3.99686× 10−13

0.7 4.14359× 10−6 1.04006× 10−12

0.8 6.25683× 10−6 2.45674× 10−12

0.9 6.20908× 10−6 5.39213× 10−12

1 7.97252× 10−6 1.11493× 10−11

Table 4: Numerical results for Example 6.3

E(ti) E(ti)
t M = 8 M = 12

0.1 2.10171× 10−5 1.60608× 10−10

0.2 6.76385× 10−6 2.51423× 10−11

0.3 8.76015× 10−6 9.75131× 10−12

0.4 2.21909× 10−5 3.65645× 10−11

0.5 4.32118× 10−6 1.31994× 10−10

0.6 1.85657× 10−5 1.52683× 10−10

0.7 3.47009× 10−6 1.33923× 10−10

0.8 2.61164× 10−5 1.63786× 10−11

0.9 4.85291× 10−6 6.86029× 10−12

1 5.28865× 10−6 2.35367× 10−11

where λ1, λ2 are positive constants and kernels
k1(t, x), k2(t, x) are given positive real functions
on the interval 0 ≤ x, t ≤ 1. In Eq. (5.22), G(t)
is an interval given continuous function and Y (t)
is an unknown interval function that should be
satisfy in Eq. (5.22).

In order to use interval Legendre wavelets,
we first expand Y (t) by the interval Legendre
wavelets as

Yk,m(t) =

2k−1∑
n=1

M−1∑
m=0

Cn,mΨn,m,ℓ(t) = CTΦ(t), (5.23)

where cn,m are unknown. Then form Eq.(5.22)
and Eq.(5.23) we can write

Yk,m(t) = G(t) + λ1

∫ t

0
k1(t, x)Yk,m(x)dx

+λ2

∫ 1

0
k2(t, x)Yk,m(x)dx. (5.24)
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Let ti be the set of 2
k−1M zero point of the shifted

Chebyshev polynomial in [0, 1]. Now we collocate
Eq.(5.24) at ti as

Yk,m(ti) = G(ti) + λ1

∫ ti

0
k1(ti, x)Yk,m(x)dx

+λ2

∫ 1

0
k2(ti, x)Yk,m(x)dx. (5.25)

Gauss quadrature formulas will be used to com-
pute the integral terms in Eq.(5.25). For this
purpose, we transfer the x-intervals into [−1, 1]
by means of the transformations

τ =
2

ti
x− 1, ⇒ x =

ti
2
(τ + 1), t ∈ [0, ti],

η = 2x− 1, ⇒ x =
1

2
(η + 1), x ∈ [0, 1],

So Eq.(5.25) converts to

Yk,m(ti) = G(ti) +

xiλ1
2

∫ 1

−1
k1(ti,

ti
2
(τ + 1))Yk,m(

ti
2
(τ + 1))dτ +

λ2
2

∫ 1

−1
k2(ti,

1

2
(η + 1))Yk,m(

1

2
(η + 1))dη.

Using the Gauss quadrature formula, we estimate
the integrals and gets

Yk,m(ti) = G(ti) +

xiλ1
2

r∑
p=1

ωpk1(ti,
ti
2
(τp + 1))

Yk,m(
ti
2
(τp + 1)) +

λ2
2

r∑
p=1

ωpk2(ti,
1

2
(ηp + 1))

Yk,m(
1

2
(ηp + 1)),

(5.26)

where τp and ηp are zeros of Legendre polyno-
mials of degrees r, respectively, and ωp are the
corresponding weights. In this paper we consider
r = M . Equation (5.26) gives a interval system
of equation. Solving this interval linear system of
equations by any method provides C.

6 Numerical experiments

In this section, we will use the above proposed
method to solve different examples. Our results
are compared with the exact solutions by calcu-
lating the following error function

E(ti) = D
(
Y (ti)− Ŷ (ti)

)
.

Where Y (t) and Ŷ (t) are the exact and approx-
imate solutions of the integral equation, respec-
tively. The computations associated with the ex-
amples are performed using Mathematica soft-
ware.

Example 6.1 (Numerical illustration) Consider
the following interval Fredholm integral equation

Y (t) =
[
2t− 1

2
, 5t− 5

4

]
+

∫ 1

0
x2Y (x)dx.

The exact solution of this equation is Y (t) =
[2t, 5t].

Let us consider k = 1 and r =M = 3. Then

Y1,3(t) =

1∑
n=1

2∑
m=0

cn,mϕn,m,ℓ(t)

= c1,0ϕ1,0,ℓ(t) + c1,1ϕ1,1,ℓ(t) + c1,2ϕ1,2,ℓ(t),

where the values of ϕ1,0,ℓ(t), ϕ1,1,ℓ(t) and ϕ1,2,ℓ(t)
are showed in Table 2 and ci,j are unknown in-
terval values. We use the shifted Chebyshev
points as collocation points, then t0 = 0.5,t1 =
0.0669873, t2 = 0.933013. So, by applying the
method which is discussed in detail in Subsection
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5.2, we have

Y
1
,3 (ti )

= 

[
1
−

1ℓ ,1
+

1ℓ ]
c
1
,0
+ [

−
3
.4
6
4
1

ℓ
,
3
.4
6
4
1

ℓ ]
c
1
,1
+ [

−
1
2
.2
9
8
4−

1
.1
1
8
0
3
ℓ

ℓ
,

1
2
.2
9
8
4−

1
.1
1
8
0
3
ℓ

ℓ

]
c
1
,2

[
1
−

1ℓ ,1
+

1ℓ ]
c
1
,0
+ [

−
1
.9
6
4
1−

1
.5
ℓ

ℓ
,
1
.9
6
4
1−

1
.5
ℓ

ℓ

]
c
1
,1
+ [

−
3
.1
9
5
+
1
.3
9
7
5
4
ℓ

ell
,
3
.1
9
5
+
1
.3
9
7
5
4
ℓ

ℓ

]
c
1
,2

[
1
−

1ℓ ,1
+

1ℓ ]
c
1
,0
+ [

−
4
.9
6
4
1
+
1
.5
ℓ

ℓ
,
4
.9
6
4
1
+
1
.5
ℓ

ℓ

]
c
1
,1
+ [

−
2
6
.4
3
2
9
+
1
.3
9
7
5
4
ℓ

ell
,
2
6
.4
3
2
9
+
1
.3
9
7
5
4
ℓ

ℓ

]
c
1
,2 

.

And

Θ1,3 =
∫ 1
0 x

2Y1,3(x)dx

= 1
2

∫ 1
−1

(
1
2(η + 1)

)2
Y1,3(

1
2(η + 1))

= 1
2

∑3
p=1 ωp

(
1
2(ηp + 1)

)2
Y1,3(

1
2(ηp + 1)),

and we have

Θ
1
,3
=  [

−
0
.3
3
3
+
0
.3
3
3
ℓ

ℓ
,
0
.3
3
3
+
0
.3
3
3

ℓ

]c
1
,0
+ [

−
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ
,
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ

]c
1
,1
+ [

−
6
.7
8
2
+
0
.0
7
4
ℓ

ℓ
,

6
.7
8
2
+
0
.0
7
4
ℓ

ℓ

]c
1
,2

[
−
0
.3
3
3
+
0
.3
3
3
ℓ

ℓ
,
0
.3
3
3
+
0
.3
3
3

ℓ

]c
1
,0
+ [

−
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ
,
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ

]c
1
,1
+ [

−
6
.7
8
2
+
0
.0
7
4
ℓ

ℓ
,

6
.7
8
2
+
0
.0
7
4
ℓ

ℓ

]c
1
,2

[
−
0
.3
3
3
+
0
.3
3
3
ℓ

ℓ
,
0
.3
3
3
+
0
.3
3
3

ℓ

]c
1
,0
+ [

−
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ
,
1
.4
4
3
+
0
.2
8
8
ℓ

ℓ

]c
1
,1
+ [

−
6
.7
8
2
+
0
.0
7
4
ℓ

ℓ
,

6
.7
8
2
+
0
.0
7
4
ℓ

ℓ

]c
1
,2 

,

and

F (ti) =


[
0.5, 1.25

][
− 0.366025,−0.915064

][
1.36603, 3.41506

]
 .

Now, in interval system Yk,m(ti) = F (ti) + Θ1,3,
consider ℓ = 50. After solving this interval system
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we obtain

c1,0 =
[
1.062057, 2.35486],

c1,1 =
[
0.58913, 1.41507

]
,

c1,2 =
[
− 7.95994, 1.29395

]
,

and by Y (t) =
∑1

n=1

∑2
m=0 cn,mϕn,m,ℓ(t), we

observe that

Y (t) =[
− 1.744× 10−16,−1.489× 10−16

]
+

[
2t, 5t

]
+

[
− 1.046× 10−15t2, 1.771× 10−15t2

]
.

Numerical results will not be presented since the
exact solution is obtained.

Example 6.2 Consider the following interval
Volterra-Fredholm-Hammerstein integral equa-
tion

Y (t) = [
3et − 3

2
t(4 + t), 8e2 − 4t(4 + t)

]
+

2

∫ 1

0
txY (x)dx+

∫ t

0
xe−xY (x)dx. (6.27)

The exact solution of Eq.(6.27) is given by Y (t) =
[3et, 8et] . Table 3 shows the approximate solu-
tions obtained by the interval Legendre wavelets
method.

Using Table 3 and Figure 1 , we can concluded
that the proposed method is very efficient for nu-
merical solutions of these problems.

Example 6.3 Consider the following interval
Volterra-Fredholm-Hammerstein integral equa-
tion

Y (t) =[(
−9.43768+4.5e2t−4.5t

)
t, −9

4 t
(
1+ e2−4e2t+

4t
)]

+

2

∫ 1

0
tY (x)dx+

∫ t

0
2e−2xY (x)dx. (6.28)

The exact solution of Eq.(6.28) is given by Y (t) =
[−4.5te2t, 9te2t] . Table 4 shows the approxi-
mate solutions obtained by the interval Legendre
wavelets method. By the Table 4 and Figure 2,
we can see that the numerical solutions converge
to the exact solution.

7 Conclusions

In this paper, a new numerical approach
was introduced for interval Volterra-Fredholm-
Hammerstein integral equations to approximate
the numerical solution for this kind of equations.
To introduce interval Legendre wavelets method,
shifted Legendre polynomials were defined. Us-
ing interval Legendre wavelets method, the in-
terval integral equation was transformed to a
interval system of algebraic equations that by
solving this system the approximate solution of
interval Volterra-Fredholm-Hammerstein integral
equations was obtained. To illustrate the tech-
nique, some examples were solved by this method.

References

[1] G. Alefeld, G. Mayer, Interval analysis: The-
ory and applications,J. Comput. Appl. Math.
121 (2000) 421-464.

[2] R. Baker Kearfott, V. Kreinovich (Eds.), Ap-
plications of Interval Computations, Kluwer
Academic Publishers, 1996.

[3] J. A. Ferreira, F. Patŕıcio, F. Oliveira, On
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