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#### Abstract

This article is devoted to study the weak solutions of a class of nonlinear system of fractional boundary value problems including both Volterra and Fredholm linear integral terms. This system of fractional semi-linear Fredholm-Volterra integro-differential equations does have a gradient of a nonlinear source term as well. We apply the critical point theory and the variational structure to prove the existence of at least three distinct weak solutions to the system. Furthermore, it is presented an example to verify the legitimacy and applicability of the theory.
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## 1 Introduction

THe fractional derivative and fractional differential equations have been implemented to describe some phenomena in physics and engineering. On the other hand, to describe the process having delay, it is not best tool to employ an ordinary or partial differential equation. A convenient approach to resolve these kind of problems is to apply integro-differential equations. Numerous mathematical models of physical phenomena end up with integro-differential equations $[1,2,3,5,6,31,32]$. Not many studies are available in the literature to deal with frac-

[^0]tional integro-differential equations. Balachandran et al. $[8,9]$ investigated the existence results for some kinds of fractional integro-differential equations using fixed point theory. The existence of positive solutions to the nonlinear fractional differential equations with nonlocal fractional integro-differential boundary conditions on an unbounded domain has been investigated by applying the Leray-Schauder nonlinear alternative theorem [36]. Rahimkhani et al. [30] suggested non-integer order Bernoulli functions to deal with fractional Fredholem-Volterra integral differential problems. In [10, 21, 25, 28] Lie group technique and some other techniques based on Galerkin approach, optimum q-HAM and spectral-collocation method have been applied for solving fractional integro-differential equations. As mentioned in precedent paragraph, a widely
accepted method to study the existence of solutions to the nonlinear non-integer BVPs is the fixed point theory which has been employed prosperously on many models, e.g. [4, 11, 37]. However, another superb method is the calculus of variation which has been very successful in the investigation of the existence of solutions to the differential equation with type of integer order. The necessary condition for applying this method is that the given boundary value problem should possess a variational structure on some convenient Sobolev spaces. The readers are referred to $[7,13,14,15,16,17,18,20,23,24,26,27$, $29,33,34,35,38]$ and the references therein to receive more information in this research line.

Consider the following nonlinear fractional semi-linear Fredholm-Volterra integro-differential equations

$$
\begin{aligned}
& { }_{y} D_{Y}^{\vartheta_{i}}\left(a_{i}(y)_{0} D_{y}^{\vartheta_{i}} w_{i}(y)\right)= \\
& \lambda F_{w_{i}}\left(y, w_{1}(y), \ldots, w_{n}(y)\right)+ \\
& \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi, y \in(0, Y), \\
& i=1, \ldots, n ; \\
& w_{i}(y)=\int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi \\
& y \in(0, Y), i=1, \ldots, n ; \\
& w_{i}(0)=w_{i}(Y)=0, i=1, \ldots, n
\end{aligned}
$$

where $\lambda$ is a positive real parameter, $0<\vartheta_{i} \leq 1$ , $a_{i}(y) \in L^{\infty}[0, Y], \bar{a}_{i}=\operatorname{essinf}_{[0, Y]} a_{i}(y)>$ 0 and $F:[0, Y] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function to the extent that $F\left(y, w_{1}, \ldots, w_{n}\right)$ is continuous with regards to $t$ and continuously differentiable with regards to $w_{i}$ i.e. $F\left(\cdot, w_{1}, \ldots, w_{n}\right) \in$ $C[0, Y]$ and $F(y, \cdot, \ldots, \cdot) \in C^{1}\left(\mathbb{R}^{n}\right)$, and further, $k_{1, i}(\cdot, \cdot), k_{2, i}(\cdot, \cdot) \in C([0, Y],[0, Y])$ hence the kernels $k_{1, i}$ and $k_{2, i}$ are bounded by for example $L_{i}$ and $M_{i}$, respectively. Moreover, $F_{s}$ indicates the partial-derivative of $F$ to the $s$ and, ${ }_{y} D_{Y}^{\gamma}$ and ${ }_{0} D_{y}^{\gamma}$ are the right and left Riemann-Liouville
none-integer derivatives of order $\gamma$ as given by [22]

$$
\begin{align*}
& { }_{0} D_{y}^{\gamma} w(y)= \\
& \frac{1}{\Gamma(1-\gamma)} \frac{\mathrm{d}}{\mathrm{~d} y} \int_{0}^{y} \frac{w(z)}{(y-z)^{\gamma}} \mathrm{d} z  \tag{1.1}\\
& { }_{y} D_{Y}^{\gamma} w(y)= \\
& -\frac{1}{\Gamma(1-\gamma)} \frac{\mathrm{d}}{\mathrm{~d} y} \int_{y}^{Y} \frac{w(z)}{(z-y)^{\gamma}} \mathrm{d} z \tag{1.2}
\end{align*}
$$

Heidarkhani et. al. [19] have investigated the above nonlinear system of fractional differential equations in the case of having nonlinear function of $w_{i}(y)$ with some specific properties instead of integral terms on the right hand side. By using a local minimization principle they proved the existence of at least one weak solution. Motivated by the paper [19], in the current work, we utilize well-known theorem established by Bonanno and Marano [12] to study the existence of at the lowest three different weak solutions to the nonlinear model of non-integer partial Fredholm-Volterra integal-differential equations (1.1).

## 2 Some essential remarks

Consider the following variant of three critical points theorem due to Bonanno and Marano [12] to discuss the existence and multiplicity of weak solutions to the system of fractional partial Fredholm-Volterra integro-differential equations (1.1), this theorem would help to prove the existence of at least three distinct weak solutions.

Theorem 2.1. (see [12], Theorem 3.6). Let $X$ be a reflexive real Banach space and $\Delta: X \rightarrow \mathbb{R}$ a sequentially weakly lower semicontinuous, coercive and continuously Gâteaux differentiable in which its Gâteaux derivative has a continuous inverse on $X^{*}$, moreover, suppose that $\nabla: X \rightarrow$ $\mathbb{R}$ be a sequentially weakly upper semicontinuous and continuously Gâteaux differentiable functional in which its Gâteaux derivative is compact, such that $\Delta(0)=\nabla(0)=0$. Suppose also there exist $r \in \mathbb{R}$ and $w_{1} \in X$ with $0<r<\Delta\left(w_{1}\right)$, satisfying

1. $\sup _{\left.\left.w \in \Delta^{-1}(]-\infty, r\right]\right)} \nabla(u)<r \frac{\nabla\left(w_{1}\right)}{\Delta\left(w_{1}\right)}$
2. $\left.\left.\forall \lambda \in \Lambda_{r}:=\right] \frac{\Delta\left(w_{1}\right)}{\nabla\left(w_{1}\right)}, \frac{r}{\sup _{\left.\left.w \in \Delta^{-1}(]-\infty, r\right]\right)} \nabla(u)}\right]$, the functional $\Delta-\lambda \nabla$ is coercive.

Then, for each $\lambda \in \Lambda_{r}$ the functional $\Delta-\lambda \nabla$ admits at least three distinct critical points in $X$.

Take $C_{0}^{\infty}\left([0, Y], \mathbb{R}^{n}\right)$ be all functions $v \in$ $C^{\infty}\left([0, Y], \mathbb{R}^{n}\right)$ so that $v(0)=v(Y)=0$ with the normal norm $\|v\|_{\infty}=\max _{y \in[0, Y]}|v(y)|$. Let $L^{p}\left([0, Y], \mathbb{R}^{n}\right)$ supplied with its normal norm $\|v\|_{L^{p}}=\left(\int_{0}^{Y}|v(z)|^{p} \mathrm{~d} z\right)^{\frac{1}{p}}$. We use the following useful Lemma to define the weak solution for the system (1.1).

Definition 2.1. Take $0<\vartheta_{i} \leq 1, i=$ $1, \ldots, n$, be non-integer derivative space $E_{0}^{\vartheta_{i}}$ defining by the closure of $C_{0}^{\infty}([0, Y], \mathbb{R})$ i.e. $E_{0}^{\vartheta_{i}}=\overline{C_{0}^{\infty}([0, Y], \mathbb{R})}$ with regards to the following weighted norm

$$
\begin{align*}
& \|w\|_{\vartheta_{i}}=\left(\int_{0}^{Y} a_{i}(y)\left|{ }_{0} D_{y}^{\vartheta_{i}} w(y)\right|^{2} d y+\right. \\
& \left.\int_{0}^{Y}|w(y)|^{2} d y\right)^{\frac{1}{2}} \\
& \forall w \in E_{0}^{\vartheta_{i}}, i=1, \ldots, n \tag{2.3}
\end{align*}
$$

Lemma 2.1. (zee [20]). If $\frac{1}{2}<\vartheta_{i} \leq 1$ then $\forall w \in E_{0}^{\vartheta_{i}}, i=1, \ldots, n$, they satisfy
1.

$$
\begin{equation*}
\|w\|_{L^{2}} \leq \frac{Y^{\vartheta_{i}}}{\Gamma\left(\vartheta_{i}+1\right)}\left\|_{0} D_{y}^{\vartheta_{i}} w\right\|_{L^{2}} \tag{2.4}
\end{equation*}
$$

2. 

$$
\begin{equation*}
\|w\|_{\infty} \leq \frac{Y^{\vartheta_{i}-\frac{1}{2}}}{\Gamma\left(\vartheta_{i}\right) \sqrt{2 \vartheta_{i}-1}}\left\|_{0} D_{y}^{\vartheta_{i}} w\right\|_{L^{2}} \tag{2.5}
\end{equation*}
$$

Remark 2.1. It is straightforward, from the above Lemma 2.1, to extract the inequalities for $i=1, \ldots, n$ as
1.

$$
\begin{align*}
& \|w\|_{L^{2}} \leq \frac{Y^{\vartheta_{i}}}{\Gamma\left(\vartheta_{i}+1\right) \sqrt{\bar{a}_{i}}} \\
& \times\left(\int_{0}^{Y} a_{i}(y)\left|{ }_{0} D_{y}^{\vartheta_{i}} w(y)\right|^{2} d y\right)^{\frac{1}{2}} \tag{2.6}
\end{align*}
$$

2. 

$$
\begin{align*}
& \|w\|_{\infty} \leq \frac{Y^{\vartheta_{i}-\frac{1}{2}}}{\Gamma\left(\vartheta_{i}\right) \sqrt{\bar{a}_{i}\left(2 \vartheta_{i}-1\right)}} \\
& \times\left(\int_{0}^{Y} a_{i}(y)\left|{ }_{0} D_{y}^{\vartheta_{i}} w(y)\right|^{2} d y\right)^{\frac{1}{2}} \tag{2.7}
\end{align*}
$$

The equation (2.3) and inequality (2.6) yield that the norm defined by equation (2.3) is equivalent to the following norm

$$
\begin{align*}
& \|w\|_{\vartheta_{i}}=\left(\int_{0}^{Y} a_{i}(y)\left|{ }_{0} D_{y}^{\vartheta_{i}} w(y)\right|^{2} \mathrm{~d} y\right)^{\frac{1}{2}} \\
& \forall w \in E_{0}^{\vartheta_{i}}, i=1, \ldots, n \tag{2.8}
\end{align*}
$$

We work with the norm (2.8) in what follows. Now, define $X=\prod_{i=1}^{i=n} E_{0}^{\vartheta_{i}}$ augmented to the norm

$$
\begin{align*}
& \|W\|_{X}=\sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}, \quad w_{i} \in E_{0}^{\vartheta_{i}} \\
& W=\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in X \tag{2.9}
\end{align*}
$$

Definition 2.2. It is called $W=$ $\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in X$ as the weak solution of the system (1.1) if we have

$$
\begin{align*}
& \sum_{i=1}^{n} \int_{0}^{Y} a_{i}(y)_{0} D_{y}^{\vartheta_{i}} w_{i}(y)_{0} D_{y}^{\vartheta_{i}} v_{i}(y) d y- \\
& \sum_{i=1}^{n} \int_{0}^{Y} \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) d \varpi d y- \\
& \sum_{i=1}^{n} \int_{0}^{Y} \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) d \varpi d y- \\
& \lambda \int_{0}^{Y} \sum_{i=1}^{n} F_{w_{i}}\left(y, w_{1}(y), \ldots, w_{n}(y)\right) v_{i}(y) d y=0 \tag{2.10}
\end{align*}
$$

for every $V=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in X$.
Let us, define $H_{i}\left(w_{i}(y)\right)=$ $\frac{1}{2} \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) w_{i}(y) \mathrm{d} \varpi \quad+$ $\frac{1}{2} \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) w_{i}(y) \mathrm{d} \varpi$ for all $x \in \mathbb{R}$ and for $1 \leq i \leq n$ where we have used it for our aim in the remain discussions. The key point of this definition is that we use

$$
\begin{align*}
& w_{i}(y)=\int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) \mathrm{d} \varpi \tag{2.11}
\end{align*}
$$

to take Gâteaux derivative of $H_{i}\left(w_{i}(y)\right)$ as follows

$$
\begin{align*}
& H_{i}^{\prime}\left(w_{i}(y)\right)\left(v_{i}(y)\right)= \\
& \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) \mathrm{d} \varpi \\
& +\int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) \mathrm{d} \varpi \tag{2.12}
\end{align*}
$$

## 3 Main result

Before we bring our main result, let us to set the following notations which are key tools in our remain discussion.

$$
\begin{align*}
& \theta_{i}=\max \left\{L_{i}, M_{i}\right\}  \tag{3.13}\\
& M=\max _{1 \leq i \leq n}  \tag{3.14}\\
& \left\{\frac{Y^{2 \vartheta_{i}-1}}{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)-2 \theta_{i} Y^{2 \vartheta_{i}+1}}\right\}  \tag{3.15}\\
& \Upsilon(c)=\left\{\Xi=\left(\varsigma_{1}, \varsigma_{2}, \ldots, \varsigma_{n}\right) \in \mathbb{R}^{n}:\right. \\
& \left.\frac{1}{2} \sum_{i=1}^{n} \varsigma_{i}^{2} \leq c\right\}, c>0  \tag{3.16}\\
& \sigma=\min _{1 \leq i \leq n}\left\{\sigma_{i}\right\}  \tag{3.17}\\
& \sigma_{i}=1-\frac{2 \theta_{i} Y^{2 \vartheta_{i}+1}}{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)},  \tag{3.18}\\
& L=\max _{1 \leq i \leq n}\left\{\frac{Y^{2 \vartheta_{i}}}{\sigma\left(\Gamma\left(\vartheta_{i}+1\right)\right)^{2} \bar{a}_{i}}\right\} \tag{3.19}
\end{align*}
$$

Theorem 3.1. Consider $F:[0, Y] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ as a function in order that $F\left(\cdot, w_{1}, \ldots, w_{n}\right) \in C[0, Y]$, $F(y, \cdot, \ldots, \cdot) \in C^{1}\left(\mathbb{R}^{n}\right)$ and $F(y, 0, \ldots, 0)=0$ for all $y \in[0, Y]$. By the way, let $r>0$ be $a$ constant and $\Omega(y)=\left(\omega_{1}(y), \ldots, \omega_{n}(y)\right)$ a vectorvalued function such that we have
(H0) $\frac{1}{2}<\vartheta_{i} \leq 1 ;$
(H1) $\theta_{i}<\frac{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)}{2 Y^{2 \vartheta_{i}+1}}$;
(H2) $\sum_{i=1}^{n}\left\|\omega_{i}\right\|_{\vartheta_{i}}^{2} \geq 2 r+2 \sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(\omega_{i}(y)\right) d y$;
(H3)

$$
\frac{\int_{0}^{Y} \sup _{\left(\varsigma_{1}, \ldots, \varsigma_{n}\right) \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) d y}{r}
$$

$$
\frac{2 \int_{0}^{Y} F\left(y, \omega_{1}(y), \ldots, \omega_{n}(y)\right) d y}{\sum_{i=1}^{n}\left\|\omega_{i}\right\|_{\vartheta_{i}}^{2}-2 \sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(\omega_{i}(y)\right) d y}
$$

(H4) $\lim \inf _{\forall i:\left|\varsigma_{i}\right| \rightarrow+\infty} \frac{F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right)}{\sum_{i=1}^{n}\left|\varsigma_{i}\right|^{2}}<$
$\int_{0}^{Y} \sup _{\left(\varsigma_{1}, \ldots, \varsigma_{n}\right) \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) d y \overline{\overline{2 L r}}$.

Then, for those $\lambda$ 's being a member of the interval

$$
\begin{gather*}
\Lambda=\left[\frac{\sum_{i=1}^{n}\left(\left\|\omega_{i}\right\|_{\vartheta_{i}}^{2}-2 \int_{0}^{Y} H_{i}\left(\omega_{i}(y)\right) d y\right)}{2 \int_{0}^{Y} F\left(y, \omega_{1}(y), \ldots, \omega_{n}(y)\right) d y}\right. \\
\left.\frac{r}{\int_{0}^{Y} \sup _{\left(\varsigma_{1}, \ldots, \varsigma_{n}\right) \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) d y}\right] \tag{3.20}
\end{gather*}
$$

the system (1.1) has at least three different weak solutions in $X$.

Proof. To establish the above Theorem, we would apply Theorem 2.1. Consider $X=$ $\prod_{i=1}^{i=n} E_{0}^{\vartheta_{i}}$ equipped with the norm $\|W\|_{X}$ defined by (2.9). It can be easily verified that $X$ is a reflexive and separable Banach space. Now, for any given $W=\left(w_{1}(y), \ldots, w_{n}(y)\right) \in X$, we construct the functionals $\Delta, \nabla: X \rightarrow \mathbb{R}$ as follows:

$$
\begin{align*}
& \Delta(W)=\frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(w_{i}(y)\right) \mathrm{d} y \\
& \nabla(W)=\int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y \tag{3.21}
\end{align*}
$$

The functionals $\Delta$ and $\nabla$ are obviously welldefined, Gâteaux differentiable and further, their Gâteaux derivatives are achieved by

$$
\begin{align*}
& \Delta^{\prime}(W)(V)= \\
& \sum_{i=1}^{n} \int_{0}^{Y} a_{i}(y)_{0} D_{y}^{\vartheta_{i}} w_{i}(y)_{0} D_{y}^{\vartheta_{i}} v_{i}(y) \mathrm{d} y- \\
& \sum_{i=1}^{n} \int_{0}^{Y} \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) \mathrm{d} \varpi \mathrm{~d} y \\
& -\sum_{i=1}^{n} \int_{0}^{Y} \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) v_{i}(y) \mathrm{d} \varpi \mathrm{~d} y \\
& \forall V=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in X  \tag{3.23}\\
& \nabla^{\prime}(W)(V)= \\
& \int_{0}^{Y} \sum_{i=1}^{n} F_{w_{i}}\left(y, w_{1}(y), \ldots, w_{n}(y)\right) v_{i}(y) \mathrm{d} y \\
& \forall V=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in X, \tag{3.24}
\end{align*}
$$

as a matter of fact, $\Delta^{\prime}(W), \nabla^{\prime}(W) \in X^{*}$ in where $X^{*}$ is dual space of $X$. It can be easily verified that the functional $\Delta$ is sequentially weakly lower semicontinuous and its Gâteaux derivative does
have a continuous inverse on $X^{*}$. Further, since $\left|k_{1, i}(y, \varpi)\right| \leq L_{i}$ and $\left|k_{2, i}(y, \varpi)\right| \leq M_{i}$ for $0 \leq$ $t, \varpi \leq Y$, one can obtain

$$
\begin{align*}
H_{i}\left(w_{i}(y)\right) & =\frac{1}{2} \int_{0}^{Y} k_{1, i}(y, \varpi) w_{i}(\varpi) w_{i}(y) \mathrm{d} \varpi \\
& +\frac{1}{2} \int_{0}^{y} k_{2, i}(y, \varpi) w_{i}(\varpi) w_{i}(y) \mathrm{d} \varpi \\
& \leq \frac{1}{2} w_{i}(y) Y L_{i}\left\|w_{i}\right\|_{\infty} \\
& +\frac{1}{2} w_{i}(y) t M_{i}\left\|w_{i}\right\|_{\infty} \\
& \leq \frac{1}{2} Y L_{i}\left\|w_{i}\right\|_{\infty}^{2}+\frac{1}{2} Y M_{i}\left\|w_{i}\right\|_{\infty}^{2} \\
& \leq \theta_{i} Y\left\|w_{i}\right\|_{\infty}^{2} . \tag{3.25}
\end{align*}
$$

Inspections on (2.7), (2.8) and (3.21) leads us to

$$
\begin{align*}
& \Delta(W)=\frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(w_{i}(y)\right) \mathrm{d} y \\
& \geq \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \int_{0}^{Y} \theta_{i} Y\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y \\
& =\frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \theta_{i} Y^{2}\left\|w_{i}\right\|_{\infty}^{2} \\
& \geq \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}- \\
& \sum_{i=1}^{n} \frac{\theta_{i} Y^{2} \vartheta_{i}+1}{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)}\left\|w_{i}\right\|_{\vartheta_{i}}^{2} \\
& =\frac{1}{2} \sum_{i=1}^{n}\left(1-\frac{2 \theta_{i} Y^{2} \vartheta_{i}+1}{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)}\right)\left\|w_{i}\right\|_{\vartheta_{i}}^{2} \\
& =\frac{1}{2} \sum_{i=1}^{n} \sigma_{i}\left\|w_{i}\right\|_{\vartheta_{i}}^{2} \\
& \geq \frac{\sigma}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}=\frac{\sigma}{2}\|W\|_{X}, \tag{3.26}
\end{align*}
$$

then $\sigma$ is positive because each $\sigma_{i}$ is positive by assumption (H1), thus

$$
\lim _{\|W\|_{X} \rightarrow+\infty} \Delta(W)=+\infty
$$

hence it is coercive. Now, our next step is to prove the functional $\nabla$ is definitely sequentially weakly upper semicontinuous and its derivative $\nabla^{\prime}: X \rightarrow$ $X^{*}$ is a compact operator. If $\lim _{m \rightarrow+\infty} W_{m} \rightharpoonup W$ in $X$ where $W_{m}(y)=\left(w_{m, 1}(y), \ldots, w_{m, n}(y)\right)$, then
absolutely $W_{m}$ converges uniformly to $W$ on the interval $[0, Y]$. Therefore

$$
\begin{align*}
& \limsup _{m \rightarrow+\infty} \nabla\left(W_{m}\right) \leq \\
& \int_{0}^{Y} \limsup _{m \rightarrow+\infty} F\left(y, w_{m, 1}(y), \ldots, w_{m, n}(y)\right) \mathrm{d} y \\
& =\int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y= \\
& \nabla(W) \tag{3.27}
\end{align*}
$$

hence we are led to this fact that $\nabla$ is sequentially weakly upper semi-continuous. Moreover, it holds

$$
\begin{aligned}
& \lim _{m \rightarrow+\infty} F\left(y, w_{m, 1}(y), \ldots, w_{m, n}(y)\right) \\
= & F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \text { for all } y \in[0, Y]
\end{aligned}
$$

because $F(y, \cdot, \ldots, \cdot) \in C^{1}\left(\mathbb{R}^{n}\right)$. Now, the Lebesgue control convergence theorem yields $\nabla^{\prime}\left(W_{m}\right) \rightarrow \nabla^{\prime}(W)$ strongly, so it results in that $\nabla^{\prime}$ is strongly continuous on $X$. Therefore, $\nabla^{\prime}$ : $X \rightarrow X^{*}$ would be a compact operator.

If we allow $W_{0}(y)=(0, \ldots, 0)$ and $W_{1}(y)=$ $\Omega(y)$ then assumption (H2) implies immediately that

$$
\begin{align*}
& 0<r \leq \frac{1}{2} \sum_{i=1}^{n}\left\|\omega_{i}\right\|_{\vartheta_{i}}^{2}- \\
& \sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(\omega_{i}(y)\right) \mathrm{d} y=\Delta\left(W_{1}\right) \tag{3.28}
\end{align*}
$$

also it is easy to see that $\Delta\left(W_{0}(y)\right)=$ $\nabla\left(W_{0}(y)\right)=0$ by definitions (3.21) and (3.22), which are required assumptions in Theorem 2.1. Eqs. (2.7), (2.8), (3.15) and (3.16), would result in:

$$
\begin{aligned}
& \left.\left.\Delta^{-1}(]-\infty, r\right]\right)=\{W \in X: \Delta(W) \leq r\} \\
& =\left\{W \in X: \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}\right. \\
& \left.-\sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(w_{i}(y)\right) \mathrm{d} y \leq r\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \subseteq\left\{W \in X: \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}\right. \\
& \left.-\sum_{i=1}^{n} \int_{0}^{Y} \theta_{i} Y\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y \leq r\right\} \\
& \subseteq\left\{W \in X: \sum_{i=1}^{n} \frac{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)}{2 Y^{2 \vartheta_{i}-1}}\left\|w_{i}\right\|_{\infty}^{2}\right. \\
& \left.-\sum_{i=1}^{n} \theta_{i} Y^{2}\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y \leq r\right\} \\
& \subseteq\left\{W \in X: \sum_{i=1}^{n}\right. \\
& \left.\underline{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)-2 \theta_{i} Y^{2 \vartheta_{i}+1}}{ }^{2 Y^{2} \vartheta_{i}-1}\left\|w_{i}\right\|_{\infty}^{2} \leq r\right\} \\
& \subseteq\left\{W \in X: \frac{1}{2 M} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\infty}^{2} \leq r\right\} \\
& \subseteq\left\{W \in X: \frac{1}{2} \sum_{i=1}^{n}\left|w_{i}(y)\right|^{2} \leq M r\right. \\
& \\
& \subseteq\left\{\begin{array}{l}
\text { ar }
\end{array}\right. \\
& \text { for all } y \in[0, Y]\} \\
& \subseteq \Upsilon(M r)
\end{aligned}
$$

which leads to the following without postponing

$$
\begin{align*}
& \sup _{\left.W \in \Delta^{-1}(\mathrm{~J}-\infty, r]\right)} \nabla(W)= \\
& \sup _{\left.W \in \Delta^{-1}(\mathrm{~J}-\infty, r]\right)} \int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y \\
& \leq \sup _{\Xi \in \Upsilon(M r)} \int_{0}^{Y} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y \\
& =\int_{0}^{Y} \sup _{\Xi \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y, \tag{3.29}
\end{align*}
$$

and then, from (H3), we would have

$$
\begin{align*}
& \frac{\sup _{\left.\left.W \in \Delta^{-1}(]-\infty, r\right]\right)} \nabla(W)}{r}= \\
& \frac{\sup _{\left.W \in \Delta^{-1}(J-\infty, r]\right)} \int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y}{r} \\
& \leq \frac{\int_{0}^{Y} \sup _{\Xi \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y}{r} \\
& <\frac{2 \int_{0}^{Y} F\left(y, \omega_{1}(y), \ldots, \omega_{n}(y)\right) \mathrm{d} y}{\sum_{i=1}^{n}\left\|\omega_{i}\right\|_{\vartheta_{i}}^{2}-2 \sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(\omega_{i}(y)\right) \mathrm{d} y} \\
& =\frac{\nabla(\Omega(y))}{\Delta(\Omega(y))}=\frac{\nabla\left(W_{1}\right)}{\Delta\left(W_{1}\right)}, \tag{3.30}
\end{align*}
$$

thus, $\sup _{\left.\left.W \in \Delta^{-1}(]-\infty, r\right]\right)} \nabla(W)<r \frac{\nabla\left(W_{1}\right)}{\Delta\left(W_{1}\right)}$ and hence the hypothesis (1) of Theorem 2.1 is valid.

Furthermore, the hypothesis (H4) direct us to set two constants $\mu, \varepsilon \in \mathbb{R}$ with the properties

$$
\begin{equation*}
\frac{\mu}{\sigma}<\frac{\int_{0}^{Y} \sup _{\Xi \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y}{r} \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \Xi \in \mathbb{R}^{n}: F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \leq \frac{\mu}{2 L \sigma} \sum_{i=1}^{n}\left|\varsigma_{i}\right|^{2}+\varepsilon \tag{3.32}
\end{equation*}
$$

for all $y \in[0, Y]$. Then clearly for a fixed $W=$ $\left(w_{1}(y), \ldots, w_{n}(y)\right) \in X$, we have

$$
\begin{equation*}
F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \leq \frac{\mu}{2 L \sigma} \sum_{i=1}^{n}\left|w_{i}(y)\right|^{2}+\varepsilon \tag{3.33}
\end{equation*}
$$

for all $y \in[0, Y]$. Now, we show the coercivity of the functional $\Delta(W)-\lambda \nabla(W)$, suppose $\lambda \in \Lambda$, then bringing into accounts (2.6), (2.7), (3.19), (3.20), (3.31) and (3.33), we would have

$$
\begin{aligned}
& \Delta(W)-\lambda \nabla(W)=\frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}- \\
& \sum_{i=1}^{n} \int_{0}^{Y} H_{i}\left(w_{i}(y)\right) \mathrm{d} y- \\
& \lambda \int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y \\
& \geq \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \int_{0}^{Y} \theta_{i} Y\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y- \\
& \lambda \int_{0}^{Y} F\left(y, w_{1}(y), \ldots, w_{n}(y)\right) \mathrm{d} y \\
& \geq \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \theta_{i} Y^{2}\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y- \\
& \frac{\lambda \mu}{2 L \sigma} \int_{0}^{Y}\left(\sum_{i=1}^{n}\left|w_{i}(y)\right|^{2}\right) \mathrm{d} y-\lambda Y \varepsilon \\
& =\frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \theta_{i} Y^{2}\left\|w_{i}\right\|_{\infty}^{2} \mathrm{~d} y- \\
& \frac{\lambda \mu}{2 L \sigma} \sum_{i=1}^{n}\left\|w_{i}\right\|_{L^{2}}^{2}-\lambda Y \varepsilon \\
& \geq \frac{1}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\sum_{i=1}^{n} \frac{\theta_{i}}{\left(\Gamma\left(\vartheta_{i}\right)\right)^{2} \bar{a}_{i}\left(2 \vartheta_{i}-1\right)}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}
\end{aligned}
$$

$$
-\frac{\lambda \mu}{2 L \sigma} \sum_{i=1}^{n} \frac{Y^{2 \vartheta_{i}}}{\left(\Gamma\left(\vartheta_{i}+1\right)\right)^{2} \bar{a}_{i}}
$$

$$
\begin{aligned}
& \left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\lambda Y \varepsilon \\
& =1 \frac{2 \sum_{i=1}^{n} \sigma_{i}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-}{2 L \mu} \frac{2 L \sigma \sum_{i=1}^{n} \frac{Y^{2 \vartheta_{i}}}{\left(\Gamma\left(\vartheta_{i}+1\right)\right)^{2} \bar{a}_{i}}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\lambda Y \varepsilon}{}
\end{aligned}
$$

$$
\geq \frac{1}{2} \sum_{i=1}^{n} \sigma\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\frac{\lambda \mu}{2} \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\lambda Y \varepsilon
$$

$$
\geq \frac{1}{2}\left(\sigma-\frac{\mu r}{\int_{0}^{Y} \sup _{\Xi \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y}\right)
$$

$$
\times \sum_{i=1}^{n}\left\|w_{i}\right\|_{\vartheta_{i}}^{2}-\lambda Y \varepsilon, \text { since } \quad \text { term }
$$

$$
\left(\sigma-\frac{\mu r}{\int_{0}^{Y} \sup _{\Xi \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \ldots, \varsigma_{n}\right) \mathrm{d} y}\right) \quad \text { is } \quad \text { clearly }
$$

positive from (3.31), then

$$
\begin{equation*}
\lim _{\|W\|_{X} \rightarrow+\infty}(\Delta(W)-\lambda \nabla(W))=+\infty \tag{3.30}
\end{equation*}
$$

Hence, we conclude that $\Delta-\lambda \nabla$ is coercive so the hypothesis (2) of Theorem 2.1 is also established. Then, let us apply Theorem 2.1 and consider that the weak solutions of the model (1.1) are precisely the solution of the equality $\Delta^{\prime}(W)-\lambda \nabla^{\prime}(W)=0$. We result in this fact that the system (1.1) accepts to have at least three distinct weak solutions in $X$ for $\lambda \in \Lambda$ and then the proof is perfect.

## 4 Illustrative example

Let us to discuss on the following nonlinear system of fractional semi-linear partial FredholmVolterra integro-differential equations

$$
\begin{aligned}
& { }_{y} D_{1}^{0.75}\left(\left(1+y^{2}\right)_{0} D_{y}^{0.75} u(y)\right)= \\
& \lambda F_{u}(y, u(y), v(y), w(y))+\int_{0}^{1} \frac{1}{6} y \varpi u(\varpi) \mathrm{d} \varpi \\
& +\int_{0}^{y} \frac{1}{6}(\sinh y) \varpi u(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& u(y)=\int_{0}^{1} \frac{1}{6} y \varpi u(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} \frac{1}{6}(\sinh y) \varpi u(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& { }_{y} D_{1}^{0.8}\left((0.5+y)_{0} D_{y}^{0.8} v(y)\right)= \\
& \lambda F_{v}(y, u(y), v(y), w(y))+\int_{0}^{1} \frac{1}{16} y \varpi v(\varpi) \mathrm{d} \varpi
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{y} \frac{1}{16} y(\sinh y) \varpi v(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& v(y)=\int_{0}^{1} \frac{1}{16} y \varpi v(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} \frac{1}{16} y(\sinh y) \varpi v(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& { }_{y} D_{1}^{0.9}\left((1+y)_{0} D_{y}^{0.9} w(y)\right)= \\
& \lambda F_{w}(y, u(y), v(y), w(y))+\int_{0}^{1} \frac{1}{8} y \varpi w(\varpi) \mathrm{d} \varpi \\
& +\int_{0}^{y} \frac{1}{8} y^{2}(\sinh y) \varpi w(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& w(y)=\int_{0}^{1} \frac{1}{8} y \varpi w(\varpi) \mathrm{d} \varpi+ \\
& \int_{0}^{y} \frac{1}{8} y^{2}(\sinh y) \varpi w(\varpi) \mathrm{d} \varpi, 0<y<1 \\
& w(0)=w(1)=0, v(0)=v(1)=0 \\
& w(0)=w(1)=0
\end{aligned}
$$

where

$$
\begin{align*}
& F(y, u, v, w)=\left(1+y^{2}\right) \times \\
& \left\{\begin{array}{l}
\left(u^{2}+v^{2}+w^{2}\right)^{2} \\
2 \sqrt{u^{2}+v^{2}+w^{2}}, \\
-\left(u^{2}+v^{2}+w^{2}\right), \\
-u^{2}+v^{2}+w^{2} \leq 1
\end{array}\right.  \tag{4.31}\\
& \hline w^{2}>1
\end{align*}
$$

to exclude some important results through Theorem 3.1. The above system enforce us to set $Y=1, \vartheta_{1}=0.75, \vartheta_{2}=0.8, \vartheta_{3}=0.9, a_{1}(y)=$ $1+y^{2}, a_{2}(y)=0.5+y$ and $a_{3}(y)=1+y$. There is no doubt that $F$ is continuous with regards to $t$ and continuously differentiable with regards to $u, v$ and $w$. Also, $F(y, 0,0,0)=0$ and some easy calculations result in that

$$
\begin{align*}
& \bar{a}_{1}=1, \bar{a}_{2}=0.5, \bar{a}_{3}=1, \sigma \cong 0.556043 \\
& M \cong 3.55077, L \cong 20.5695 \tag{4.32}
\end{align*}
$$

Besides, we do not hesitate to define

$$
\begin{gathered}
H_{1}(u(y))=\frac{1}{12} \int_{0}^{1} t \varpi u(\varpi) u(y) \mathrm{d} \varpi+ \\
\frac{1}{12} \int_{0}^{y}(\sinh y) \varpi u(\varpi) u(y) \mathrm{d} \varpi \\
H_{2}(v(y))=\frac{1}{32} \int_{0}^{1} t \varpi v(\varpi) v(y) \mathrm{d} \varpi+
\end{gathered}
$$

$$
\begin{gathered}
\frac{1}{32} \int_{0}^{y} t(\sinh y) \varpi v(\varpi) v(y) \mathrm{d} \varpi \\
H_{3}(w(y))=\frac{1}{16} \int_{0}^{1} t \varpi w(\varpi) w(y) \mathrm{d} \varpi+ \\
\frac{1}{16} \int_{0}^{y} t^{2}(\sinh y) \varpi w(\varpi) w(y) \mathrm{d} \varpi
\end{gathered}
$$

Moreover, $\theta_{1}=L_{1}=M_{1}=\frac{1}{6}, \theta_{2}=L_{2}=M_{2}=$ $\frac{1}{16}$ and $\theta_{3}=L_{3}=M_{3}=\frac{1}{8}$, thus the assumption (H1) is satisfied because of

$$
\begin{gathered}
\frac{2 \theta_{1} Y^{2 \vartheta_{1}+1}}{\left(\Gamma\left(\vartheta_{1}\right)\right)^{2} \bar{a}_{1}\left(2 \vartheta_{1}-1\right)}=0.443957<1, \\
\sigma_{1}=0.556043 \\
\frac{2 \theta_{2} Y^{2 \vartheta_{2}+1}}{\left(\Gamma\left(\vartheta_{2}\right)\right)^{2} \bar{a}_{2}\left(2 \vartheta_{2}-1\right)}=0.307405<1, \\
\sigma_{2}=0.692595 \\
\frac{2 \theta_{3} Y^{2 \vartheta_{3}+1}}{\left(\Gamma\left(\vartheta_{3}\right)\right)^{2} \bar{a}_{3}\left(2 \vartheta_{3}-1\right)}=0.273651<1, \\
\sigma_{3}=0.726349
\end{gathered}
$$

Consider $\omega_{1}(y)=\Gamma(1.25) y(1-y), \omega_{2}(y)=$ $\Gamma(1.2) y(1-y), \omega_{3}(y)=\Gamma(1.1) y(1-y)$ and $r=$ 0.0001 to better apply Theorem 3.1. We see that $\omega_{i}(0)=\omega_{i}(1)=0, i=1,2,3$ and more

$$
\begin{align*}
& { }_{0} D_{y}^{0.75} \omega_{1}(y)=\frac{1}{5}(5-8 y) \sqrt[4]{y}  \tag{4.33}\\
& { }_{0} D_{y}^{0.8} \omega_{2}(y)=\frac{1}{3}(3-5 y) \sqrt[5]{y}  \tag{4.34}\\
& { }_{0} D_{y}^{0.9} \omega_{3}(y)=\frac{1}{11}(11-20 y) \sqrt[10]{y} \tag{4.35}
\end{align*}
$$

then, we are let to

$$
\begin{align*}
& \left\|\omega_{1}(y)\right\|_{0.75}^{2} \cong 0.158153 \\
& \left\|\omega_{2}(y)\right\|_{0.8}^{2} \cong 0.138783 \\
& \left\|\omega_{3}(y)\right\|_{0.9}^{2} \cong 0.318772 \tag{4.36}
\end{align*}
$$

by some direct calculations, therefore, $\left\|\omega_{1}(y)\right\|_{0.75}^{2}+\left\|\omega_{2}(y)\right\|_{0.8}^{2}+\left\|\omega_{3}(y)\right\|_{0.9}^{2} \cong \quad 0.145889$. On the other hand, by some not difficult integrations, we obtain:

$$
\begin{aligned}
& H_{1}\left(\omega_{1}(y)\right)=\frac{1}{144}(y-1) y^{2} \Gamma\left(\frac{5}{4}\right)^{2} \\
& \quad \times\left(y^{2}(3 y-4) \sinh (y)-1\right)
\end{aligned}
$$

$$
\begin{aligned}
& H_{2}\left(\omega_{2}(y)\right)=\frac{1}{384}(y-1) y^{2} \Gamma\left(\frac{6}{5}\right)^{2} \\
& \quad \times\left(y^{3}(3 y-4) \sinh (y)-1\right) \\
& H_{3}\left(\omega_{3}(y)\right)=\frac{1}{192}(y-1) y^{2} \Gamma\left(\frac{11}{10}\right)^{2} \\
& \quad \times\left(y^{4}(3 y-4) \sinh (y)-1\right)
\end{aligned}
$$

then

$$
\begin{aligned}
2 \int_{0}^{1}\left(H_{1}\left(\omega_{1}(y)\right)\right. & \left.+H_{2}\left(\omega_{2}(y)\right)+H_{3}\left(\omega_{3}(y)\right)\right) \mathrm{d} y \\
& =0.00299678
\end{aligned}
$$

thus satisfying the condition (H2) of Theorem 3.1 is clarified. Now, having a look at definition (4.31) and bringing into account $\omega_{1}^{2}(y)+\omega_{2}^{2}(y)+$ $\omega_{3}^{2}(y)<0.17$ for all $y \in[0, Y]$, we conclude the following inequality

$$
\begin{align*}
& \frac{\int_{0}^{1} \sup _{\left(\varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right) \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right) \mathrm{d} y}{r}= \\
& \frac{16}{3} M^{2} r \cong 0.0753051<0.186711 \cong \\
& \frac{2 \int_{0}^{1} F\left(y, \omega_{1}(y), \omega_{2}(y), \omega_{3}(y)\right) \mathrm{d} y}{\binom{\left\|\omega_{1}(y)\right\|_{0.75}^{2}+\left\|\omega_{2}(y)\right\|_{0.8}^{2}+\left\|\omega_{3}(y)\right\|_{0.9}^{2}}{-2 \int_{0}^{1}\left(H_{1}\left(\omega_{1}\right)+H_{2}\left(\omega_{2}\right)+H_{3}\left(\omega_{3}\right)\right) \mathrm{d} y}} \tag{4.37}
\end{align*}
$$

so, the condition (H3) of Theorem 3.1 holds too. Eventually, obviously

$$
\begin{align*}
& \liminf _{\left|\varsigma_{1}\right| \rightarrow+\infty,\left|\varsigma_{2}\right| \rightarrow+\infty,\left|\varsigma_{3}\right| \rightarrow+\infty} \frac{F\left(y, \varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right)}{\left|\varsigma_{1}\right|^{2}+\left|\varsigma_{2}\right|^{2}+\left|\varsigma_{3}\right|^{2}} \\
& =-1<0.0183051 \cong \\
& \frac{\int_{0}^{1} \sup _{\left(\varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right) \in \Upsilon(M r)} F\left(y, \varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right) \mathrm{d} y}{2 L r} \tag{4.38}
\end{align*}
$$

Thus, the condition (H4) of Theorem 3.1 is satisfied. Therefore, based on Theorem 3.1 the nonlinear system (4.31) does have at least three distinct weak solutions in the space $E_{0}^{0.75} \times E_{0}^{0.8} \times E_{0}^{0.9}$ for each $\lambda \in] 5.35586,13.2793[$.
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