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Abstract

Network data envelopment analysis (NDEA) is one of the most important branches of data envel-
opment analysis (DEA) that is employed in order to performance measurement of decision making
units (DMUs) with internal or network structures. In this study, the window network data envelop-
ment analysis (WNDEA) model will be proposed, that is capable to be used in the presence of panel
data. Additionally, the proposed model is applied to evaluate the dynamic efficiency of 5 investment
companies in Tehran stock exchange during the period from 2013 to 2017. Experimental results show
that the proposed window network DEA model is effective and employing this model increases the

reliability of the results.

Keywords :
Efficiency; Investment Company.

Network Data Envelopment Analysis; Two-Stage Structure; Window Analysis; Dynamic

1 Introduction

Indow analysis, as presented by Charnes et
W al. [5] is a non-parametric panel approach
that can be used to handle cross-sectional and
time-varying data investigate the dynamic effi-
ciency. Applying the window data envelopment
analysis (WDEA) can help the decision maker
(DM) to examine the dynamic changes of the effi-
ciency of each decision making unit (DMU) com-
prehensively over time. Under the WDEA ap-
proach, the performance of a DMU in a period
can be contrasted with the performance of other
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DMUs as well as with its own performance in
other periods. In other words, by employing this
method, DM can assess the efficiency of different
DMUs in different periods through a sequence of
overlapping windows. Significantly, the number
of DMUs is increased thus using this approach
enhances the discriminating power by increasing
the number of decision making units when a lim-
ited number of DMUs is available. With respect
to these features and advantages, WDEA is used
by many researchers. In following, some practi-
cal studies that apply the window DEA approach
to dynamic performance assessment of DMUs are
introduced. Webb [24] used window DEA model
for measuring the relative efficiency levels of large
UK retail banks in the period 1982-1995. Yang
and Chang [26] employed DEA window analysis
technique for efficiency measurement of Taiwans
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integrated telecommunication firms over the pe-
riod 2001-2005. Since there were only three firms,
window data envelopment analysis approach was
utilized by researchers to increase the number of
decision-making units so that the discriminating
power can be increased. Pulina et al. [21] exam-
ined the relationship between size and efficiency
of hotels across all of the 20 regions in Italy ap-
plying a window DEA approach. Salem Al-Eraqi
et al. [22] applied DEA window analysis in order
to investigate the efficiency of 22 cargo seaports
situated in the regions of East Africa and Mid-
dle East based on the panel data for the period
from 2000 to 2005. Hemmasi et al. [11] evalu-
ated the performance of Iranian wood panels in-
dustry using window DEA approach based on a
free oriented slack-based measure (SBM) model.
Pjevevi et al. [20] utilized DEA window analysis
to measure the efficiency of ports and to inves-
tigate the possibility of changes in the port effi-
ciency over time. Wang and Zhang [23] applied
window DEA model to determine the energy and
environmental efficiency of 29 Chinas administra-
tive regions in the period 2000-2008. Wu et al.
[25] used super-efficiency DEA and window anal-
ysis approaches to dynamically evaluate circular
economy efficiency of 30 regions in China during
the period of 2005-2010. Arefrad and Alipoor [2]
assessed the performance of Guilan Refah bank
branches using window data envelopment analy-
sis for the period from 2011 to 2013. Al-Refaie et
al. [1] estimated the efficiencies of blowing ma-
chines in plastics industry using window data en-
velopment analysis. Ohe and Peypoch [15] mea-
sured the efficiency of Japanese ryokans apply-
ing the window DEA covering the period 2005-
2012. Jia and Yuan [12] used DEA window anal-
ysis model for measuring the operational efficien-
cies of multi-branched public hospitals in China.
Flokou et al. [9] evaluated the efficiency of the
public hospital sectors in Greece for the period
from 2009 to 2013 applying window DEA. Chen
et al. [7] applied window data envelopment anal-
ysis for measuring the energy efficiency of Chinese
Yangtze River Deltas 15 cities in the period 2009—
2013. Halkos and Polemis [10] integrated radial
and non-radial efficiency measurements in a win-
dow data envelopment analysis framework for es-
timating the efficiency of the power generation
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sector in the USA states. One of the drawbacks
of classical window DEA models is the neglect
of internal or linking activities. In other words,
the DMU is considered as black-box system and
the operations and interrelations of the processes
within the system are neglected. For eliminating
this issue, the window network DEA approach
must be used instead of window DEA approach.
Because, network DEA models can measure the
efficiencies of system and process at the same
time, and derive mathematical relationships be-
tween them, based on which the most effective
way to improve the efficiency of a DMU can be
identified. The rest of this paper is organized as
follows. The modeling of network data envelop-
ment analysis for two-stage process with added
inputs to the second stage will be explained in
Section 2. Then, by applying the window analy-
sis technique, the window network data envelop-
ment analysis model will be proposed in Section
3. The proposed window two-stage DEA model
in this study will be implemented for performance
assessment of an investment company in Section
4. Finally, the conclusions of this research are
given in Section 5.

2 Two-Stage Network Data En-
velopment Analysis

Network DMUs have various types of structure
such as basic two-stage, general two-stage, se-
ries, parallel, mixed, hierarchical, and dynamic.
It should be noted that among the structures
that have been mentioned, the two-stage struc-
ture has been widely discussed in the NDEA lit-
erature [13]. Accordingly, in this study, window
network DEA model will proposed based on ex-
tended two-stage structure presented in Fig. 1.
As can be seen in Fig. 1, the network structure
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Figure 1: Extended Two-Stage Process
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is a two-stage process with added inputs to the
second stage, where there is a set of r; homoge-
nous DMU;(j = 1,---,n) that each DMU has I
inputs a;;(i = 1,-- -, I) in the first stage, G inter-
mediate variables v4;(¢g = 1,---,G) that linking
first stage and second stage, H additional inputs
nnj(h =1,---, H) in the second stage and finally
R outputs f3,j(r =1,---, R) in the second stage.

Note that the NDEA models, like the classic
DEA models could be proposed based on differ-
ent return to scale (RTS) including constant re-
turn to scale (CRS) and variable return to scale
(VRS) assumptions that presented by Charnes et
al. [6] and Banker et al. [3], respectively. Since,
the VRS is a realistic assumption in different ap-
plication and real word problems, the modeling of
NDEA in this section and subsequently modeling
of WNDEA in next section are presented under
VRS assumption.

Table 1: The Value of Parameters in WNDEA Model

Parameters Value
Number of DMUs 5
Number of Periods 5
Width of Window 2
Number of Windows 4
Asset Turnover
Financial Fees Stage 1 Stage 2
Net Asset Value Average Return
Qperational Portolio.  |——>
Management Management
General & Process Process
Fees

Standard Deviation

Figure 2: Extended Two-Stage Process

Now, after providing the necessary preliminar-
ies, modeling the network data envelopment anal-
ysis based on additive efficiency decomposition
approach that presented by Chen et al. [8], will
be discussed. Acording to the BCC model that
intruduced by Banker et al. [3], the efficiency
scores based on varibele return to sclae assum-
tion for DMU under investigation in the stages 1
and 2 can be estimated by the following Models
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(2.1) and (2.2), respectively:
G 1
1 Dg—1 WeYgp + )
0, = Max g 7 ,
i=1 Vi%p
G 1
L WeYei + ¥ (2.1)
S. t. 29‘1] T <,
> i1 Vit
=1 J
vi,wg > 0, Vi,g.
and
R
IR v Y
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R 2
i UpBr + W
S.t. —& 2 Ul — <1, Vj,
29:1 WeVgj + Dh=1 Kninj
wivkhaur > 07 Vg,h,?".
(2.2)
Based upon the idea of Chen et al. [8], the

overall efficiency of the two-stage process with
added inputs to the second stage will be defined
as Eq. (2.3):

Op = MO, + A0
G
Y <Zg:1 WyYgp + W;)

S vickip

R 2
U + v
+ )\2 ( G ZT?I TlBrp H L ) (23)
29:1 WyYgp + D h—1 KnTnp

Note that in Eq. (2.3), A\; and Ao are user-
specified weights such that A1 + Ao = 1 . In other
words, A1 and Ay are the relative importance of
the performances of first stage and second stage,
respectively, to the overall performance of the
decision-making unit. Accordingly, the overall ef-
ficiency of the process is calculated by solving the
Model (2.4) as follows:

G
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(2.4)
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Table 2: The Results of Window Network DEA Model - Overall

ICs Windows 2013 2014 2015 2016 2017 Average
5*IC 01 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 1 1
Window 4 1 1 1
Average 1 1 1 1 1 1
5*IC 02 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 1 1
Window 4 1 0.99290 0.99645
Average 1 1 1 1 0.99290  0.99858
5*IC 03 Window 1  0.99690 0.83923 0.91807
Window 2 0.82803 1 0.91402
Window 3 1 0.59596 0.79798
Window 4 0.68208 0.75637 0.71923
Average 0.99690 0.83363 1 0.63902 0.75637 0.84518
5*IC 04 Window 1 1 1 1
Window 2 1 0.71294 0.85647
Window 3 0.64944  0.50507 0.57725
Window 4 0.59205 0.59205 0.59205
Average 1 1 0.68119 0.54856 0.59205 0.76436
5*IC 05 Window 1 1 1 1
Window 2 1 0.84627 0.92314
Window 3 0.87239 0.87877 0.87558
Window 4 0.83742 1 0.91871
Average 1 1 0.85933  0.85809 1 0.94348
As it can be seen in Model (2.4), this model Zf:l urfBrj + 03 Vi
cannot be turned into a linear program (LP) by Zgazl WyYgj + Zthl Kning .

applying the usual Charnes and Cooper [4]. For

.. . .. Ui,UJg,kh,Ur > 07 v7:7gah77¢'
eliminating this issue, Chen et al. [8] suggested

and as Eq. (2.5) Eq. (2.6), respectively: Now, by applying Charnes and Cooper [4]
transformation, Model (2.7) is equivalent to
- Yio Vitip Model (2.8):
1= =7 — e T (2.5)
Do Vidip + 29:1 Wy Ygp + D=1 KhThp
Z?=1 WgYgp + Zthl knnnp ¢ R
A= 6 _ 1 2
! Zgzl vip + Egczl WyYgp + Zthl krnhp 26) 919 =Max Z WeYgp + \IJP + Z UTBTP + \pr’
g:l r=1
. . R €] H
Thus, by utilizing the above equations, Model
(2.4) will be converted to Model (2.7) as follows: St X; Vip F Z; Wy Ygp + ; Fntinp = 1,
i= g= =
“ + UL+ w8y, + 02 S S 1 :
0, =Max ZRg:1 “o Gp Lot I:Tp £ ng%’j - Zviaij + \ij <0 Vj
Dis1 Vitip + 3001 WeYgp + D=1 KnTiap g=1 =1
G L R G
LWy TV
S.t. 29—1[ VT T o v, D By =D wyvgs
Zi:l Vg r=1 g=1

(2.7) . . (2.8)
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Table 3: The Results of Window Network DEA Model - Stage 1

ICs Windows 2013 2014 2015 2016 2017 Average

5*1C 01 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 1 1
Window 4 1 1 1
Average 1 1 1 1 1 1

5*1C 02 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 1 1
Window 4 1 0.99290 0.99645
Average 1 1 1 1 0.99290  0.99858

5*IC 03 Window 1  0.99690 0.98337 0.99014
Window 2 1 1 1
Window 3 1 0.59596 0.79798
Window 4 0.94198 0.75637 0.84917
Average 0.99690 0.99168 1.00000 0.76897 0.75637 0.90278

5*IC 04 Window 1 1 1 1
Window 2 1 0.71294 0.85647
Window 3 0.74897 0.50507 0.62702
Window 4 0.86928 0.86928 0.86928
Average 1 1 0.73096 0.68717 0.86928 0.85748

5¥IC 05 Window 1 1 1 1
Window 2 1 1 1
Window 3 0.87239 0.87877 0.87558
Window 4 1.00000 1 1.00000
Average 1 1 0.93619 0.93938 1 0.97512

H G 1
_ Z Fniing + \Ilf, <0 vj St Zg:llwg'YgJ + v, <1 v
prt D iz Vit
Vi, Wy, kp, ur >0 Vi, g, h,r. 27{11 UrBrj + ‘1’12, <1 Vi
e T <1, ¥
D g1 WgVgj + D=1 KnTk;
It should be noted that the optimal multipli- G , 1 R 2
ers that are solved from Model (2.8) may not be zg:l Wo'tas Wy ¥ 2y U Ty =

unique. As a result, the decomposition of the
overall efficiency defined in Eq. (2.3) would not
be unique. Kao and Hwang [14] suggested an ap-
proach to find a set of multipliers which produces
the maximum efficiency score for stage 1 (or stage
2) while maintaining the overall efficiency score.
By assuming that the efficiency of the stage 1 is
more important for the decision maker (DM), O}
will be estimated by solving Model (2.9) while
calculating the ©, by Model (2.8).

G
Zg:l WyYgp + ‘1’;1)

i=1 Vilip

©, =Max (2.9)

I G H
Dim1 Vilip + 3001 WeVgp + 2 op—1 FnTlkp
Vi, Wy, kp,ur >0 Vi, g,h, 7.

Since Model (2.9) is a linear fractional pro-
gram, using the transformation of Charnes and
Cooper [4], this model will be equivalent to Model
(2.10):

G

@}1, =Max Z WgYgp + \1111,,
g=1

. (2.10)
S.t. Z v, = 1,
i=1

*

p?
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Table 4: The Results of Window Network DEA Model - Stage 2

1Cs Windows 2013 2014 2015 2016 2017 Average
5*IC 01 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 1 1
Window 4 1 1 1
Average 1 1 1 1 1 1
5%IC 02 Window 1 1 1 1
Window 2 1 1 1
Window 3 1 0.64790 0.82395
Window 4 0.45024 0.50000 0.47512
Average 1 1 1 0.54907 0.50000 0.80981
5*1C 03 Window 1  0.99690 0.75693 0.87692
Window 2 0.78612 1 0.89306
Window 3 1 0.59596 0.79798
Window 4 0.14049 0.75637 0.44843
Average 0.99690 0.77153 1 0.36822 0.75637 0.77861
5*1C 04 Window 1 1 1 1
Window 2 1 0.71294 0.85647
Window 3 0.47368 0.50507 0.48937
Window 4 0.08573 0.08573 0.08573
Average 1 1 0.59331 0.29540 0.08573 0.59489
5*1C 05 Window 1 1 1 1
Window 2 1 0.75042 0.87521
Window 3 0.87239 0.87877 0.87558
Window 4 0.83405 1 0.91702
Average 1 1 0.81140 0.85641 1 0.93356

Table 5: The Average Efficiency Score and Ranking of Investment Companies

2*1Cs Overall Stage 1 Stage 2
Average Efficiency Rank Average Efficiency Rank Average Efficiency Rank

1C 01 1 1 1 1 1 1
IC 02 0.99858 2 0.99858 2 0.80981 3
IC 03 0.84518 4 0.90278 4 0.77861 4
IC 04 0.76436 5 0.85748 5 0.59489 5
IC 05 0.94348 3 0.97512 3 0.93356 2
G I H

S wgrg — 3 viai + WL <05, " kniny ) + Wh+ W2 = O},
g=1 i=1 h=1

Vi, Wy, kp,ur >0 Vi, g,h,7.

R G
Uy Bri — WqYgi
; B ; 9 After calculating @11,* using the Model (2.10),
H the efficiency score of the stage 2 is obtained from
= kwng + ¥ <0,V Eq. (2.11):
h=1

G R G
> Wy + Y urbrp — 6} ( > Wy
g=1 r=1 g=1

* * (1%
0; — Aj0L

@2* —
p )\3

(2.11)

Alternatively, if the efficiency of the stage 2 is
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more important for the DM, @% will be estimated
by solving the Model (2.12) while calculating the
©,, by Model (2.8).

Zf:l UrBrp + \IJ?]
25:1 WgYgp + ZiIL{:I knnnp
chzl WgYgj + \1'117
Yoy vicij
SEwBi ¥y,
Zg:l WyYgs + D=1 Knk;
25:1 WgYgp + ‘11117 + Ef:l wrBrp + \Il?)
Zf:1 Vi Qip + Engl WyYgp + ZhH:I knnkp
Vi, Wy, kn,ur >0 Vi, g,h,r

6129 =Max

S.t. <1, Vj,

=0

P

(2.12)

Like the previous fractional models in this sec-
tion, by employing the Charnes and Cooper [4]
transformation, Model (2.12) will be equivalent
to Model (2.13):

R
@12, =Max Z Uy Brp + \1112,,

r=1

G H
S.t. ngygp + Z khnhp = 1,
g=1 h=1

G I
ng’ygj — Z V; Qi + \Ile, <0 Vj,
g=1 i=1
R G
Z UrBrj — Z Wggj
r=1 g=1
H
= knnny + W5 <0, Yy,
h=1

G R I
S i £ S ey (z )
g=1 r=1 i=1

+ 0,4+ U2 =03,
Vi, Wy, kp,ur >0 Vi,g,h, 7.
(2.13)

Finally, after @12,* is calculated from the Model
(2.13), the efficiency score of the stage 1 is ob-
tained from Eq. (2.14):

0, — )\’2‘@127*
Al
It should be noted that the two-stage data en-

velopment analysis models presented in this sec-
tion are input-oriented. The window network

0, = (2.14)
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data envelopment analysis model for a two-stage
process with added inputs to the second stage un-
der VRS assumption will be proposed in the next
section.

3 Window Network Data Envel-
opment Analysis

The combination of window analysis approach
and DEA models is a very applicable and useful
methodology to investigate the dynamic changes
of the efficiency of each DMU comprehensively,
both horizontally and vertically. The goal of this
section is to propose window network DEA model
for dynamic performance measurement of net-
work DMUs that is capable to be used in the
presence of panel data for performance appraisal
of DMUs with network structure.
propose WNDEA model, consider an extended
two-stage process with added inputs to the sec-
ond stage as depicted in Fig. 1, as well as the
indices, parameters and variables that introduced
in previous section. Note that, in window analysis
methodology, the same DMU in different period
of time are considered as entirely different DMUs
and moving average approach is used to choose
different reference sets in order to measure the
relative efficiency of each DMU.

In order to

Accordingly, consider a set of r; DMUs with
two-stage structure in T'(t = 1,---,T) period of
time. Let indices of gz denote the window start
at the time point of ¢ and the width of window
is 2(1 < z < T —gq), Ay is the set of DMUs
that exists in window with characteristics of gz.
The window two-stage DEA model for measuring
the overall efficiency of the process is proposed as
Model (3.15):

G R
®pqz =Max Z WgYgpqz + \Il;;qz + Z ’U/rB'rpqz + \1112)(12,
g=1 r=1
R G H
S.t. Z ViQipgz + Z Wy Ygpgz + Z knMnpg: = 1,
i=1 g=1 h=1

G I
ng’ngt - Zvioéz'jt + W <0 Vit € Ags
g=1 =1

R G
E UrBrjt — E WgYVgjt
r=1 g=1

(3.15)
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H
= knmnje+ U <0 Vit € Ags
h=1

viswg, knyur >0 Viyg, h,r.

As the previous section, if first sub process is as-
sumed to be more important, ©1(pgz) will be cal-
culated by solving the Model (3.16) while measur-
ing the ©*(pgz) by Model (3.15).

G

1 1
epqz =Max E WoVgpgz T Vpgz
g=1

I
S.t. Z Villipgz = 1,
i=1

G I
E WyYgjt — E Vit
g=1 i=1

(3.16)

1
+ \Ilpqz

R G
g urﬁ'rjt - § WgqYgjt
r=1 g=1
H

- Z Kntnjt + \1]12%12 <0,Vj,t € Age,
h=1

G R
Z WgYgpgz + Z Urﬁrpqz
g:]_ r=1

SO vj7t€Aq27

G H
- e;qz Z WyYgpqz + Z knhpq-
g=1 h=1
+ V0, + V2

_ *
Pz pgz — epqz’
Vi, Wy, kp,ur >0 Vi, g, h,r.

And the efficiency of the second sub process is
calculated by Eq. (3.17):

9* L — )\*@1*2
@12922’ = - )\*1 - (317)
2

In a similar manner, if second sub process is as-
sumed to be more important, @%qz will be esti-
mated by solving the Model (3.18) while measur-
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ing the ©F_. by Model (3.15).

Pqz
R
@ng =Max Z UrBrpgz + \Iff)qz,
r=1
G H
S.t. Z WqVgpqz + Z khnhpqz = 1,
g=1 h=1
G I
Z WyTYgjt — Z Viiji
g=1 i=1
+ W, <0 Vi L€ Ag,
R G H
D urBrit = Y Welajt — Y kniins
r=1 g=1 h=1
+U2. <0, Vi t€E A,

G R
Z WgYgpgz + Z Urﬁrpqz
g=1 r=1

I
*
- G)pqz E viaipqz
=1

1 2
+ Upge + Vpge = @;qz’
'Uz'awgak'haur >0 Vi,g,h,r.

(3.18)

And the efficiency of the first sub process is
then calculated as follows:
gr  _— )\*@2*
Op, = 122 le paz (3.19)
It should be noted that applying the WNDEA
model required to choose the window and the
number of windows depends on the time span
considered. A real-life case study from financial
market is applied to demonstrate the applicabil-
ity, efficacy and effectiveness of the proposed WN-
DEA model.

4 Application: Investment

Company

In this section the presented WNDEA model
of this research, will be implemented for 5 in-
vestment companies (ICs) from Tehran stock ex-
change. ICs are one of the most important finan-
cial institutions in the capital market that invest
the money received from investors on a specific
investment plan, and each investor will be shared
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in the investment incomes and risks in proportion
to his/her interest in the ICs [16]. As a result, the
activities of investment companies can be viewed
as a two-stage process that the management of
1Cs seeks to attract funds from investors in stage
1, and focuses on the optimal portfolio construc-
tion in stage 2. Fig. 2 depicts the empirical frame-
work of the activities of 1Cs.

As shown in Fig. 2, the overall efficiency of the
ICs is decomposed into two stages that the first
stage indicates the operational management pro-
cess and the second stage indicates the portfolio
management process. In the first stage, two in-
put variables including financial fees and general
and administrative fees are considered. Net as-
set value (NAV) is the intermediate measure that
is linking first and second stage. In the second
stage, asset turnover and standard deviation of
the returns are the input variables and average
return is the output variable.

Now, for employing the WNDEA model in or-
der to performance assessment of 5 ICs from
Tehran stock exchange during the period 2013—
2017, a 2 year window width was chosen and
therefore four overlapping windows will be an-
alyzed over the 5 year study period. The value
of parameters that used in WNDEA model are
given in Table 1.

Now, by assuming that the first stage is more
important for DM, the results of window network
DEA model for overall, stage 1 and stage 2, will
be calculated using Model (3.15), Model (3.16)
and Equation (3.17), respectively. It should be
noted that LINGO software was used for solving
all models. Accordingly, Tables 2 to 4, present
the overall, first stage and second stage efficiency
based on WNDEA approach, respectively.

As can be seen in Tables 2 to 4, in addition
to calculating the efficiency of each IC per win-
dow, three types of average efficiency including
the average efficiency scores of ICs for all years,
the average efficiency scores of ICs for all windows
and the average of all efficiency scores for each IC
are measured. Accordingly, in order to evaluate
and rank all ICs comprehensively, the average of
all efficiency scores for each IC are extracted from
Tables 2 to 4 and summarized in Table 5.

Numerical assessment of the proposed window
network DEA model during period from 2013 to
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2017 reveals that the presented model is able
to highlight the investment companies that may
have managed their portfolios well. Also, which
of the two-stage including operational manage-
ment process and portfolio management process,
may have been the contributory factor to their
good or bad performance.

With respect to the results from WNDEA
model, the IC 01 is the best investment company
in comparison to other ICs in period 2013-2017.
It should be noted that the introduced informa-
tion of Table 5 can help investors to make in-
formed decisions and enables administrators of
investment companies to judge how well their
portfolio managers have performed relative to
their competitors over the period 2013-2017.

5 Conclusion

This study presents a window network data en-
velopment analysis model based on additive effi-
ciency decomposition and VRS assumptions for
assessing the relative performance of investment
companies. It should be noted that this WNDEA
model is presented for extended two-stage struc-
ture with added inputs to the second stage. The
applicability of the WNDEA model is demon-
strated by performance measurement of 5 invest-
ment companies from Tehran Stock Exchange
across the period 2013-2017. For future research,
the WNDEA method can be extended based on
uncertainty programming approaches for dealing
with uncertain panel data (for more details see
[17, 18, 19]). Moreover, the window network DEA
model can also be applied to other financial in-
stitutions with network structure, such as banks
and insurance companies.
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