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#### Abstract

Burgers equation is a simplified form of the Navier-Stokes equation that represents the non-linear features of it. In this paper, the transient two-dimensional non-linear Burgers equation is solved using the Lattice Boltzmann Method (LBM). The results are compared with the Modified Local Crank-Nicolson method (MLCN) and exact solutions. The LBM has been emerged as a new numerical method for solving various physical problems. Compared with the traditional computational approaches, the LBM has many outstanding advantages, such as its algorithmic simplicity, parallel computation and easy handling of complicated boundary conditions. Two examples, distinguished by different initial conditions, are solved using the LBM and the MLCN method and the accuracy of these two methods at various Reynolds numbers are analyzed. Also, the effects of different numbers of particle velocities on the accuracy of the LBM are evaluated. The results show that at higher Reynolds numbers the accuracy of the LBM is higher than the MLCN method.
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## 1 Introduction

THe main problem concerned with computing the fluid dynamic problems arises from the inability to efficiently balance the non-linear convection terms and the diffusion term [1] in the Navier-Stokes equations. The nonlinear Burgers equation is a simplified form of the NavierStokes equations where the pressure and con-

[^0]tinuity terms have been omitted, and the remained equation is a mixture of convection and diffusion terms only. This equation has found a wide range of applications in engineering and physics. It is used as a generic model for turbulence, boundary layer flow, shock wave, gas dynamics, plasma dynamics, longitudinal elastic waves in an isotropic solid, acoustic attenuation in fog, continuum traffic simulation, shallow water waves, and the chemical reaction-diffusion model of Brusselator [2]-[11]. In addition, this equation is a simple model to investigate the fluid suspensions or colloids under the effect of gravity [12, 13]. There are several branches of science including chemistry, biology, mathematics, communication, solid-state physics, plasma
physics, chemical physics and nonlinear physics, which use high-dimensional forms of this equation [14]-[17]. The Burgers equation was first introduced by Bateman [18]. He solved this equation in its one-dimensional form using a simple solution procedure. Later, Burgers used the Batmans method as a simplified model to interpret the theory of turbulence [19]. Using the onedimensional form of this equation, Cole [20] and Hopf [21] found that it can represent the typical features of the shock wave theory. Miller [22] presented an analytical solution for Burgers equation using the series solution. Due to its tremendous applications mentioned above, many numerical approaches have been developed to solve this equation such as the finite element method [23], moving finite element scheme [24], mixed finite element technique [25], finite difference method [26]-[28], Chebyshev spectral collocation methods [29], collocation procedures using cubic Bspline [30] and Adomian decomposition method [31]. The local Crank-Nicolson (LCN) and the modified local Crank-Nicolson (MLCN) methods were introduced by Abduwali [32, 33] for the solution of heat conduction equation. Huang and Abduwali [34] solved the one and two-dimensional Burgers equations using the MLCN method. The MLCN method leads to several block matrices through the transformation of the partial differential equation (PDE) into ordinary differential equations (ODE) and thus simplifies the calculations. The salient feature of the MLCN method is the fact that it solves the equations directly without using any transformations like the HopfCole transformation. The conventional CrankNicolson method is an implicit method, which is based on the central difference in space and the trapezoidal rule in time giving second-order convergence in time [35]. The MLCN transforms the PDE into several ODEs and uses the Trotter product formula of the exponential for the approximation of the coefficient matrix of these ODEs. It also separates the coefficient matrix into some small-block matrices. In addition, the MLCN method employs the conventional Crank-Nicolson method to advance the solution in time. Therefore, unlike the conventional Crank-Nicolson method the MLCN is explicit and unconditionally stable. The Lattice Boltzmann method (LBM) can be regarded either as an extension of the lattice gas cellular
automata (LGCA) or as a special discrete form of the Boltzmann equation for the kinetic theory [36].

Unlike the conventional numerical methods, which are based on the discretization of PDEs describing macroscopic conservation laws, the LBM is based on the solution of the discrete-velocity Boltzmann equation. It describes the microscopic picture of particles movements in an extremely simplified way, while on the macroscopic level it gives a correct average description [37, 38]. The LBM has been developed to simulate both linear and nonlinear PDEs such as wave equation [39], Burgers equation [40]-[43], Korteweg de Vries (KdV) equation [44] and Lorenz equation [45]. In [41], the LBM was developed for the solution of the one-dimensional Burgers equation with a 2-bit model where using the Taylor expansion and multi-scale analysis, the modified Burgers equation was recovered from the Lattice Boltzmann equations (LBEs), and the local equilibrium distribution functions were obtained. Gao [46] used a 3-bit model for the solution of the Burgers equation, where the errors were found to be smaller than those in Ref [39]. Duan and Liu [47] solved the two-dimensional Burgers equation with the LBM (4-bit) model. Zhang and Yan [48] used the LBM (5-bit) and the LBM (7-bit) for the solution of one and two-dimensional Burgers equations. Although there have been several methods for solving the Burgers equations (as mentioned above), to the authors best of knowledge, a comprehensive comparison between the accuracy of these methods especially at different Reynolds numbers has not been carried out. As such, in this paper, the two-dimensional Burgers equations are solved using different LBM models and the MLCN method for different Reynolds numbers, the results are compared with the exact solution counterparts and the accuracy of these methods are evaluated.


Figure 1: a.b Diagrammatic sketch of squares lattice, c. regular hexagon


Figure 2: Profile of $u$ for exampleI for $\mathrm{T}=0.03, \mathrm{~T}=0.1, \mathrm{~T}=0.3$ and $\Delta t=0.0013$ and $\mathrm{Re}=10$.


Figure 3: Contours of $u$ for Example I of Case I, (a) Contours of the exact solution result, (b) Contours of the LBM(4-bit) result, (c) Contours of the $\operatorname{LBM}$ (5-bit) result and (d) Contours of the LBM (7-bit) result.


Figure 4: Contours of v for Example I of Case I, (a) Contours of the exact solution result, (b) Contours of the LBM(4-bit) result, (c) Contours of the $\operatorname{LBM}$ (5-bit) result and (d) Contours of the LBM (7-bit) result.


Figure 5: Velocity vectors of $(u, v)$ for Example I of Case I, (a) for the exact solution result, (b) for the $\operatorname{LBM}(7$-bit) result.


(c) $\mathrm{LBM}(7$-bit) model

Figure 6: Contours of $V=\sqrt{u^{2}+v^{2}}$ for Example I of Case I, (a) Contours of the exact solution result, (b) Contours of the MLCN method, (c) Contours of the $\mathrm{LBM}(7-$ bit $)$ result.

(a) Exact solution

(b) MLCN method

(c) $\operatorname{LBM}(7$-bit) model

Figure 7: Contours of $V=\sqrt{u^{2}+v^{2}}$ for Example I of Case II, (a) Contours of the exact solution result, (b) Contours of the MLCN method, (c) Contours of the $\operatorname{LBM}(7-$ bit $)$ result.


Figure 8: Average error of $\left|u_{\text {exact }}-u_{L B M(7-b i t)}\right|$ for Example I at different Time steps and $\operatorname{Re}=10$ and $\Delta t=0.0013$, (a) $\mathrm{T}=0.03$, (b) $\mathrm{T}=0.1$ and (c) $\mathrm{T}=0.3$.

(a) $\mathrm{T}=0.03$

(b) $\mathrm{T}=0.1$

(c) $\mathrm{T}=0.3$

Figure 9: Average error of $\left|v_{\text {exact }}-v_{L B M(7-b i t)}\right|$ for Example I at different Time steps and $\mathrm{Re}=10$ and $\Delta t=0.0013$, (a) $\mathrm{T}=0.03$, (b) $\mathrm{T}=0.1$ and (c) $\mathrm{T}=0.3$.

(a) Exact solution

(b) LBM(7-bit) model

(c) MLCN method

Figure 10: Comparison of $u$ for Example II of CaseII, (a) profile of the exact solution result, (b) profile of the $\mathrm{LBM}(7-$-bit) result and (c) profile of the MLCN method result.

(a) Exact solution

(b) LBM(7-bit) model

(c) MLCN method

Figure 11: Comparison of $v$ for Example II of CaseII, (a) profile of the exact solution result, (b) profile of the LBM(7-bit) result and (c) profile of the MLCN method result.

$$
\begin{aligned}
& A_{11}=\left(\begin{array}{ccccccccc}
-8 \nu & 2 \nu-h v_{11}^{n} & 0 & \cdots & 0 & 2 \nu-h v_{11}^{n} & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{1 i}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 2 \nu+h v_{1 i}^{n} & -8 \nu & 2 \nu-h v_{1 i}^{n} & 0 & \cdots & 0 & 2 \nu-h v_{1 i}^{n} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{1, M-1}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 2 \nu+h v_{1, M-1}^{n} & -8 \nu & 0 & 0 & \cdots & 0 & 2 \nu-h v_{1, M-1}^{n} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{i 1}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
2 \nu+h v_{i 1}^{n} & 0 & \cdots & 0 & -8 \nu & 2 \nu+h v_{i 1}^{n} & 0 & \cdots & 0 & 2 \nu-h v_{i 1}^{n} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{i i}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & & \vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & & \vdots \\
0 & \cdots & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 2 \nu+h v_{i i}^{n} & \cdots & 0 & 2 \nu+h v_{i i}^{n} & -8 \nu & 2 \nu-h v_{i i}^{n} & 0 & \cdots & 2 \nu-h v_{i i}^{n} & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& A_{i, M-1}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & & \vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & & \vdots \\
0 & \cdots & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 2 \nu+h v_{i, M-1}^{n} & \cdots & 0 & 2 \nu+h v_{i, M-1}^{n} & -8 \nu & 0 & \cdots & 2 \nu-h v_{i, M-1}^{n} & \cdots & 0 & \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{M-1,1}=\left(\begin{array}{cccccccccccc}
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 2 \nu+h v_{M-1,1}^{n} & 0 & \cdots & 0 & -8 \nu & 2 \nu-h v_{M-1,1}^{n} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{M-1, i}=\left(\begin{array}{ccccccccccccc}
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 2 \nu+h v_{M-1, i}^{n} & 0 & \cdots & 0 & 2 \nu-h v_{M-1, i}^{n} & -8 \nu & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
& A_{M-1, M-1}=\left(\begin{array}{ccccccccc}
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & \cdots & 0 & 2 \nu+h v_{M-1, M-1}^{n} & 0 & \cdots & 0 & 2 \nu+h v_{M-1, M-1}^{n} & -8 \nu \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$



Figure 12: Comparison of $V=\sqrt{u^{2}+v^{2}}$ for Example II of CaseII, (a) profile of the exact solution result, (b) profile of the $\operatorname{LBM}(7$-bit) result and (c) profile of the MLCN method result.

## 2 Two-dimensional Burgers equations

$$
\begin{align*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+u \frac{\partial u}{\partial y} & =\frac{1}{R e}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right),  \tag{2.1}\\
\frac{\partial v}{\partial t}+v \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y} & =\frac{1}{R e}\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right),  \tag{2.2}\\
(x, y) & \in \Omega, \quad \tau \in[0, T]
\end{align*}
$$

with the initial conditions

$$
\begin{array}{ll}
u(x, y, t)=u_{0}(x, y), & (x, y) \in(0, T] \\
v(x, y, t)=v_{0}(x, y), & (x, y) \in(0, T] \tag{2.3}
\end{array}
$$

and the boundary conditions

$$
\begin{array}{lll}
u=0, & (x, y) \in \partial \Omega & t \in(0, T]  \tag{2.4}\\
v=0, & (x, y) \in \partial \Omega & t \in(0, T]
\end{array}
$$

where $R e$ is Reynolds number and $u_{0}$ is a given function. The Burgers Eqs. 2.1 and 2.2 with the $R e$ term behaves as a parabolic and without it behaves merely as a hyperbolic PDE and the problem becomes very difficult to solve as a steep shock-like wave front developes [34], [34], [36].

## 3 LBM for solving the Burgers equation

According to the theory of the LBM, it consists of two steps: (1) streaming, where each particle moves to the nearest node in the direction of its velocity and (2) collision, which occurs when particles arriving at a node interact and possibly change their velocity directions according to scattering rules. These two steps can be combined into the following LBE:

$$
\begin{array}{r}
f_{\alpha}\left(x+e_{\alpha} \Delta t, t+\Delta t\right)-f_{\alpha}(x+t)= \\
\frac{1}{\tau}\left(f_{\alpha}-f_{\alpha}^{e q}\right) \tag{3.5}
\end{array}
$$

where $f_{\alpha}$ is the distribution function of particles, $f_{\alpha}^{e q}$ is the local equilibrium function of particles, $\Delta x$ and $\Delta t$ are space and time increments, respectively; $c=\Delta x / \Delta t$ is the speed of light in the system and $e_{\alpha}$ is the velocity vector of a particle in the direction and $\tau$ is the dimensionless relaxation time, which controls the rate of approach to equilibrium state. The macroscopic velocity $u$ is defined in terms of the distribution functions as

$$
\begin{equation*}
u=\sum_{\alpha} f_{\alpha}=\sum_{\alpha} f_{\alpha}^{e q}=\sum_{\alpha} f_{\alpha}^{(0)} \tag{3.6}
\end{equation*}
$$

### 3.1 LBM(4-bit) model

In this model, the square lattice is used, (see Fig. 1). To derive the macroscopic properties from the lattice BGK model, the Taylor expansion and multi scale analysis are used. The distribution functions are expanded up to linear terms in a small expansion parameter $\epsilon$,

$$
f_{\alpha}=f_{\alpha}^{(0)}+\epsilon f_{\alpha}^{(0)}+o\left(\epsilon^{2}\right) .
$$

From the kinetic Eq. 3.5, the distribution function
$f_{\alpha}\left(x+\Delta t e_{\alpha}, t+\Delta t\right)$ is expanded using the Taylor expansion and the approximation of $f_{\alpha}^{(1)}$ is calculated,

$$
\begin{gather*}
f_{\alpha}\left(x+e_{\alpha} \Delta t, t+\Delta t\right)= \\
f_{\alpha}(x, t)+\Delta e_{\alpha_{i}} \partial_{x_{i}} f_{\alpha}+\Delta t \partial_{t} f_{\alpha}+o\left(\epsilon^{2}\right)= \\
\left(1-\frac{1}{\tau}\right) f_{\alpha}(x, t)+\frac{1}{\tau} f_{\alpha}^{e q}(x, t) \epsilon f_{\alpha}^{(1)}=  \tag{3.7}\\
-\tau \Delta t\left(\partial_{t}+e_{\alpha} \partial_{x}\right) f_{\alpha}
\end{gather*}
$$

Table 1: Profile of $u$ for example I. for $T=0.1, \Delta t=0.0013$ and $R e=10$

| $(x, y)$ | Exact | MLCN | $L B M_{(4)}$ | $L B M_{(5)}$ | $L B M_{(7)}$ | $\|E\|_{(M L C N)}$ | $\|E\|_{(4)}$ | $\|E\|_{(5)}$ | $\|E\|_{(7)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | -0.091 | -0.087 | -0.095 | -0.094 | -0.093 | 0.004 | 0.003 | 0.002 | 0.002 |
| $(0.5,0.1)$ | 0.119 | 0.110 | 0.126 | 0.125 | -0.122 | 0.009 | 0.007 | 0.006 | 0.031 |
| $(0.9,0.1)$ | -0.102 | -0.094 | -0.111 | -0.110 | -0.107 | 0.008 | 0.008 | 0.007 | 0.005 |
| $(0.3,0.3)$ | 0.078 | 0.076 | 0.078 | 0.078 | 0.078 | 0.001 | 0.004 | 0.003 | 0.000 |
| $(0.7,0.3)$ | 0.126 | 0.118 | 0.134 | 0.132 | 0.123 | 0.008 | 0.082 | 0.006 | 0.002 |
| $(0.1,0.5)$ | -0.264 | 0.241 | -0.241 | -0.240 | -0.249 | 0.023 | 0.022 | 0.023 | 0.015 |
| $(0.5,0.5)$ | 0.385 | 0.376 | -0.394 | -0.392 | 0.389 | 0.009 | 0.008 | 0.006 | 0.003 |
| $(0.9,0.5)$ | -0.380 | -0.371 | -0.372 | -0.374 | -0.376 | 0.009 | 0.008 | 0.006 | 0.004 |
| $(0.3,0.7)$ | 0.078 | 0.081 | 0.086 | 0.083 | 0.081 | 0.003 | 0.008 | 0.005 | 0.003 |
| $(0.7,0.7)$ | 0.126 | 0.132 | 0.137 | 0.136 | 0.131 | 0.006 | 0.011 | 0.009 | 0.005 |
| $(0.1,0.9)$ | -0.091 | 0.084 | -0.081 | -0.079 | -0.083 | 0.007 | 0.007 | 0.012 | 0.008 |
| $(0.5,0.9)$ | 0.119 | 0.120 | 0.136 | 0.134 | 0.132 | 0.001 | 0.017 | 0.015 | 0.013 |
| $(0.9,0.9)$ | -0.102 | -0.102 | -0.109 | -0.108 | -0.105 | 0.002 | 0.007 | 0.0059 | 0.002 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  |  |  | 0.007 | 0.009 | 0.007 | 0.004 |

Table 2: Profile of $\sqrt{u^{2}+v^{2}}$ for exampleI. for $T=0.1, \Delta t=0.0013$ and $R e=10$

| $(x)$ | Exact | $L B M_{(4)}$ | $L B M_{(5)}$ | $L B M_{(7)}$ | $\|E\|_{(4)}$ | $\|E\|_{(5)}$ | $\|E\|_{(7)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0.1,0.1$ | 0.1371 | 0.1198 | 0.1200 | 0.1232 | 0.0173 | 0.0171 | 0.0139 |
| $0.5,0.1$ | 0.1192 | 0.1102 | 0.1262 | 0.1279 | 0.0090 | 0.0070 | 0.0087 |
| $0.9,0.1$ | 0.1532 | 0.1596 | 0.1589 | 0.1561 | 0.0064 | 0.0057 | 0.0292 |
| $0.3,0.3$ | 0.1170 | 0.1116 | 0.1132 | 0.1144 | 0.0054 | 0.0038 | 0.0026 |
| $0.7,0.3$ | 0.1895 | 0.1183 | 0.2123 | 0.1328 | 0.0712 | 0.0672 | 0.0567 |
| $0.1,0.5$ | 0.2644 | 0.1599 | 0.1670 | 0.2408 | 0.1045 | 0.0974 | 0.0236 |
| $0.5,0.5$ | 0.3859 | 0.3989 | 0.3976 | 0.3871 | 0.0130 | 0.0117 | 0.0012 |
| $0.9,0.5$ | 0.3809 | 0.2712 | 0.2788 | 0.3241 | 0.1097 | 0.1021 | 0.0568 |
| $0.3,0.7$ | 0.1170 | 0.1213 | 0.1208 | 0.1178 | 0.0043 | 0.0038 | 0.0008 |
| $0.7,0.7$ | 0.1895 | 0.2513 | 0.2469 | 0.2162 | 0.0618 | 0.0574 | 0.0267 |
| $0.1,0.9$ | 0.1371 | 0.0742 | 0.0814 | 0.0987 | 0.0629 | 0.0110 | 0.0004 |
| $0.5,0.9$ | 0.1192 | 0.1342 | 0.1368 | 0.1209 | 0.0176 | 0.0150 | 0.0017 |
| $0.9,0.9$ | 0.1532 | 0.1120 | 0.1286 | 0.1381 | 0.0412 | 0.0246 | 0.0150 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  |  | 0.0403 | 0.0326 | 0.0161 |

By introducing time scale $t_{2}=\epsilon^{2} t$, and space scale $x_{1}=\epsilon x$, then time derivation and the space derivation can be expanded formally:

$$
\begin{equation*}
\partial_{t}=\epsilon^{2} \partial_{t_{2}}, \quad \partial_{x}=\epsilon \partial_{x_{1}} \tag{3.8}
\end{equation*}
$$

Substituting relations 3.8 into the equation 3.7 and neglecting the terms of order $o\left(\epsilon^{3}\right)$, a multiscale equation is obtained,

$$
\begin{aligned}
& \Delta t \epsilon^{2} \partial_{t_{2}} \sum_{\alpha} f_{\alpha}^{(0)}+\Delta t \epsilon \partial_{x_{1}} \sum_{\alpha} e_{\alpha} f_{\alpha}^{(0)} \\
& +\Delta^{2} \epsilon^{2}\left(\frac{1}{2}-\tau\right) \partial x_{1} \partial x_{1} e_{\alpha} e_{\alpha} \sum_{\alpha} f_{\alpha}^{(0)} \\
& =0
\end{aligned}
$$

Corresponding to the macroscopic Eqs. 2.1 and 2.2, we let

$$
\begin{array}{r}
\sum_{\alpha} e_{\alpha_{i}} f_{\alpha}^{(0)}=\frac{u^{2}}{2}, \\
\sum_{\alpha} e_{\alpha_{i}} e_{\alpha_{j}} f_{\alpha}^{(0)}=\eta u \delta_{i j} . \tag{3.11}
\end{array}
$$

Using Eqs 3.6 and 3.7, the equilibrium distribution function $f_{\alpha}^{(0)}$ and $\eta$ function in Eq. 3.10 are

Table 3: Profile of $u$ for exampleI. for $T=0.1, \Delta t=0.0013$ and $R e=100$

| $(x, y)$ | Exact | MLCN | $L B M_{(4)}$ | $L B M_{(5)}$ | $L B M_{(7)}$ | $\|E\|_{(M L C N)}$ | $\|E\|_{(4)}$ | $\|E\|_{(5)}$ | $\|E\|_{(7)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | -0.0137 | -0.0127 | -0.0125 | -0.0133 | -0.0133 | 0.0010 | 0.0012 | 0.0004 | 0.0004 |
| $(0.5,0.1)$ | 0.0184 | 0.0155 | 0.0177 | 0.0181 | -0.0128 | 0.0029 | 0.0007 | 0.0003 | 0.0002 |
| $(0.9,0.1)$ | -0.0163 | -0.0126 | -0.0157 | -0.0165 | -0.0163 | 0.0037 | 0.0006 | 0.0002 | 0.0001 |
| $(0.3,0.3)$ | 0.0109 | 0.0108 | 0.0107 | 0.0108 | 0.0108 | 0.0001 | 0.0002 | 0.0001 | 0.0002 |
| $(0.7,0.3)$ | 0.0235 | 0.0137 | 0.0223 | 0.0233 | 0.0233 | 0.0098 | 0.0002 | 0.0001 | 0.0001 |
| $(0.1,0.5)$ | -0.0367 | -0.0372 | -0.0346 | -0.0364 | -0.0366 | 0.0005 | 0.0021 | 0.0003 | 0.0001 |
| $(0.5,0.5)$ | 0.0597 | 0.0401 | 0.0584 | 0.0594 | 0.0598 | 0.0001 | 0.0013 | 0.0005 | 0.0001 |
| $(0.9,0.5)$ | -0.0670 | -0.0495 | -0.0608 | -0.0647 | -0.0650 | 0.0175 | 0.0062 | 0.0023 | 0.0020 |
| $(0.3,0.7)$ | 0.0109 | 0.0108 | 0.0108 | 0.0109 | 0.0110 | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| $(0.7,0.7)$ | 0.0235 | 0.0113 | 0.0229 | 0.0238 | 0.0237 | 0.0122 | 0.0006 | 0.0003 | 0.0002 |
| $(0.1,0.9)$ | -0.0137 | -0.0124 | -0.0122 | -0.0129 | -0.0129 | 0.0013 | 0.0015 | 0.0008 | 0.0007 |
| $(0.5,0.9)$ | 0.0184 | 0.0159 | 0.0185 | 0.0188 | 0.0188 | 0.0025 | 0.0001 | 0.0004 | 0.0003 |
| $(0.9,0.9)$ | -0.0163 | -0.0123 | -0.0150 | -0.0159 | -0.0159 | 0.0040 | 0.0013 | 0.0004 | 0.0005 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  |  |  | 0.0058 | 0.0012 | 0.0005 | 0.0003 |

Table 4: Profile of $\sqrt{u^{2}+v^{2}}$ for exampleI. for $T=0.1, \Delta t=0.0013$ and $R e=100$

| $(x, y)$ | Exact | $L B M_{(4)}$ | $L B M_{(5)}$ | $L B M_{(7)}$ | $\|E\|_{(4)}$ | $\|E\|_{(5)}$ | $\|E\|_{(7)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 0.0207 | 0.0203 | 0.0204 | 0.0206 | 0.0004 | 0.0003 | 0.0001 |
| $(0.5,0.1)$ | 0.0185 | 0.0182 | 0.0183 | 0.0184 | 0.0003 | 0.0002 | 0.0001 |
| $(0.9,0.1)$ | 0.0246 | 0.0250 | 0.0251 | 0.0253 | 0.0007 | 0.0005 | 0.0003 |
| $(0.3,0.3)$ | 0.0164 | 0.0160 | 0.0162 | 0.0163 | 0.0004 | 0.0002 | 0.0001 |
| $(0.7,0.3)$ | 0.0354 | 0.0358 | 0.0356 | 0.0353 | 0.0004 | 0.0002 | 0.0001 |
| $(0.1,0.5)$ | 0.0378 | 0.0370 | 0.0371 | 0.0375 | 0.0008 | 0.0006 | 0.0003 |
| $(0.5,0.5)$ | 0.0598 | 0.0602 | 0.0596 | 0.0599 | 0.0004 | 0.0002 | 0.0001 |
| $(0.9,0.5)$ | 0.0672 | 0.0658 | 0.0664 | 0.0671 | 0.0014 | 0.0008 | 0.0001 |
| $(0.3,0.7)$ | 0.0164 | 0.0167 | 0.0165 | 0.0163 | 0.0003 | 0.0002 | 0.0001 |
| $(0.7,0.7)$ | 0.0354 | 0.0364 | 0.0362 | 0.0360 | 0.0010 | 0.0008 | 0.0006 |
| $(0.1,0.9)$ | 0.0207 | 0.0197 | 0.0198 | 0.0200 | 0.0010 | 0.0009 | 0.0007 |
| $(0.5,0.9)$ | 0.0185 | 0.0189 | 0.0188 | 0.0186 | 0.0004 | 0.0003 | 0.0001 |
| $(0.9,0.9)$ | 0.0246 | 0.0240 | 0.0242 | 0.0244 | 0.0006 | 0.0004 | 0.0002 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  |  | 0.0006 | 0.0004 | 0.0002 |

obtained as,

$$
f_{\alpha}^{e q}=\left\{\begin{array}{ll}
\frac{u^{2}}{2}+\frac{u^{2}}{4 c}, & \alpha=1,2  \tag{3.12}\\
\frac{u^{2}}{2}-\frac{u^{2}}{4 c}, & \alpha=3,4
\end{array} \quad, \quad \eta=c^{2}\right.
$$

So the viscosity $\nu=1 / R e$ is defined by

$$
\nu=\eta\left(\tau-\frac{1}{2}\right) \Delta=\frac{1}{2}\left(\tau-\frac{1}{2}\right) \Delta t c^{2}
$$

Stability of this method has been proved in Ref. [28].

### 3.2 LBM(5-bit) model

In this model, the square lattice is used (see Fig. 1).

The equilibrium distribution function of this model is given as,

$$
f_{0}^{(0)}=\left(1-\frac{2 \eta}{c^{2}} u\right)-\frac{2 u^{3}}{3 c^{2}}
$$

$$
f_{1}^{(0)}=\frac{\eta u}{2 c^{2}}+\frac{u^{2}}{4 c}+\frac{u^{3}}{6 c^{2}}
$$

Table 5: Profile of $u$ for exampleI. for $\Delta t=0.0013$ and $R e=100$

| (x,y) | $\mathrm{T}=0.03$ |  |  | $\mathrm{T}=0.1$ |  |  | $\mathrm{T}=0.3$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Exact | $L B M_{(7)}$ | $\left.E\right\|_{(7)}$ | Exact | $L B M_{(7)}$ | $\left.E\right\|_{(7)}$ | Exact | $L B M_{(7)}$ | $\left.E\right\|_{(7)}$ |
| $(0.1,0.1)$ | -0.014 | -0.014 | 0.001 | -0.013 | -0.013 | 0.002 | -0.010 | -0.010 | 0.004 |
| $(0.5,0.1)$ | 0.019 | 0.019 | 0.001 | 0.018 | 0.018 | 0.003 | 0.016 | 0.016 | 0.004 |
| $(0.9,0.1)$ | -0.017 | -0.017 | 0.002 | -0.016 | -0.016 | 0.004 | -0.013 | -0.014 | 0.001 |
| $(0.3,0.3)$ | 0.011 | 0.011 | 0.001 | 0.010 | 0.010 | 0.001 | 0.010 | 0.010 | 0.002 |
| $(0.7,0.3)$ | 0.025 | 0.024 | 0.001 | 0.023 | 0.023 | 0.001 | 0.020 | 0.020 | 0.002 |
| $(0.1,0.5)$ | -0.038 | -0.038 | 0.001 | -0.037 | -0.037 | 0.004 | -0.027 | -0.029 | 0.001 |
| $(0.5,0.5)$ | 0.062 | 0.061 | 0.001 | 0.059 | 0.059 | 0.004 | 0.054 | 0.054 | 0.002 |
| $(0.9,0.5)$ | -0.070 | -0.070 | 0.001 | -0.066 | -0.066 | 0.004 | -0.048 | -0.049 | 0.001 |
| $(0.3,0.7)$ | 0.011 | 0.011 | 0.001 | 0.011 | 0.010 | 0.001 | 0.010 | 0.010 | 0.001 |
| $(0.7,0.7)$ | 0.025 | 0.024 | 0.002 | 0.024 | 0.023 | 0.006 | 0.021 | 0.020 | 0.001 |
| $(0.1,0.9)$ | -0.014 | -0.014 | 0.001 | -0.013 | -0.013 | 0.005 | -0.009 | -0.010 | 0.001 |
| $(0.5,0.9)$ | 0.019 | -0.019 | 0.002 | 0.018 | 0.018 | 0.004 | 0.017 | 0.016 | 0.009 |
| $(0.9,0.9)$ | -0.017 | -0.017 | 0.001 | -0.016 | -0.016 | 0.002 | -0.012 | -0.013 | 0.001 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  | 0.001 |  |  | 0.003 |  |  | 0.00 |

Table 6: Profile of $u$ for exampleII. for $T=0.1, \Delta t=0.0013$ and $R e=10$

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | MLCN | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 0.6231 | 0.6072 | 0.6012 | 0.0159 | 0.0219 |
| $(0.5,0.1)$ | 0.5926 | 0.5821 | 0.5787 | 0.0105 | 0.0139 |
| $(0.9,0.1)$ | 0.5657 | 0.5623 | 0.5612 | 0.0034 | 0.0045 |
| $(0.3,0.3)$ | 0.6231 | 0.6072 | 0.6012 | 0.0159 | 0.0219 |
| $(0.7,0.3)$ | 0.5926 | 0.5821 | 0.5787 | 0.0105 | 0.0139 |
| $(0.1,0.5)$ | 0.6538 | 0.6378 | 0.6291 | 0.0160 | 0.0247 |
| $(0.5,0.5)$ | 0.6231 | 0.6072 | 0.6012 | 0.0159 | 0.0219 |
| $(0.9,0.5)$ | 0.5926 | 0.5821 | 0.5787 | 0.0105 | 0.0139 |
| $(0.3,0.7)$ | 0.6538 | 0.6278 | 0.6291 | 0.0160 | 0.0247 |
| $(0.7,0.7)$ | 0.6231 | 0.6072 | 0.6012 | 0.0159 | 0.0219 |
| $(0.1,0.9)$ | 0.6812 | 0.6712 | 0.6686 | 0.0100 | 0.0126 |
| $(0.5,0.9)$ | 0.6538 | 0.6278 | 0.6291 | 0.0160 | 0.0247 |
| $(0.9,0.9)$ | 0.6231 | 0.6072 | 0.6012 | 0.0159 | 0.0219 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0132 | 0.0186 |

$$
\begin{aligned}
f_{2}^{(0)} & =\frac{\eta u}{2 c^{2}}+\frac{u^{2}}{4 c}+\frac{u^{3}}{6 c^{2}} \\
f_{3}^{(0)} & =\frac{\eta u}{2 c^{2}}-\frac{u^{2}}{4 c}+\frac{u^{3}}{6 c^{2}} \\
f_{4}^{(0)} & =\frac{\eta u}{2 c^{2}}-\frac{u^{2}}{4 c}+\frac{u^{3}}{6 c^{2}}
\end{aligned}
$$

Stability of this method has been proved in Ref. [48].

### 3.3 LBM(7-bit) model

In this model, the regular hexagon is used (see Fig. 1).

The equilibrium distribution function of this model is given as,

$$
\begin{aligned}
f_{0}^{(0)}= & \left(1-\frac{2 \eta}{c^{2}} u\right)-\frac{2 u^{3}}{3 c^{2}}, \\
f_{1}^{(0)}= & \frac{\eta u}{3 c^{2}}+\frac{2}{3}\left(\frac{u^{2}}{4 c}\right)+\frac{u^{3}}{9 c^{2}}, \\
f_{2}^{(0)}= & \frac{\eta u}{3 c^{2}}+\left(\frac{3+\sqrt{3}}{3}-\frac{2}{3}\right) \frac{u^{2}}{4 c} \\
& +(\sqrt{3}+1) \frac{u^{3}}{6 c^{2}}, \\
f_{3}^{(0)}= & \frac{\eta u}{3 c^{2}}-\left(\frac{3+\sqrt{3}}{3}-\frac{2}{3}\right) \frac{u^{2}}{4 c} \\
& +(-\sqrt{3}+1) \frac{u^{3}}{6 c^{2}},
\end{aligned}
$$

Table 7: Profile of $v$ for exampleII. for $T=0.1, \Delta t=0.0013$ and $R e=10$.

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | MLCN | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 0.8769 | 0.8681 | 0.8631 | 0.0088 | 0.0138 |
| $(0.5,0.1)$ | 0.9074 | 0.8994 | 0.8926 | 0.0080 | 0.0148 |
| $(0.9,0.1)$ | 0.9343 | 0.9286 | 0.9257 | 0.0057 | 0.0086 |
| $(0.3,0.3)$ | 0.8769 | 0.8681 | 0.8631 | 0.0088 | 0.0138 |
| $(0.7,0.3)$ | 0.9074 | 0.8994 | 0.8926 | 0.0080 | 0.0148 |
| $(0.1,0.5)$ | 0.8462 | 0.8413 | 0.8378 | 0.0049 | 0.0084 |
| $(0.5,0.5)$ | 0.8769 | 0.8761 | 0.8631 | 0.0088 | 0.0138 |
| $(0.9,0.5)$ | 0.9074 | 0.8994 | 0.8926 | 0.0080 | 0.0148 |
| $(0.3,0.7)$ | 0.8462 | 0.8413 | 0.8378 | 0.0049 | 0.0084 |
| $(0.7,0.7)$ | 0.8769 | 0.8681 | 0.8631 | 0.0088 | 0.0138 |
| $(0.1,0.9)$ | 0.8188 | 0.8115 | 0.8094 | 0.0073 | 0.0094 |
| $(0.5,0.9)$ | 0.8462 | 0.8413 | 0.8378 | 0.0049 | 0.0084 |
| $(0.9,0.9)$ | 0.8769 | 0.8681 | 0.8631 | 0.0088 | 0.0138 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0074 | 0.0120 |

Table 8: Profile of $v$ for exampleII. for $T=0.1, \Delta t=0.0013$ and $R e=10$.

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | $L B M_{(M L C N)}$ | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 1.0757 | 1.0712 | 1.0681 | 0.0045 | 0.0076 |
| $(0.5,0.1)$ | 1.0838 | 1.0791 | 1.0713 | 0.0047 | 0.0125 |
| $(0.9,0.1)$ | 1.0922 | 1.0872 | 1.0805 | 0.0050 | 0.0117 |
| $(0.3,0.3)$ | 1.0757 | 1.0712 | 1.0681 | 0.0045 | 0.0076 |
| $(0.7,0.3)$ | 1.0838 | 1.0791 | 1.0713 | 0.0047 | 0.0125 |
| $(0.1,0.5)$ | 1.0694 | 1.0622 | 1.0794 | 0.0072 | 0.0100 |
| $(0.5,0.5)$ | 1.0757 | 1.0712 | 1.0681 | 0.0045 | 0.0076 |
| $(0.9,0.5)$ | 1.0838 | 1.0791 | 1.0713 | 0.0047 | 0.0125 |
| $(0.3,0.7)$ | 1.0694 | 1.0622 | 1.0794 | 0.0072 | 0.0100 |
| $(0.7,0.7)$ | 1.0757 | 1.0712 | 1.0681 | 0.0045 | 0.0076 |
| $(0.1,0.9)$ | 1.0838 | 1.0791 | 1.0723 | 0.0047 | 0.0125 |
| $(0.5,0.9)$ | 0.1192 | 1.1082 | 1.1015 | 0.0110 | 0.0177 |
| $(0.9,0.9)$ | 0.1532 | 0.1481 | 0.1415 | 0.0051 | 0.0117 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0056 | 0.0109 |

$$
\begin{aligned}
f_{4}^{(0)}= & \frac{\eta u}{3 c^{2}}-\frac{2}{3}\left(\frac{u^{2}}{4 c}\right)+\frac{u^{3}}{9 c^{2}} \\
f_{5}^{(0)}= & \frac{\eta u}{3 c^{2}}-\left(\frac{3+\sqrt{3}}{3}-\frac{2}{3}\right) \frac{u^{2}}{4 c} \\
& +(\sqrt{3}+1) \frac{u^{3}}{6 c^{2}} \\
f_{6}^{(0)}= & \frac{\eta u}{3 c^{2}}+\left(\frac{3-\sqrt{3}}{3}-\frac{2}{3}\right) \frac{u^{2}}{4 c} \\
& +(-\sqrt{3}+1) \frac{u^{3}}{6 c^{2}} .
\end{aligned}
$$

Stability of this method has been proved in Ref. [48].

## 4 MLCN method for solving the Burgers' equation

using the central difference quotient method to discretize the Eqs. 2.1 and 2.2, the following semi-discrete equation is obtained,

$$
\begin{equation*}
\frac{d V(t)}{d t}=\frac{1}{2 h^{2}} A V(t) \tag{4.13}
\end{equation*}
$$

where $V(t)$ is a vector that expresses an approximate solution of $u$ into Eqs. 2.1 and 2.2. Let $h$ be the mesh width in space, $\Delta t$ be the mesh width in time and $A$ is a $(M-1)^{2} \times(M-1)^{2}$ block tridiagonal matrix. So by integrating Eqs. 2.1 and

Table 9: Profile of $u$ for exampleII. for $T=0.1, \Delta t=0.0013$ and $R e=100$.

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | MLCN | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 0.6059 | 0.6186 | 0.6234 | 0.0127 | 0.0175 |
| $(0.5,0.1)$ | 0.5007 | 0.5022 | 0.5012 | 0.0005 | 0.0010 |
| $(0.9,0.1)$ | 0.5000 | 0.5001 | 0.4985 | 0.0001 | 0.0015 |
| $(0.3,0.3)$ | 0.6059 | 0.6251 | 0.6251 | 0.0192 | 0.0192 |
| $(0.7,0.3)$ | 0.5012 | 0.5022 | 0.5023 | 0.0010 | 0.0011 |
| $(0.1,0.5)$ | 0.7477 | 0.7478 | 0.7435 | 0.0001 | 0.0042 |
| $(0.5,0.5)$ | 0.6059 | 0.6251 | 0.6251 | 0.0192 | 0.0192 |
| $(0.9,0.5)$ | 0.5012 | 0.5022 | 0.5022 | 0.0010 | 0.0010 |
| $(0.3,0.7)$ | 0.7477 | 0.7478 | 0.7479 | 0.0001 | 0.0002 |
| $(0.7,0.7)$ | 0.6059 | 0.6251 | 0.6251 | 0.0008 | 0.0008 |
| $(0.1,0.9)$ | 0.7500 | 0.7500 | 0.7475 | 0.0001 | 0.0025 |
| $(0.5,0.9)$ | 0.7477 | 0.7478 | 0.7479 | 0.0001 | 0.0002 |
| $(0.9,0.9)$ | 0.6059 | 0.6251 | 0.6251 | 0.0192 | 0.0192 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0057 | 0.0067 |

Table 10: Profile of $v$ for exampleII. for $T=0.1, \Delta t=0.0013$ and $R e=100$.

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | MLCN | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 0.8941 | 0.8891 | 0.8815 | 0.0050 | 0.0126 |
| $(0.5,0.1)$ | 0.9988 | 0.9927 | 0.9892 | 0.0061 | 0.0096 |
| $(0.9,0.1)$ | 1.0000 | 0.9948 | 0.9913 | 0.0052 | 0.0081 |
| $(0.3,0.3)$ | 0.8941 | 0.8912 | 0.8842 | 0.0029 | 0.0099 |
| $(0.7,0.3)$ | 0.9988 | 0.9977 | 0.9977 | 0.0011 | 0.0011 |
| $(0.1,0.5)$ | 0.7253 | 0.7497 | 0.7480 | 0.0026 | 0.0043 |
| $(0.5,0.5)$ | 0.8941 | 0.8912 | 0.8842 | 0.0029 | 0.0099 |
| $(0.9,0.5)$ | 0.9988 | 0.9977 | 0.9977 | 0.0011 | 0.0011 |
| $(0.3,0.7)$ | 0.7523 | 0.7522 | 0.7521 | 0.0001 | 0.0002 |
| $(0.7,0.7)$ | 0.8941 | 0.8912 | 0.8842 | 0.0029 | 0.0099 |
| $(0.1,0.9)$ | 0.7500 | 0.7475 | 0.7458 | 0.0025 | 0.0042 |
| $(0.5,0.9)$ | 0.7523 | 0.7522 | 0.7521 | 0.0001 | 0.0002 |
| $(0.9,0.9)$ | 0.8941 | 0.8912 | 0.8842 | 0.0029 | 0.0099 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0027 | 0.0062 |

2.2 , and with the vector of $V\left(t_{n}\right)$, we have

$$
\begin{equation*}
V\left(t_{n+1}\right)=\exp \left(\frac{\Delta t}{2 h^{2}} A\right) V\left(t_{n}\right) \tag{4.14}
\end{equation*}
$$

Consider the Crank-Nicolson scheme for Eqs. 2.1 and 2.2

$$
\begin{equation*}
V\left(t_{n+1}\right)=\left((1-\lambda A)^{-1}((1+\lambda A)) V\left(t_{n}\right)\right. \tag{4.15}
\end{equation*}
$$

where, $\lambda=\tau / 4 h^{2}$ is the ratio mesh.
By comparing Eqs. 4.13, and 4.14, we obtain the approximation as follows:

$$
\begin{equation*}
\exp \left(\frac{\Delta t}{2 h^{2}} A\right) \simeq(1-\lambda A)^{-1}(1+\lambda A) \tag{4.16}
\end{equation*}
$$

To solve Eq. 4.14, we must obtain an approximation for $\exp \left(\frac{\Delta t}{2 h^{2}}\right) A$.
Using the Trotter Product formula, we deduce an iterative formula as follows,

$$
\begin{align*}
& \exp \left(\frac{\Delta t}{2 h^{2}} A_{i j}\right) \simeq \\
& \prod_{i, j}^{M-1}\left(1-\lambda A_{i j}\right)^{-1}\left(1+\lambda A_{i, j}\right) \tag{4.17}
\end{align*}
$$

where $A_{i j}$ are split of matrix A , and we have,

Table 11: Profile of $\sqrt{u^{2}+v^{2}}$ for example II. for $T=0.1, \Delta t=0.0013$ and $R e=100$.

| $(x, y)$ | Exact | $L B M_{(7-b i t)}$ | MLCN | $\|E\|_{(7-b i t)}$ | $\|E\|_{(M L C N)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(0.1,0.1)$ | 1.0801 | 1.0712 | 1.0651 | 0.0089 | 0.0150 |
| $(0.5,0.1)$ | 1.1175 | 1.1089 | 1.1035 | 0.0086 | 0.0140 |
| $(0.9,0.1)$ | 1.1180 | 1.1082 | 0.1012 | 0.0098 | 0.0168 |
| $(0.3,0.3)$ | 1.0801 | 1.0758 | 1.0754 | 0.0043 | 0.0047 |
| $(0.7,0.3)$ | 1.1175 | 1.1172 | 1.1170 | 0.0003 | 0.0005 |
| $(0.1,0.5)$ | 1.0607 | 1.0526 | 1.0512 | 0.0081 | 0.0095 |
| $(0.5,0.5)$ | 1.0801 | 1.0758 | 1.0754 | 0.0043 | 0.0047 |
| $(0.9,0.5)$ | 1.1175 | 1.1089 | 1.1035 | 0.0086 | 0.0140 |
| $(0.3,0.7)$ | 1.0607 | 1.0608 | 1.0609 | 0.0001 | 0.0002 |
| $(0.7,0.7)$ | 1.0801 | 1.0758 | 1.0754 | 0.0043 | 0.0047 |
| $(0.1,0.9)$ | 1.0607 | 1.0526 | 1.0512 | 0.0081 | 0.0095 |
| $(0.5,0.9)$ | 1.0607 | 1.0608 | 1.0605 | 0.0001 | 0.0002 |
| $(0.9,0.9)$ | 1.0801 | 1.0758 | 1.0754 | 0.0043 | 0.0047 |
| $E_{\text {ave }}=\frac{1}{N} \sum\|E\|$ |  |  |  | 0.0054 | 0.0076 |

Then applying 4.14 and 4.16, we see that

$$
\begin{aligned}
& V\left(t_{n+1}\right)= \\
& \prod_{i, j=1}^{M-1}\left(\left(1-\lambda A_{i j}\right)^{-1}\left(\left(1+\lambda A_{i j}\right)\right) V\left(t_{n}\right)\right.
\end{aligned}
$$

In order to improve the numerical accuracy, we can write,

$$
\begin{aligned}
& V_{1}\left(t_{n+1}\right)= \\
& \prod_{i, j=1}^{M-1}\left(\left(1-\lambda A_{i j}\right)^{-1}\left(\left(1+\lambda A_{i j}\right)\right) V_{1}\left(t_{n}\right)\right. \\
& V_{2}\left(t_{n+1}\right)= \\
& \prod_{i, j=1}^{M-1}\left(\left(1-\lambda B_{i j}\right)^{-1}\left(\left(1+\lambda B_{i j}\right)\right) V_{2}\left(t_{n}\right)\right.
\end{aligned}
$$

where, $B_{i j}=A_{M-i, M-j}$.
Stability of this method has been proved in Ref. [34].

## 5 Results and Discussion

In this paper, the two-dimensional Burgers Eqs. 2.1 and 2.2 with different initial conditions are studied to verify the accuracy of numerical methods of MLCN and LBM. Through solving two examples, the results of LBM and MLCN are compared with the exact solution to determine which one is more accurate. For this purpose, Example I is solved with MLCN and LBM(4-bit) and the results are compared with the exact solution. Since the accuracy of the MLCN is dependent on the mesh size $\Delta x$ and the accuracy of the LBM
method is dependent on the mesh size $\Delta x$ as well as the number of particle velocities, so the effects of these two important parameters are considered. The most accurate method is used to solve Example II. The results of MLCN method and LBM are considered for different Re numbers and different time steps.

### 5.1 Example I

In this Example, we consider the system of twodimensional Burgers equation given in Eqs. 2.1 and 2.2, over a square domain $D:[0,1] \times[0,1]$, with the initial conditions,

$$
\begin{aligned}
& u(x, y, 0)=\frac{-4 \nu \pi \cos (2 \pi x) \sin (\pi y)}{2+\sin (2 \pi x) \sin (\pi y)} \\
& v(x, y, 0)=\frac{-2 \nu \pi \sin (2 \pi x) \cos (\pi y)}{2+\sin (2 \pi x) \sin (\pi y)}
\end{aligned}
$$

$(x, y) \in D$, and boundary conditions

$$
\begin{aligned}
& u(0, y, t)=-2 \nu \pi \exp ^{-5 \pi^{2} \nu t} \sin (\pi y) \\
& u(1, y, t)=-2 \nu \pi \exp ^{-5 \Pi^{2} \nu t} \sin (\pi y) \\
& u(x, 0, t)=0, \quad t \geq 0 \\
& u(x, 1, t)=0, \quad t \geq 0 \\
& v(0, y, t)=0, \quad t \geq 0 \\
& v(1, y, t)=0, \quad t \geq 0 \\
& v(x, 0, t)=-\nu \pi \exp ^{-5 \pi^{2} \nu t} \sin (2 \pi x), t \geq 0 \\
& v(x, 1, t)=\nu \pi \exp ^{-5 \pi^{2} \nu t} \sin (2 \pi x), t \geq 0
\end{aligned}
$$

### 5.1.1 Exact solution

The exact solution of Eqs. 2.1 and 2.2 can be found by using the Hopf-Cole transformation [49],

$$
\begin{aligned}
& u(x, y, t)= \\
& -2 \nu \frac{\pi \exp ^{-5 \pi^{2} \nu t} \cos (2 \pi x) \sin (\pi y)}{2+\exp ^{-5 \pi^{2} \nu t} \sin (2 \pi x) \sin (\pi y)} \\
& v(x, y, t)= \\
& -2 \nu \frac{\pi \exp ^{-5 \pi^{2} \nu t} \sin (2 \pi x) \cos (\pi y)}{2+\exp ^{-5 \pi^{2} \nu t} \sin (2 \pi x) \sin (\pi y)}
\end{aligned}
$$

### 5.1.2 Effect of $\Delta x$ on the accuracy of the result

As previously mentioned, the spatial accuracy of MLCN and LBM is dependent on the mesh size $\Delta x[50,51]$. In order to show this, several simulations are performed using different grid sizes and the results of LBM and MLCN are compared with the exact solution. Through a meshindependent study the optimum grid size $\Delta x$ was obtained to be $\Delta x=1 / 50$ and $\Delta x=1 / 100$ for the MLCN method and the LBM method, respectively. In Fig. 2, we compare the results associated to the MLCN method and the LBM (4-bit) method with the exact solution. Figure 2 shows the values of $x$-component velocity $u$ at $\mathrm{y}=0.5$ obtained with optimum $\Delta x$. Other parameters are $T=0.03, T=0.1, T=0.3$ and $R e=10, \Delta t=0.0013$. It can be seen from Fig. 2 that the results of the MLCN are closer to those of the exact solution as compared with those of the LBM method. This may be attributed to the small number of particle velocity directions (4bit) used in the LBM.

### 5.1.3 Effect of number of particle velocity directions

Case I: $R e=10, \Delta t=0.0013$ and $\mathrm{T}=0.1$
In this section, the contours of velocity components u and v are ploted. Figures 3 and 4 show the velocity contours of $u$ and $v$, respectively at time $\mathrm{T}=0.1$ and $\mathrm{Re}=10$ for difeerent numbers of particle velocity directions. Figure 3a shows the exact solution and Figs. 3b to 3d show the the results of LBM (4-bit), $\mathrm{LBM}(5$-bit) and LBM (7bit), respectively. The same trend is the case for Fig. 4. The negative and positive values of contour lables represent the direction of the velocity components in the computaional domian.

The velocity vectors are plotted in Fig. 5 for better understanding of the flow behaviour in the domein. Figures 5a and 5b show the velocity vectors associated respectively with the exact solution and the $\operatorname{LBM}(7$-bit) at $\mathrm{Re}=10$ indicating good agrrement between them. As can be seen from Table 1, it is clear that results of LBM (7bit) for $\mathrm{Re}=10$ have the best agreement with result of Exact solution because of higher number of particle velocity directions.

In order to compare the results of LBM (7bit) with MLCN, the results associated with some grid points are given in Table 1 and their average error are reported. It can be seen that the results are in good agreement with the exact solution. However, the LBM (7-bit) method gives the most accurate results (the lowest average error) amongst the other LBM methods having different particle velocity directions and is more accurate than the MLCN method. In Table 2, the values of velocity magnitude $\overrightarrow{|V|}=V=\sqrt{u^{2}+v^{2}}$ for $\mathrm{Re}=10$ are given for Exact solution and LBM with different numbers of particle velocity and MLCN, respectively. It is observed from this table that the $\mathrm{LBM}(7$-bit) gives the best accuracy as compared with $\mathrm{LBM}(4$-bit), $\mathrm{LBM}(5$-bit) and MLCN. In Fig 6a-c the velocity vectors and contours are depicted for Exact solution, LBM(7-bit) and MLCN, respectively. In the following section, the Re number is increased to prove the priority of $\operatorname{LBM}(7$-bit) with respect to the other methods employed in the present work.

### 5.1.4 The accuracy of the the LBM and the MLCN methods at various Reynolds numbers

For the optimum value of $\Delta x$ obtained for the MLCN method and the LBM, the results are compared with the exact solution for two different Re numbers to determine which one is more accurate. In order to do this, we consider in this section another test case as Case II where all the conditions are held the same as for the Case I (see section 5.1.3) except Re number, which is taken to be 100 .

Case II: $\mathrm{Re}=100, \Delta t=0.0013, \mathrm{~T}=0.1$
As mentioned, for this Case II all the conditions are held the same as for the Case I but the Re number is taken to be 100. For this Case II, the values of $x$-component velocity $u$ are shown in Table 3. It is observed from Tables 1 and 3 that
for both $\operatorname{Re}=10$ and $\mathrm{Re}=100$, the solutions of the LBM are more accurate than those of the MLCN method. As may be evident, when the Re number is increased the value of $\Delta x$ should be decreased to achieve the desired accuracy. This may be due to the fact that by increasing the Re number the boundary layer thickness becomes smaller, meaning that the velocity gradients are more appreciable in the boundary layer. It is worth mentioning that through a mesh-independent study the optimum grid size $\Delta x$ for Case II was obtained to be $1 / 100$ and $1 / 200$ for the MLCN method and the LBM method, respectively. The results for this case are given in table 3 from comparison of Case I and Case II (see Table 1 and Table 3), we found that the accuracy of the LBM is improved by increasing the Re number. Also the average error is less than that of the Case I. however, no significant changes occur in the MLCN results with respect to the Case I.

In Table 2 and 4 velocity values $V$ are given for $\operatorname{Re}=10$ and $\mathrm{Re}=100$, respectively. It is observed from these Tables that at higher Re number, $\operatorname{LBM}(7$-bit) has a smaller average error compared with LBM(4-bit), LBM(5-bit) and MLCN method. Also, it can be seen that, the LBM method results at higher Re numbers gives more accurate.

Figures 6 and 7 depict the velocity vectors and contours associated respectively $\mathrm{Re}=10$ and $\operatorname{Re}=100$. in these figures the results associated with the exact solution, $\operatorname{LBM}(7$-bit) and MLCN methods are compared. It can be seen that both the LBM and MLCN give rise to reasonably accurate results, although it is hard to identify the more accrate method from these figures. in order to find more accurate method, we show in Tables 3 and 4 the velocity values $V$ for $\mathrm{Re}=10$ and $\operatorname{Re}=100$, Respectively. It is observed from this tables that, with increasing Re number $(\operatorname{Re}=100)$, LBM (7-bit) has a less average error in compared with $\mathrm{LBM}(4$-bit), $\mathrm{LBM}(5$-bit) and MLCN method. Also can be seen that with increasing Re number accuracy of LBM (7-bit) is less than accuracy of LBM ( 7 -bit) in $\operatorname{Re}=10$.

We obtain the average error associated to the LBM (7-bit) and exact solution at different Time steps. Figures 8 and 9 show error $=\left|u_{\text {exact }}-u_{L B M(7-b i t)}\right|$ associated respectively $\mathrm{Re}=10$ and $\mathrm{Re}=100$. other parametres are
$\mathrm{T}=0.03, \mathrm{~T}=0.1$ and $\mathrm{T}=0.3$ and $\Delta t=0.0013$. In order to compare the results of LBM (7-bit) with exact solution, the results associated with some grid points at different time steps $(\mathrm{T}=0.03$, $T=0.1$ and $T=0.3$ ) and $R e=100$, are given in Table 5 and the average error are reported.

### 5.2 Example II

In this Example, we consider the system of twodimensional Burgers equation given in Eqs. 2.1 and 2.2 , over a square domain $D:[0,1] \times[0,1]$, with the exact solutions [52]:

$$
\begin{aligned}
& u(x, y, t)= \\
& \frac{3}{4}-\frac{1}{4\left(1+\exp \left(\operatorname{Re} \frac{(4 y-4 x-t)}{32}\right)\right)}, \\
& v(x, y, t)= \\
& \frac{3}{4}+\frac{}{4\left(1+\exp \left(\operatorname{Re} \frac{(4 y-4 x-t)}{32}\right)\right)} .
\end{aligned}
$$

The macroscopic initial condition and boundary conditions are determined by the exact solution.

The main difference between this Example II and Example I is due to the difference in the initial conditions. It is mentioned in Example I that, the LBM (7-bit) is the most accurate velocity model. So the results associated with this Example II are obtained using LBM (7-bit). The other paprameters are considered the same as those in Example I. Similarly, the results are obtained for two different Re numbers of 10 and 100 and the results of MLCN method and LBM are compared with the exact solution.

### 5.2.1 The accuracy of the the LBM and the MLCN methods at various Re numbers

In Tables 6-8, we compare the results of the MLCN method, the LBM (7-bit) and the exact solution associated with Example II. For specified values of $x$-component velocity $u$, $y$-component velocity v and x -component velocity $V$ for $\mathrm{Re}=10$ are given for exact solution, the MLCN method and the LBM ( 7 -bit) method. It can be seen from these Tables that the results of the LBM are
closer to those of the exact solution, compared with those of the MLCN method. This example is solved for case II to check the accuracy of the numerical methods at different Re numbers. As previously mentioned, since by increasing the Re number value of $\Delta x$ should be decreased to achieve the best accuracy. As been obtained, through a mesh-independent study the optimum grid size $\Delta x$ was obtained to be $\Delta x=1 / 100$ and $\Delta x=1 / 200$ for the MLCN method and the LBM method, respectively.
The results for Case II are shown in Tables 9-11 for specified values of velocity $u$, $v$ and $V$, respectively. We have seen from these Tables that the results of the LBM are Better accuracy from the MLCN method. We can found from the results of case I and case II, that average error for case II is less than case I. Figs 10-12 show the values velocity $\mathrm{u}, \mathrm{v}$ and $V$, respectively, that obtained with optimum $\Delta x$ and $\operatorname{Re}=100$ for case II.

So in this example, the accuracy of the LBM is better than the MLCN method at high Re number.

## 6 Conclusion

The Burgers equation is a combination of a convection term and a diffusion term which is simplified form of the Navier-Stokes equation. The modified local Crank-Nicolson and Lattice Boltzmann methods for the two-dimensional Burgers equations have been presented and the results of these methods are compared with the result from the exact solution. It is shown that the method has an explicit difference. Scheme with unconditionally stability. In support of the given method, two test examples have been solved with different initial conditions and the accuracy of the MLCN method and the LBM is considered in different Re numbers. We have found that the results of the LBM (7-bit) are better than the LBM (4-bit) and LBM (5-bit) also, the results are much better for larger values of Re number. Results show that at high Re numbers the accuracy of the LBM is more than the MLCN method.
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