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Abstract 
Data Envelopment Analysis (DEA) is a mathematical programming for evaluating 
efficiency of a set of Decision Making Units (DMUs). One of the problems in DEA, is 
distinguishing outlier DMUs which have a different behavior in contrast to the general 
prevailing behavior of the population. The important issue is that the outlier DMUs, which 
are caused by the incorrect way of collecting data or other unknown factors which can be 
social, political and etc. , can affect the efficiency of other DMUs. Thus, recognizing and 
excluding them from the population or reducing their effect and proportioning their status 
with the population can influence the improvement of total efficiency of population. 
Therefore, as a result, it prevented the incorrect deduction about the population. In this 
paper, it is assumed that the efficiency of population must have a unimodal symmetric 
distribution, and a method based on the skewness of efficiency and inefficiency presented. 
The important contribution of this method is that it can recognize all the outlier DMUs, in 
different layers. 
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1. Introduction 
DEA is a non-parametric method for 
evaluating the relative efficiency of 
DMUs with multiple inputs and 
outputs.Charnes et al. [4] have introduced 
CCR model which is based on constant 
returns to scale and after that Banker et al. 
[2] have proposed the variable returns to 
scale version of CCR model which has 
then referred to as BBC model. In the past 
few years, DEA approach has gain 
enormous popularity in practice and 
efficiency assessmant. A key feature of 
DEA, inorder to determine the 
performance of a specific DMU, is that it 
relatively compares the achievement of a 
DMU under consideration with the 
remaining DMUs. Also, DEA categorizes 
DMUs in efficient and inefficient groups. 
The relative efficiency in DEA is 
acquired through a comparison process 
with the efficient frontier which is 
constructed by efficient DMUs. 
Therefore, the efficiency score of 
inefficient DMUs is under effects of 
efficient DMUs. One of the applicable 
problem in field of DEA is distinguishing 
outlier DMUs. Outlier DMUs have a 
different behavior in contrast to the 
general prevailing behavior of the 
population, which is caused by the 
incorrect way of collecting data or other 
unknown factors which can be social, 
political and etc. Efficient outliers can 
affect the efficiency score of other DMUs. 
Therefore because of unusual state of 
outliers, in presence of these DMUs, the 
majority of population will be 
distinguished inefficient with very low 
efficiency scores. This situation may 
cause incorrect judgment about 
population. For example, consider a set of 
bank branches of a town and a central 
branch. It is obvious that the central 
branch is supported by lots of 
governmental organizations and the 
efficiency score of this branch is different 
with town branches. While these branches 

is being assessed, an analyst may 
distinguish them as being unqualified to 
work by comparing their performance 
with that of the central branch. Thus 
recognizing and excluding outliers from 
the population, or reducing their effect 
and proportioning their status with the 
population can influence the improvement 
of total efficiency of population. 
An outlier of a data set first defined by 
Barnett and Lewise [3]. Some of outliers 
are resultant from unusual characteristics 
which include uncontrollable factors, or 
factors which are in relation with the 
external environment. Even more, they 
are the resultants of measuring errors or 
observations pertaining to the low 
probabilities of occurrence. Also, Several 
approaches to detecting outliers in DEA 
have been described. Based on the "leave-
one-out" idea Wilson [12] has addressed 
the presence of outliers and introduced a 
procedure for detecting them. He has 
verified that when a particular DMU is 
removed from the group, other DMUs can 
be affected. That is, based on the change 
in supper efficiency scores which is 
defined by Andersen and Petersen [1] the 
influence of outlier has been measured. 
Unfortunately, the Wilson's method [12] 
is computationally expensive and does not 
account for the frontier aspect of the 
problem. An influential observation 
typically owes its influence to the fact that 
it is an outlier and supports part of the 
deterministic frontier. 
It should be noted that, according to 
researches, it has been found out that an 
outlier is not necessarily an influential 
observation and more than that influential 
observation is not necessarily far away 
from the data cloud, as stated in Pastor et 
al. [9] and Simar [10]. In the literature of 
the non parametric efficiency analysis 
there have been attempts to detect 
influential observations (see Pastor et al. 
[9] and Wilson [12]), and some others, 
(see Fox et al. [6] and Wilson [13]), 
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attempt to detect outliers that are removed 
from the data cloud. Chen and Johnson 
[5] have proposed a unified model for 
detecting outliers by examining their 
effect on the boundaries of the convex 
hull constructed from a data set. Tran et 
al. [11] introduced another measure based 
on reference sets for detecting influential 
observations. In each of the influential 
measurement methods discussed 
previously in literature it has not been 
defined for which values of the obtained 
measure an outlier can be detected. 
In this paper assuming efficiency has a 
unimodal symmetric distribution a 
method based on the skewness of 
efficiency and inefficiency probability 
plots has been proposed. Also, the 
proposed method is not based on 
introducing an influential measurement. 
This method handles in detecting all 
efficient and inefficient outlier DMUs in 
different layers. The merit of this 
approach is its simplicity and applicability 
without defining influential 
measurements. The remainder of this 
paper is organized as follows: First DEA 
models for evaluating the efficiency and 
inefficiency are introduced. In section 3, 
with the contribution of skewness 
coefficient , an algorithm for finding 
outlier layers has been proposed. Section 
4 conclude the paper.   
 
2. Efficiency and inefficiency scores 
Let us assume n, homogenous DMUs 
consider observed output 0s

jy R   

and input 0m
jx R   , 0jx   , 

0jy   for jDM U = 1,2,...,, j n . Each 

jD M U  use jx  to produce jy . 
Banker et al. [2] have proposed BBC 
model for evaluating the efficiency of 
DMUs. The production possibility set has 
been defined as follows:  
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*
o  is the score of efficiency of oDMU  

and if * = 1o ; oDMU  is efficient, else if 
* < 1o ; oDMU  is inefficient. 

Jahanshahloo and Afzalinejad [8] have 
defined the full inefficient frontier. By the 
contribution of full inefficient frontier 
they also have proposed a model for 
identifying the worst score of efficiency. 

jDMU  is full inefficient if there is no 
other virtual DMU which is dominated by 

jDMU . That is, jDMU  is full inefficient 

if it belongs to  F S  which is defined as 
follows:  
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where S  is the convex hull of observed  
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DMUs. Thus the full inefficient frontier in 
radial input orientation is defined as 

 IF S  where  
( , ) | ( , ) &

( ) =
( > 1 ( , ) )I

x y x y S
F S

x y S  
 

    
 

 
Thus oD M U  is located on the full 
inefficient frontier if in the following 
model we have * = 1o , and it is not 
located on the full inefficient frontier if  
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It should be noted that in model (2) 

* 1o   and in model (1), * 1o  . It is 
possible that while assessing oDMU , 

models (1) and (2) results in * = 1o  and 
* = 1o ; that is the DMU under 

assessment is located on both efficient 
and inefficient frontiers.  
 

 

 
Figure 1: Convex hull of DMUs with two input and one equal output. 

 
In figure (1), the convex hull of DMUs is 
schematically portrayed. The piecewise 
linear frontier AGFE is the efficient 
frontier and ABCD is the inefficient 
frontiers. A  is located on both efficient 
and inefficient frontiers, hence * = 1A  

and * = 1A .  H belongs to the interior of 
( )F S  thus * > 1H  and * < 1H . where 
* =H

O L
O H

  and * =H
O K
O H

 . 

 
3. Finding outlier layers with the 
contribution of skewness coefficient 
Normal frequency curve, is the most 
natural frequency curve which is 
symmetric and bell-shaped. In practice, 
there is no variable that its frequency 

curve is completely normal. Usually the 
frequency curves of data are not 
symmetric. The extent to which the lack 
of symmetric-ness of frequency curve has 
been considered, is called skewness. The 
third central moment has been utilized 
inorder to calculate skewness. Let us 
assume that ; =1,...,r r k , be a set of 
data with   and S  as mean and standard 
deviation, respectively. The average of 

; = 1,...,r r k  , which is shown by 

3m  is defined as the third central 
moment; 
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Thus the skewness coefficient of data is 
computed from the following expression: 

3
2= mSk

S
                                      (3) 

 
If data are symmetric as regards to the 
average, skewness coefficient equals zero 
and on basis of the sign of Sk , negative 
(positive) value, the frequency curve is 
respectively skewed to right (skewed to 
left). According to the Central Limit 
Theorem (see Hodges and Lehman [7]), 
in large sample size, every statistical 
distribution can be estimated with the 
normal distribution, If the distribution 
under assessment is symmetric, normal 
distribution of the estimation will be more 
reliable. Thus, in this paper instead of 
working with symmetric distribution 
under the guise of the suitable estimation, 
we prefer to work with normal 
distribution. 
In this paper, with the expectation that the 
frequency curve of efficiency should be 
normal, we try to find the efficient and 
inefficient outlier layers. It should be 
noted that we expect that the efficiency in 
population has relative normal status and 

a few of DMUs are efficient and a few of 
them are inefficient. 
By applying model (1), the radial 
efficiency in input orientation can be 
found. If the frequency curve of j 's, 

= 1, 2,..., ,j n  is symmetric, it indicates 
that there is no outlier layer else, if the 
frequency curve is skewed to right or 
skewed to left, it results that there exists 
outliers DMUs. 
The estimation of efficient outlier layers 
or inefficient outlier layers, are the 
reasons why a frequency curve of 
efficiency cannot be symmetric. These 
cases are portrayed in figure (2) as 
follows:  
Figure (2-a) indicates the situation in 
which there exists no efficient and 
inefficient outlier. 
Figure (2-b) indicates the situation in 
which there exists few efficient outliers. 
In this case both of the frequency curve of 
 ,   are skewed to right. 
Figure (2-c) indicates the situation in 
which there exists few inefficient outliers. 
In this case both of the frequency curve of 
 ,   are skewed to left. 

 

 
Figure 2: The various case of outlier layer. 
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Figure (2-d) indicates the situation in 
which there exist both efficient and 
inefficient outliers. This case is the 
combination of cases (b) and (c) in which 
it is possible to have efficient outliers and 
by eliminating this layer and evaluating 

the efficiency once more, inefficient 
outliers will be recognized. Note that the 
frequency curve of   in this situation 
may have normal distribution which is 
similar to the case (a).  

 

 
Figure 3: Frequency curve of  ,   for b and c cases of figure 2 respectively. 

 
In this paper the significant aim is to find 
all the efficient outlier layers since the 
DMUs which are located on this layer can 
affect the efficiency status of other 
DMUs. On the other hand DMUs which 
are located on the inefficient outlier layer 
have no affect on the efficiency status of 
other DMUs. It should be noted that 
detecting the inefficient outlier layers is 
important for recognizing whether the 
outlier layers have an effect on the 
skewness of the frequency curve of 
efficiency or not. The idea of this paper is 
based on computing the skewness 
coefficient of , = 1,...., ,j j n  and 

, = 1,...., .j j n  

If the skewness coefficient of  (Sk ) 
almost equals zero that is we accept that 
  has normal distribution. Then we 
accept that there exists no efficient 
outlier. Otherwise considering < 0Sk  
or > 0Sk , we omit the efficient and 
inefficient layers, respectively. This 
procedures will be continued until the 

efficiency curve becomes symmetric. 
Below the algorithm of this procedure has 
been presented.  
 
The algorithm of detecting outlier layers: 
Initial step Let = 0p  , = 0q , 

= {1,...., }N n , 0 =E   and 0 =I   
Step1. For all j N , compute *

j  from 
model (1). 
Step2. Test the hypothesis "the frequency 
curve of   is symmetric" versus rejection 
it. If this hypothesis is rejected, go to step 
3 otherwise go to step 6. 
Step3. Compute Sk  from the expression 
(3), if < 0Sk  go to step 4, else go to 
step 5. 
Step4. For all j N , compute *

j  from 

model (2), let = 1p p   ,
* *= { | = 1 & 1}p
j jI j N     ,

= pN N I  and go to step 2. 
Step5. Let = 1q q  , = qN N E  ,

*= { | = 1}q
jE j N  ,  and go to step 1. 
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Step6. Estimate   or standard deviation 
of  's for j N , if = 1  belongs to 
6  interval, go to step 7, else go to step 
5. 
Step7. End.  
 
In the above algorithm, E 's and I 's 
indicate efficient and inefficient outlier 
layers respectively. After detecting 
outliers by rejecting the hypothesis of 
normality of   in step 2 and computing 
Sk , if < 0Sk  then the algorithm 
identifies that there exists few inefficient 
outliers and removes them from the 
population. Note that a DMU on 
inefficient frontier may be located on the 
efficient frontier too, see point A  in 
Figure (1), therefore algorithm does not 
remove efficient ones. Since removing 
any inefficient DMU does not affect on 
efficiency score of other DMUs, the 
hypothesis of step 2 need to be tested 
again. if > 0Sk , then the algorithm 
identifies that there exists few efficient 
outliers and removes them from the 
population, therefore due to this change in 
efficient frontier, the efficiency score 
must compute again. In step 6 by 
accepting normality of probability curve 
for  , algorithm examines wheatear 

= 1  belongs to 6  interval or not. 
Note that from statistical results, the 
interval of 6 , ( 3 , 3 )     , is the 
interval that 99%  of data belong to it. 
Therefore if = 1  does not belong to this 
interval, it results that there exist outliers 
or on the other hand algorithm identifies 
efficient outlier DMUs. Consider Figure 
(2) and the difference between Figure (2-
a) and Figure (2-d). 
Finally efficient outlier layers 1 2, ,...E E  

and inefficient outlier layers 1 2, ,...I I  can 
be obtained with the contribution the 
mentioned algorithm. After that the 
efficient status becomes symmetric on 
basis of manager's decisions, DMUs 

which are located on the efficient outlier 
layers can be excluded from the 
population. Also inputs and outputs of 
these DMUs can be got well-proportioned 
to the population status, that is their 
effects in population can be reduced. 
 
4. Conclusion 
Recognizing outlier DMUs and omitting 
them or reducing their effect can help for 
better analyzing the population. In this 
paper it is assumed that the efficiency of 
population must be unimodal and each 
DMU was compared with efficient and 
inefficient frontiers. Moreover, outlier 
units, which are located on the efficient 
and inefficient layers, recognized by 
computing their skewness coefficient. It 
should be noted that exclusion of outliers 
is not a proper way of treating such 
DMUs to analyze the total performance of 
population. In this paper it hasn't 
proposed any method for reducing effects 
of outliers and it can be taken under 
consideration for future researches. We 
applied the proposed algorithm for 220 
branches of an Iranian bank. This 
algorithm identified supper efficient 
branches, those which behave totally 
different from the whole population. Such 
branches for unknown reasons, have the 
unusual inputs and outputs, therefore 
recognizing them helps not to set an 
unsuitable targets for inefficient DMUs. 
When the economical climate is getting 
worst, recognizing inefficient outliers 
would help the managers, to determine 
which units should be analyzed more or 
even would have better to closed. In this 
paper a method is introduced for finding 
efficient and inefficient outliers, as layers 
of outliers. Proposing an algorithm for 
ranking outliers in the same layer is an 
interesting issue for future research. 
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