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Abstract 

     One of the important issues in data envelopment analysis (DEA) is sensitivity analysis. Heretofore 

the existent studies have considered the data modification of inputs and outputs in one or multiple 

DMUs. In this paper the number of DMUs is increased and a stability region is obtained in 𝑇𝑣 
by 

applying defining hyperplanes in which if the added DMU (only one DMU) is in this region then all 

of the extreme efficient units will be remained on the frontier. Then it is shown that the obtained 

region is the largest stability region. Finally the mentioned stability region for a number of DMUs is 

obtained and the results are reported. 
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Introduction 

Data envelopment analysis (DEA) is a 

nonparametric approach for evaluating the 

performance of different organizations which 

uses multiple inputs to produce multiple 

outputs. This approach allocates one efficiency 

score to each DMU so it is possible to 

compare the DMUs with each other. For the 

first time Charnes et al (1978) laid the 

foundation of DEA through introducing the 

CCR model. Then Banker et al (1984) 

introduced BCC model by removing the 

condition of constant returns to scale. Up to 

this time, since DEA has been utilized in 

various problems, many studies have been 

conducted on this issue for example the 

presented papers by Charnes et al (1985,1989), 

Seiford (1996)  and etc. A review of DEA can 

be found in (Cook et al, 2009). 

One of the important questions in linear 

programming is that to find out what is the 

influence of data modification on optimal 

solution. Sensitivity analysis of DEA models 

which is based on the linear programming are 

both theoretically and practically important. 

The first DEA sensitivity analysis paper is 

presented by Charnes et al (1985). Afterwards 

Many studies have been conducted on this 

issue by Seiford et al (1998), Zhu (2001), 

Cooper et al (2001), Jahanshahloo et al (2004, 

2005a, 2005b, 2012) and etc. Heretofore the 

existent studies have considered the data 

modification of inputs and outputs. In this 

paper the number of DMUs is increased and a 

stability region is obtained in 𝑇𝑣 by applying 

defining hyperplanes in which if the added 

DMU (only one DMU) is in this region, then 

all of the extreme efficient DMUs will be 

remained on frontier. Thereafter we claim that 

the obtained region is the largest stability 

region. 

The present study is organized as follows: 

First some basic DEA models and related 

concepts are reviewed. Then the largest 

stability region is obtained by defining 

hyperplanes. Thereafter the mentioned 

stability region for a number of DMUs is 

obtained. Finally the results are synthesized 

and concluded. 

 

Preliminary 

Suppose n DMUs are evaluated, each of them 

consumes m inputs to produce s outputs. 

Suppose 𝑋𝑗 =  𝑥1𝑗 , 𝑥2𝑗 ,… , 𝑥𝑚𝑗  
𝑡
and 𝑌𝑗 =

 𝑦1𝑗 ,𝑦2𝑗 ,… ,𝑦𝑠𝑗  
𝑡
 are the corresponding inputs 

and outputs of 𝐷𝑀𝑈𝑗  for 𝑗 = 1,… ,𝑛. Banker 

defined production possibility set under the 

variable returns to scale condition as follows: 

𝑇𝑣 =   𝑋,𝑌 | 𝑋 ≥ 𝜆𝑗𝑋𝑗

𝑛

𝑗=1

,𝑌 ≤ 𝜆𝑗𝑌𝑗

𝑛

𝑗=1

, 𝜆𝑗

𝑛

𝑗=1

= 1,

𝜆𝑗 ≥ 0; 𝑗 = 1,… ,𝑛  

Envelopment forms of BCC model in input 

and output oriented have been presented 

respectively as follows: 

Min  𝜃 − 𝜀  𝑠𝑖
− +  𝑠𝑟

+𝑠
𝑟=1

𝑚
𝑖=1   

S.t.  𝜆𝑗𝑥𝑖𝑗 + 𝑠𝑖
− = 𝜃𝑥𝑖𝑜

𝑛
𝑗=1     𝑖 = 1,… ,𝑚     (1) 

  𝜆𝑗𝑦𝑟𝑗 − 𝑠𝑟
− = 𝑦𝑟𝑜

𝑛
𝑗=1      𝑟 = 1,… , 𝑠 

  𝜆𝑗
𝑛
𝑗=1 = 1 

 𝜆𝑗 ≥ 0                                𝑗 = 1,… ,𝑛 

 𝑠𝑖
− ≥ 0                                   𝑖 = 1,… ,𝑚 

 𝑠𝑟
+ ≥ 0                                   𝑖 = 1,… ,𝑚 
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Max 𝜑 + 𝜀     𝑠𝑖
− +  𝑠𝑟

+𝑠
𝑟=1

𝑚
𝑖=1   

S.t.  𝜆𝑗𝑥𝑖𝑗 + 𝑠𝑖
− = 𝑥𝑖𝑜

𝑛
𝑗=1        𝑖 = 1,… ,𝑚     (2) 

  𝜆𝑗𝑦𝑟𝑗 − 𝑠𝑟
− = 𝜑𝑦𝑟𝑜

𝑛
𝑗=1    𝑟 = 1,… , 𝑠 

  𝜆𝑗
𝑛
𝑗=1 = 1 

 𝜆𝑗 ≥ 0                                    𝑗 = 1,… ,𝑛 

 𝑠𝑖
− ≥ 0                               𝑖 = 1,… ,𝑚 

 𝑠𝑟
+ ≥ 0                                   𝑖 = 1,… ,𝑚 

And multiplier forms of BCC model in input 

and output oriented have been presented 

respectively as follows: 

Max  𝑢𝑟𝑦𝑟𝑜 + 𝑢𝑜
𝑠
𝑟=1  

S.t.  𝑢𝑟𝑦𝑟𝑗 −  𝑣𝑖𝑥𝑖𝑗 + 𝑢𝑜 ≤ 0𝑚
𝑖=1

𝑠
𝑟=1             (3) 

𝑗 = 1,… ,𝑛             

  𝑣𝑖𝑥𝑖𝑜 = 1𝑚
𝑖=1  

 𝑣𝑖 ≥ 𝜀                                     𝑖 = 1,… ,𝑚 

 𝑢𝑟 ≥ 𝜀                                    𝑟 = 1,… , 𝑠 

 

Min  𝑣𝑖𝑥𝑖𝑜 + 𝑣𝑜
𝑚
𝑖=1  

S.t.  𝑢𝑟𝑦𝑟𝑗 −  𝑣𝑖𝑥𝑖𝑗 − 𝑣𝑜 ≤ 0𝑚
𝑖=1

𝑠
𝑟=1             (4) 

                                                             𝑗 = 1,… ,𝑛 

  𝑢𝑟𝑦𝑟𝑜 = 1𝑠
𝑟=1  

 𝑣𝑖 ≥ 𝜀                                     𝑖 = 1,… ,𝑚 

 𝑢𝑟 ≥ 𝜀                                 𝑟 = 1,… , 𝑠 

Where 𝑜 ∈  1,… ,𝑛  is the index of evaluated 

𝐷𝑀𝑈 and 𝜀 > 0 is a nonArchimedean 

element. 

Definition1. 𝐷𝑀𝑈𝑜  is called efficient if the 

optimal value of objective function of model 

(3) (model (4)) equals one, otherwise 𝐷𝑀𝑈𝑜  is 

called inefficient. 

Definition2. The set 

EF={(X,Y) ∈ 𝑇𝑣| ∀ 𝑋 ′,𝑌′ ∈ 𝑅𝑚+𝑠 

  −𝑋 ′,𝑌′ ≩  −𝑋,𝑌 ⇒  𝑋 ′,𝑌′ ∉ 𝑇𝑣 } 

is called efficient frontier. 

Definition3. 𝐻 is called a defining hyperplane 

of 𝑇𝑣 if the following conditions are satisfied: 

 1) 𝐻 is supporting. 

 2) 𝑇𝑣 is enlarged by removing 𝐻.  

Theorem1. 

Suppose that 𝑈 =  𝑢 1 ,… ,𝑢 𝑠 ∈ 𝑅𝑠  ,𝑉 =

 𝑣 1 ,… , 𝑣 𝑚  ∈ 𝑅𝑚  and 𝑤 ∈ 𝑅. 

𝐻 =   𝑋,𝑌 ∈ 𝑅𝑚+𝑠|𝑈 𝑌 − 𝑉 𝑋 + 𝑤 = 0  is a 

defining hyperplane of 𝑇𝑣   if and only if 

 𝑈 ,𝑉 ,𝑤   is an extreme direction of  

𝑄 =   𝑈,𝑉,𝑤 | 𝑈𝑌𝑗 − 𝑉𝑋𝑗 + 𝑤 ≤ 0;     𝑗 = 1,… ,𝑛,

𝑈 ≥ 0,𝑉 ≥ 0  

Proof. 

Refer to (Wei et al, 2007 ). 

Suppose  𝑈𝑙 ,𝑉𝑙 ,𝑤𝑙  for 𝑙 = 1,… , 𝑘 are all of 

the extreme directions of 𝑄. From the 

theorem1, it can be concluded that  

𝐻𝑙 =   𝑋,𝑌 ∈ 𝑅𝑚+𝑠|𝑈𝑙𝑌 − 𝑉𝑙𝑋 + 𝑤𝑙 = 0  

for 𝑙 = 1,… , 𝑘 are all of the defining 

hyperplanes of 𝑇𝑣. Corresponding with each 

defining hyperplane 𝐻𝑙 , halfspace 𝐻𝑙
− is 

defined as follows: 

𝐻𝑙
− =   𝑋,𝑌 ∈ 𝑅𝑚+𝑠|𝑈𝑙𝑌 − 𝑉𝑙𝑋 + 𝑤𝑙 ≤ 0   

𝑙 = 1,… , 𝑘 

Theorem2.  

If  𝑈𝑙 ,𝑉𝑙 ,𝑤𝑙  for 𝑙 = 1,… , 𝑘 are all of the 

extreme directions of 𝑄 then 𝑇𝑣 ={(X,Y) ∈

𝑅𝑚+𝑠|𝑈𝑙𝑌 − 𝑉𝑙𝑋 + 𝑤𝑙 ≤ 0;          𝑙 = 1,… , 𝑘 , 

𝑋 ≥ 0, 𝑌 ≥ 0} 

Proof. 

Refer to (Wei et al, 2007 ). 

Definition4. The set 

𝐹 = 𝑇𝑣 ∩   𝐻𝒍

𝒌

𝒍=𝟏
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is called frontier. 

Theorem3. Suppose  𝑋,𝑌 ∈ 𝑇𝑣  is evaluated 

by models (1) and (2).  𝑋,𝑌 ∈ 𝐹 if and only 

if  

𝜃∗ = 1 or 𝜑∗ = 1. 

The proof is evident. 

Definition5. A 𝐷𝑀𝑈 is called extreme 

efficient if it lies on some 𝑚 + 𝑠 linearly 

independent defining hyperplanes of 𝑇𝑣. 

Obtaining the stability region by defining 

hyperplanes of 𝑻𝒗 

In this section a stability region is obtained by 

using defining hyperplanes in which if the 

added 𝐷𝑀𝑈 (only one 𝐷𝑀𝑈) is in this region 

then all of the extreme efficient DMUs will be 

remained on frontier. It is clear that with 

deleting each DMU all of the extreme efficient 

DMUs will be remained on frontier. Because 

the optimal value of objective function of 

models (1) and (2) will not be better through 

this deletion. Therefore we focus on adding 

DMUs. For obtaining the stability region the 

following method is suggested: 

Step1:  

All of the defining hyperplanes are obtained. 

Observe (Wei et al, 2007 ) and (Jahanshahloo 

et al, 2010). 

Step2: 

All of the extreme efficient DMUs are 

determined. With considering this point that 

some 𝑚 + 𝑠 linearly independent defining 

hyperplanes are binding at each extreme 

efficient DMU, determining them (extreme 

efficient DMUs) is possible easily. Without  

lost of generality suppose 𝐷𝑀𝑈1 ,… ,𝐷𝑀𝑈𝑡  are 

extreme efficient DMUs . 

Step3:  

The stability regions 𝑆1 ,… , 𝑆𝑡  corresponding 

with 𝐷𝑀𝑈1 ,… ,𝐷𝑀𝑈𝑡   are separately obtained. 

Suppose the binding defining hyperplanes at 

𝐷𝑀𝑈𝑗  are 𝐻1𝑗 ,… ,𝐻(𝑚+𝑠)𝑗  for 𝑗 = 1,… , 𝑡. For 

obtaining 𝑆𝑗  each time one of these binding 

defining hyperplanes is preserved and the 

others are deleted. So 𝑚 + 𝑠 stability regions 

𝑆1𝑗 ,… , 𝑆(𝑚+𝑠)𝑗  corresponding to 𝐷𝑀𝑈𝑗  are 

obtained as 𝑆𝑝𝑗 = 𝐻𝑝𝑗
−  for 𝑝 = 1,… ,𝑚 + 𝑠. 

Then 𝑆𝑗 =  𝑆𝑝𝑗
𝑚+𝑠
𝑝=1  as the stability region of  

𝐷𝑀𝑈𝑗  is concluded. 

Step4:   

The stability region for all of the extreme 

efficient DMUs as 𝑆 =  𝑆𝑗
𝑡
𝑗=1  is obtained. 

Theorem4. Suppose that 𝐷𝑀𝑈𝑗  is an extreme 

efficient DMU. 

a) 𝐷𝑀𝑈𝑗  is still remained on frontier through 

adding 𝐷𝑀𝑈 in 𝑆𝑗 . 

b) 𝑆𝑗  is the largest stability region for 𝐷𝑀𝑈𝑗 . 

Proof. 

a) Suppose  𝑋 ,𝑌  ∈ 𝑆𝑗  
is the added DMU. 

Through definition of 𝑆𝑗 ,  𝑋 ,𝑌  ∈ 𝑆𝑝𝑗  for at 

least one 𝑝 ∈  1,… ,𝑚 + 𝑠 . By noticing the 

definition of 𝑆𝑝𝑗  it is evident that at least one 

of the binding defining hyperplanes at 𝐷𝑀𝑈𝑗  

 𝐻1𝑗 ,… ,𝐻 𝑚+𝑠 𝑗   is still supporting. 

Therefore 𝐷𝑀𝑈𝑗  is still remained on frontier 

through adding  𝑋 ,𝑌  . 

b) Suppose 𝑆𝑗  is not the largest stability region  
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for 𝐷𝑀𝑈𝑗 . It means there is  𝑋 ,𝑌  ∉ 𝑆𝑗  which 

with adding it, 𝐷𝑀𝑈𝑗  is still remained on 

frontier. Since  𝑋 ,𝑌  ∉ 𝑆𝑗 , based on the 

definition of 𝑆𝑗   𝑋 ,𝑌  ∉ 𝑆𝑝𝑗  for 𝑝 =

1,… ,𝑚 + 𝑠. It means that none of the defining 

hyperplanes 𝐻1𝑗 ,… ,𝐻 𝑚+𝑠 𝑗  which have 

already passed through 𝐷𝑀𝑈𝑗 , are not defining 

and also supporting with adding  𝑋 ,𝑌  .  

Now it should be proved that there is no new 

defining hyperplane which pass through 

𝐷𝑀𝑈𝑗 . To this end suppose that before adding 

 𝑋 ,𝑌   the following linearly independent  

defining hyperplanes have been passed 

through 𝐷𝑀𝑈𝑗 : 

𝐻𝑝𝑗 =   𝑋,𝑌 ∈ 𝑅𝑚+𝑠|𝑈𝑗
𝑝
𝑌 − 𝑉𝑗

𝑝
𝑋 + 𝑤𝑗

𝑝
= 0     

   𝑝 = 1,… ,𝑚 + 𝑠                                          (5) 

On the other hand since  𝑋 ,𝑌  ∉ 𝑆𝑗  We have: 

𝑈𝑗
𝑝
𝑌 − 𝑉𝑗

𝑝
𝑋 + 𝑤𝑗

𝑝
> 0 

𝑝 = 1,… ,𝑚 + 𝑠                                                  (6) 

Furthermore based on the contrary assumption 

with adding  𝑋 ,𝑌  , 𝐷𝑀𝑈𝑗  is still remained on 

frontier. Therefore at least one binding 

defining hyperplane at 𝐷𝑀𝑈𝑗  exists. Suppose 

this hyperplane is 𝐻 =   𝑋,𝑌 ∈ 𝑅𝑚+𝑠|𝑈 𝑌 −

𝑉𝑋+𝑤=0. So  

𝑈 𝑌𝑗 − 𝑉 𝑋𝑗 + 𝑤 = 0                                      (7) 

Since this hyperplane is supporting we have: 

𝑈 𝑌 − 𝑉 𝑋 + 𝑤 ≤ 0                                        (8)                                               (8) 

With regarding to this fact that 

  𝑈𝑗
𝑝

,𝑉𝑗
𝑝
  for 𝑝 = 1,… ,𝑚 + 𝑠  is linearly 

independent,  there exist scalars 𝛼1 ,… ,𝛼𝑚+𝑠 

that 

 𝑈 ,𝑉  = 𝛼1 𝑈𝑗
1,𝑉𝑗

1 + ⋯+ 𝛼𝑚+𝑠 𝑈𝑗
𝑚+𝑠 ,𝑉𝑗

𝑚+𝑠 (9) (9)
 

By noticing to (5), (7), (9) we have 

𝑤 = −𝑈 𝑌𝑗 + 𝑉 𝑋𝑗 =  𝛼𝑝 −𝑈𝑗
𝑝
𝑌𝑗 + 𝑉𝑗

𝑝
𝑋𝑗  

𝑚+𝑠
𝑝=1 =

 𝛼𝑝𝑤𝑗
𝑝𝑚+𝑠

𝑝=1                                                                (10) 

Therefore 

 𝑈 ,𝑉 ,𝑤  =

𝛼1 𝑈𝑗
1,𝑉𝑗

1,𝑤𝑗
1 + ⋯+ 𝛼𝑚+𝑠 𝑈𝑗

𝑚+𝑠 ,𝑉𝑗
𝑚+𝑠 ,𝑤𝑗

𝑚+𝑠  (11) (11) 

If 𝛼𝑝 ≥ 0 for each 𝑝 = 1,… ,𝑚 + 𝑠 then with 

multiplying the (𝑝)th inequality of (6) in 𝛼𝑝  

and summing them together, (11) implies that 

𝑈 𝑌 − 𝑉 𝑋 + 𝑤 > 0 that is in contradiction 

with (8). 

Now suppose there is at least one 𝑞 ∈

 1,… ,𝑚 + 𝑠  that 𝛼𝑞 < 0. Consider the 

production possibility set before adding  𝑋 ,𝑌   

and also the 𝑚 + 𝑠 binding defining 

hyperplanes at 𝐷𝑀𝑈𝑗 . Suppose that  𝑋 ,𝑌   is a 

nonextreme point of  the edge that is obtained 

by  𝐻𝑝𝑗𝑝≠𝑞 . Therefore 

𝑈𝑗
𝑝
𝑌 − 𝑉𝑗

𝑝
𝑋 + 𝑤𝑗

𝑝
= 0

𝑈𝑗
𝑞
𝑌 − 𝑉𝑗

𝑞
𝑋 + 𝑤𝑗

𝑞
< 0

     
                                    (12) 

  𝑝 = 1,… ,𝑚 + 𝑠;  𝑝 ≠ 𝑞 

With multiplying the (𝑝)th equality or 

inequality of (12) in 𝛼𝑝  for 𝑝 = 1,… ,𝑚 + 𝑠 

and summing them together, (11) implies that 

𝑈 𝑌 − 𝑉 𝑋 + 𝑤 > 0                                          (13) 

On the other hand since (𝑋 ,𝑌 ) belongs to 𝑇𝑣 so 

it will belong to the new 𝑇𝑣 (after adding 

(𝑋 ,𝑌 )). Thus 

𝑈 𝑌 − 𝑉 𝑋 + 𝑤 ≤ 0 

Which it is in contradiction with (13). 

Theorem 5. 

a) All of the extreme efficient DMUs are 
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remained on frontier through adding DMU in 𝑆. 

b) 𝑆 is the largest stability region.  

Proof. 

a) By considering the definition of 𝑆 and 

theorem1 part a, the proof is evident 

b) Suppose that 𝑆 is not the largest stability 

region. So there exists  𝑋 ,𝑌  ∉ 𝑆 which with 

adding it, 𝐷𝑀𝑈1 ,… ,𝐷𝑀𝑈𝑡  are still remained 

on frontier. With regarding to theorem1 part b, 

 𝑋 ,𝑌  ∈ 𝑆𝑗   for 𝑗 = 1,… , 𝑡. So it can be 

concluded  𝑋 ,𝑌  ∈ 𝑆 by definition of 𝑆 which 

it is in contradiction with the contrary 

assumption.  

 

Example: 

In this example the stability region for a set of 

DMUs is obtained. Consider four DMUs with 

one input and one output as they are defined in 

Table1. Now the presented method for 

obtaining the stability region is used for this 

set of 𝐷𝑀𝑈𝑠. 

Table1: data of numerical example 

 𝐷𝑀𝑈1 𝐷𝑀𝑈2 𝐷𝑀𝑈3 𝐷𝑀𝑈4 

Input 1 2 4 3 

output 1 2 3 1.5 

Step1:  

All of the hyperplanes of 𝑇𝑣 are obtained. 

𝐻1 =   𝑥,𝑦 |𝑦 − 3 = 0  

𝐻2 =   𝑥,𝑦 |𝑦 − 𝑥 = 0  

𝐻3 =   𝑥,𝑦 |2𝑦 − 𝑥 − 2 = 0  

𝐻4 =   𝑥,𝑦 | − 𝑥 + 1 = 0  

Step2:  

All of the extreme efficient DMUs are 

obtained. They are 𝐷𝑀𝑈1 ,𝐷𝑀𝑈2 and  𝐷𝑀𝑈3  

in which the binding defining hyperplanes are 

 𝐻2 ,𝐻4 ,  𝐻2 ,𝐻3  and  𝐻1 ,𝐻3  respectively. 

Step3:  

The stability regions 𝑆1 , 𝑆2 and 𝑆3 

corresponding with 𝐷𝑀𝑈1 ,𝐷𝑀𝑈2 and 𝐷𝑀𝑈3  

are separately obtained. 

𝑆11 =   𝑥, 𝑦 |𝑦 − 𝑥 ≤ 0 , 

𝑆21 =   𝑥,𝑦 | − 𝑥 + 1 ≤ 0  

𝑆1 = 𝑆11 ∪ 𝑆21 =   𝑥, 𝑦 | 𝑦 − 𝑥 ≤ 0 ⋁  − 𝑥 + 1 ≤ 0   

𝑆12 =   𝑥, 𝑦 |𝑦 − 𝑥 ≤ 0 , 

𝑆22 =   𝑥,𝑦 |2𝑦 − 𝑥 − 2 ≤ 0  

𝑆2 = 𝑆12 ∪ 𝑆22 =   𝑥, 𝑦 | 𝑦 − 𝑥 ≤ 0 ⋁ 2𝑦 − 𝑥 − 2 ≤ 0   

𝑆13 =   𝑥, 𝑦 |𝑦 − 3 ≤ 0 , 

𝑆23 =   𝑥,𝑦 |2𝑦 − 𝑥 − 2 ≤ 0  

𝑆3 = 𝑆13 ∪ 𝑆23 =   𝑥, 𝑦 | 𝑦 − 3 ≤ 0 ⋁ 2𝑦 − 𝑥 − 2 ≤ 0   

Step4: 

The stability region 𝑆 is obtained. 

𝑆 = 𝑆1 ∩ 𝑆2 ∩ 𝑆3 =   𝑥, 𝑦 | (𝑦 − 𝑥 ≤ 0 & 𝑦 − 3 ≤ 0)  

∨     𝑦 − 𝑥 ≤ 0 & 2𝑦 − 𝑥 − 2 ≤ 0  

     ∨     −𝑥 + 1 ≤ 0 & 2𝑦 − 𝑥 − 2 ≤ 0 } 

𝑆 is the largest region which 𝐷𝑀𝑈1 ,𝐷𝑀𝑈2 

and 𝐷𝑀𝑈3 will be remained on frontier if the 

added 𝐷𝑀𝑈 belongs to it.   

The stability region 𝑆 is shown by shadow area 

in figure1. 

 

 

Figure1: The stability region for data of table1 
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Conclusion 

One of the important issues in data 

envelopment analysis (DEA) is sensitivity 

analysis. In this paper a stability region in 𝑇v  

by utilizing the defining hyperplanes has been 

obtained and it has been proved that if a DMU 

is added in this region then all of the extreme 

efficient DMUs are still remained on frontier. 

It has been proved that the obtained region is 

the largest stability region too. Finally the 

presented algorithm for finding stability region 

has been used for a set of DMUs through one 

example and the results have been reported. 
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