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Abstract 

One of the best methods for computing the efficiency of decision-Making Units (DMU) is 
Data Envelopment Analysis (DEA) that is useful for improving organizational performance. 

If we added a new unit to our observation sets, we have to run the model again. Nowadays, 

datasets from many organizations in the real world have been growing. So, we need a huge 
amount of computation for examining efficiency for new dataset. To overcome this problem, 

we combine Machine Learning (ML) and DEA. We consider organizations have interval data. 

According to we have interval data set, so we use interval DEA. Actually, we link between 

interval DEA and ML algorithms. First, we compute the efficiency score of these 
organizations by using Interval DEA. Second, we compute two scores that come in the first 

stage. Then, use these scores in ML. The empirical results show that the average accuracy of 

the predicted efficiency of DMUs is about 89%. 

 

 
Keywords: Data Envelopment Analysis; Machine Learning; Efficiency; Interval Data 

 

 

 

 

 

 

                                                
* Corresponding author: Email: mohsen_rostamy@yahoo.com 

 

  

 

International Journal of Data Envelopment Analysis                                                              Science and Research Branch (IAU)    

 



Babaei Keshteli & Rostamy-Malkhalifih / IJDEA Vol.10, No.3, (2022), 57-64  

 

58 

1. Introduction 

Data Envelopment Analysis (DEA) is a 
non-parametric method to evaluate the 

performance of various decision-making 

units (DMUs) with multiple and similar 
inputs and outputs.  

This method was introduced by Charnes et 

al. in 1978 (CCR model) [1]. Then, Banker 

et al. introduced the BCC model, which 
has the characteristic of variable returns to 

scale (VRS) [2]. (For further study, refer to 

[3,4]). There are many applications for 
DEA in different fields [5-13]. To evaluate 

performance using DEA models, each of 

the units under evaluation is considered a 

decision-making unit (DMU) and in order 
to calculate the efficiency score of each 

DMU, DEA models run once.  

Now suppose that we added a new DMU 
to our under-evaluation DMUs, we must 

run the models again. Nowadays, datasets 

from many organizations in the real world 
have been growing. So, we need a huge 

amount of computation. For example, 

there are more than 73 million small and 

micro-sized companies in mainland China 
[14]. So, if we add a new DMU to this 

observation set and want to calculate the 

efficiency score, we have to run the models 
again. Therefore, we need a huge 

computer in terms of memory and CPU.  

To overcome this problem, we try to 
attempt a linkage between DEA and 

machine learning (ML) algorithms.  

Machine learning is a branch of artificial 

intelligence that allows the system to learn 
from previous data and while machine 

learning algorithms learn from past data 

they can produce more accurate predictive 
models [15]. This science is the study of 

algorithms and statistical models used by 

computer systems that use patterns and 

inferences to perform tasks instead of 
using clear instructions [16]. Machine 

learning allows computers to learn about a 

specific subject without the need for an 
explicit program. Also, ML helps a lot to 

save operational costs and improve the 

speed of data analysis. 

Therefore, as a subset of artificial 
intelligence, machine learning algorithms 

create a mathematical model based on 

sample data or training data to predict or 

make decisions without overt planning. 
The goal of machine learning techniques is 

to automatically recognize complex 

patterns in a data set, so inferences or 
predictions are possible on new data sets 

[15].  

There are many successful applications of 

machine learning, including systems that 
analyze past sales data to predict customer 

behaviour, recognize faces or speech, and 

optimize robot behaviour so that a task can 
be completed with minimal resources [17] 

Also, ML has been used in various 

industries such as the oil and 
petrochemical industries and so on. So that 

the final optimal results are efficient and 

optimal. Therefore, due to the numerous 

applications of ML in various fields, 
researchers have conducted extensive 

studies on the use of ML in DEA.  

Azadeh et al. (2011) presented a new 
method using a combined approach of 

DEA and NN to optimize the selection of 

a suitable location for a solar factory [18]. 
Also, the combination of clustering, 

Classification and Regression Trees 

(CART) with DEA was presented by 

Samoikenko and Osei-Bryson to increase 
the discriminatory power of the method 

[19]. In this regard, Wu et al used the 

combination of DEA, CART and data 
mining to evaluate the performance of the 

bank [20]. In another study, to evaluate 

health centres, the combination of DEA 

and CART was used by De Nicola et al 
[21]. Also, Random Forest Regression and 

DEA were used to assess Indian banks and 

also to investigate the impact of some 
government policies by Thaker et al [22]. 

In another study, DEA and clustering were 

used to investigate the impact of the 
coronavirus on the performance of 

different countries in responding to this 

crisis.  
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All classic DEA models assume that all 
inputs and outputs are precise and 

definitive. But this issue cannot always be 

true in real and practical issues in the world 

around us. In other words, in the real 
world, because decision-makers are faced 

with risk and uncertainty conditions, it is 

impossible to specify exact values for each 
input and output. Therefore, we will 

hesitate in the validation of the results 

obtained from classic models without 
considering imprecise data.  

In general, uncertain data and imprecise 

data can be classified as interval numbers, 

fuzzy numbers, and random numbers. 
Therefore, how to evaluate and manage a 

set of decision-making units with interval, 

fuzzy or random data is one of the 
important research topics in the DEA field. 

All these cases indicate the need to 

develop DEA models in the field of 
theoretical foundations and real 

applications. So DEA models with 

imprecise data can be used to solve this 

shortcoming. Several studies have been 
done in this field, including [23].  

This paper’s main purpose is to link 

interval DEA and ML algorithms. 
The rest of the paper is organized as 

follows. The interval-DEA method and 

ML algorithms are explained in Section 2. 

The research framework for combining the 
interval-DEA method with ML algorithms 

is discussed in Section 3. In Section 4, we 

ran the proposed method for a dataset, 
added some new data to our main dataset, 

and measured, predicted and compared 

with the efficiency scores obtained by the 
interval-DEA model. Finally, Section 5 

concludes this paper and future studies. 

 

2. Methodologies 

2.1 DEA model 

DEA is a non-parametric approach for 

measuring the efficiency of DMUs that use 
mathematical programming. The DEA-

CCR model is the first model for 

computing efficiency that use the ratio of 
multi-outputs to multi-inputs of a DMU in 

terms of the similar ratios for all other 

DMUs to be less than or equal to one. The 

model does not need a priori weights on 
inputs and outputs [1]. 

Suppose that there is a set of  

 1,..,N n DMUs,  1,..,M m  

inputs, and  1,..,S s  outputs. Let  

 1 2, ,..., m

j j j mjX x x x R   and 

 1 2, ,..., s

j j j sjY y y x R   be non-

negative and non-zero vectors of inputs 

and outputs of jDMU , j N . The 

DEA-CCR model for computing the 

efficiency of oDMU  is as follows. 
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In model (1), 𝑣𝑖 and 𝑢𝑟  are the weights of 
the ith input and rth output.  

 

2.2 Interval DEA 

Now, considering our data are an interval. 
We use models (2) and (3) for computing 

efficiency. Actually, we get an interval for 

efficiency.  
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We consider 
2

 
 as efficiency scores 

and show it by 𝜃. 
 

2.3 ML algorithm 

One of the applications of ML algorithms 
is for prediction and decision. There are 

many algorithms in ML that have got 

different applications. In this study, we use 

a Genetic algorithm to measure and predict 
efficiency scores. 

 

3. Research framework 
We want to combine the DEA method with 

the ML algorithm. Actually, we will 

Combine Interval DEA with a Genetic 
algorithm.  

First, we use the interval DEA model to 

measure the efficiency of each DMU in the 

training datasets. We consider 𝜃 as the 
target variable, and the input and output 

indicators of the DEA model are feature 

variables). Then we mark the units that 
they a have score efficiency equal one. 

For learning the rules from these units, we 

use ML algorithms to parse these DMUs 

marked by DEA efficiency. 
We added some units to our data sets. 

Finally, their efficiency of them can be 

predicted through the trained ML model. A 
discussed ML-DEA algorithm, i.e., 

Genetic-DEA is used to predict the DEA 

efficiency of new DMU. 
 

4. Case study and analysis 

To illustrate the ML-DEA algorithm 

discussed, we run it for our data set. 

Suppose that the data of 25 companies (i.e. 
samples) are collected. Here, 20 samples 

are randomly chosen and used them as 

training datasets, and other 5 samples are 

used as the testing datasets. The result of 
20 units are as follow: 

 

Table 1: Result 

jDMU  
CCR  CCR  

1 1 1 

2 1 0.371 

3 1 0.52 

4 1 1 

5 0.76 0.61 

6 1 0.917 

7 1 0.72 

8 1 1 

9 1 1 

10 1 1 

11 1 1 

12 0.49 0.32 

13 0.70 0.45 

14 0.72 0.26 

15 1 0.41 

16 1 0.22 

17 1 1 

18 0.95 0.26 

19 1 0.99 

20 1 0.18 

 

Now, we compute the average CCR and 

CCR  show it by θ. We consider θ as a goal 

in the ML algorithm. 

We compute the efficiency of five unites 
in our data set by Interval CCR, calculate 

θ for them, and M–DEA Model and 

compare them to each other.  

The results show that the average accuracy 
of the predicted efficiency of DMUs is 

about 89%. 
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5. Conclusions  
The aim of this study is to link the interval 

DEA method and ML algorithm. We 

proposed a way that we can find efficiency 

scores when we added new DMU to our 
datasets and it did not need to run the 

model again. Also, we can use another 

algorithm of ML. For future study, we 
want to link between ML algorithm and 

fuzzy and stochastic DEA.
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