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Abstract

In data envelopment analysis (DEA), multiplier and envelopment CCR models evaluate the
decision-making units (DMUs) under optimal conditions. Therefore, the best prices are
allocated to the inputs and outputs. Thus, if a given DMU was not efficient under optimal
conditions, it would not be considered efficient by any other models. In the current study,
using common weights in DEA, a humber of decision-making units are evaluated under the
same conditions, and a number of two-stage network DEA models are proposed within the
framework of multi-objective linear programming (MOLP) for finding common weights.
Furthermore, using the infinity norm, common weight sets are determined in two-stage
network models with MOLP structures.
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1. Introduction

Data envelopment analysis (DEA) is a
method for measuring the performance of
decision-making units (DMUs) that
consume multiple inputs to produce
multiple outputs. Two basic DEA models,
namely CCR and BCC, have become the
standard for performance evaluation under
assumptions of constant (CRS) and
variable returns to scale (VRS). DEA often
deals with single-stage production
processes in which the internal structure of
DMUs is not taken into account. On the
other hand, network DEA involves multi-
stage processes, where the basic structure,
which shows the trend of intermediate
measures in-between stages, plays a
critical role. Fare and Grosskopf (1996)
were among the first to study efficiency in
such processes within the framework of a
model for analyzing network activity.
Castelli et al. (2010) provided a
comprehensive and categorized overview
of the models and methods developed for
various configurations of multi-stage
production. Kao (2014), presented a full
categorization of the literature on data
envelopment analysis based on network
structure type and applied model, where
the same weights were allocated to
intermediate measures, regardless of
whether the measures were considered the
outputs of the first stage or the inputs of the
second stage. Liang et al. (2008) and Cook
et al. (2010) studied efficiency evaluation
in two-stage processes using theoretical
concepts. Kao et al. (2014) used a multi-
objective  programming method for
efficiency  evaluation in  network
structures. Recently, Despotis et al. (2014)
introduced a combined method of
efficiency measurement in two-stage
networks, in which the efficiency of each
stage was estimated first, and then the
overall efficiency was obtained on that
basis. However, the weakness of this
method is that it cannot be easily extended
to multi-stage network processes. The
current research focuses on the different
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orientations selected for stages one and
two of a two-stage network, which are
technically created in order to simplify the
models and keep them within the field of
linear programming. In this study, two-
stage network processes are discussed with
focus on a variety of distinct processes
covering all possible configurations.

2. Preliminaries

This section provides the basic concepts of
the two-stage network in data envelopment
analysis.

Consider n  decision-making  units,
denoted by the subscript j (DMU;), that
use m input vectors X; for consumption in
the first stage. The vector Z; with ¢q
elements is used as the output of stage one
and the input of stage two in the DEA
network.

Yi=(y; , r=1,...,8): Vector of final outputs
in DMU; with the weight vector
U=(uy,..., Us).

Li=(lg , d=1,...,a): Vector of external
inputs in DMU; with the weight vector
H=(h4,..., hy).

Ki=(kg , c=1,...,b): Vector of external
outputs in DMU; with the weight vector
T=(tq,..., tp).

e/ Overall efficiency of DMU;

ejl: Efficiency of stage one in DMU;

e/ Efficiency of stage two in DMUj
Consider the case where we have X inputs,
Y outputs, and Z intermediate measures,
with no external inputs or outputs. In this
case, the efficiency of stages one and two
are defined as follows:

q
el = Xp=1ZpjWp L e2 = Sr=1Yrjtr
S Exyvi J

q
Yp=1ZpjWp
and the overall efficiency of DMU; is
calculated as:

2 _ Lr=1Yrjur

e; .
J X xijvi

The following shows the DEA model for
efficiency measurement in the first
network stage:
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Max —ZZ:lZpon
Z?;lxiovi
s.t: Zg=1 ZpjWp — 2:11 Xij Ui <0,
j=1,..,n
141 > € , i=1,...,m
w, =2 €, p=l,....q

@)

The DEA model for efficiency evaluation
in the second network stage is formulated
as follows:

Max Yr=1Yrolir

Sy =1ZpoWp
st Xiag VrjUr — ZZ:l ZpjWp < 0,
j=1..,n 2

u- =€, r=1,....8
w, =€, p=l,....q

By adding the restriction of Model (1) to
Model (2) and vice versa, we will arrive at
Models (3) and (4), respectively (Despotis
et al., 2014).

Y1 zow
Max—é’m1 ——
i=1XioVi
. q m
S.t: Zp=1 ZpjWp — Zi=1 Xij Ui <0,

j=1,..,n

Z1€=1Yrj Uy

j=1,..,n
v, =2€&, i=l,....m
u- =€, r=1,...,8
w, =€, p=l,...q

—y4a .
Yp=1ZpjWp <0,

@)

The linear form of Model (3) is as follows:
Max Zg=1 Zpo Wy
S.t: 27;1 Xio Vi = 1
ZZ=1 ZpjWp — Lie1 Xijv; <0,
=1,...,n
Zf‘zlyrj Uy — Zg:lzpj Wp <0 )
j=1,...,n

Vi =& , i=1,...,m

u- =€, r=1,...,8

w, =€, p=l,....q

(4)

Model (5) is used to calculate efficiency in
the second stage (Despotis et al., 2014).
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Y3=1YroUr
Maxz—q e
p=1ZpoWp

st Xh_izpiwp — XL x;v; <0,
j=1,..,n ()

Zi:l VrjUr — ZZ:lzP]' Wp <0,
j=1,..,n

1% =€ , i=1,...,m
u- =€, r=1,...8
w, =€, p=l,...q

Model (6) is the linear form of Model (5).
Max X7 =1 Yro Ur
s.t: Zg=1zpo wy, =1

Yy Zpj Wy — XL X v; <0

=1,...n (6)
2?:1)’1‘] Uy _Zg=1zpj Wp <0,
=1,...,n

v, =€, i=1,...m
u.- =€ , r=1,...,8
w, =€, p=l,...q

Models (3) and (5) have common
restrictions; thereby, the following can be
formulated: (see Despotis et al. (2016))
Max ZB=1220 %P
Tt XioVi
Z7=1Yrolr
Max ZZ;lzpon
s.t ZZ=1 ZpjWp — Z{Zl Xij Vi <0,
j=1,..,n
Zi=1 Yrj Uy
j=1,..,n
v, =2€, 1=1,...m
u- =€, r=1,...,8
wy, =€, p=l,....q

()

—y4a .
Yp=12ZpjWp <0,

Model (7) is a bi-level linear programming
problem, in which two objective functions
apply the restrictions of stages one and two
in the DEA network.

3. Two-stage Network Processes
In this section, by considering four
different configurations in two-stage
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network DEA, a number of models are
proposed for finding common weight sets.

3.1. Configuration One

In this configuration, the outputs of stage
one are inputs in stage two, as illustrated in
Fig. 1.

A) In stage one, X=(xq,...,X;,) is the input
vector with the weight vector
V=(v1,...,vp), and Z=(z,...,z4) is the
output vector with the weight vector
W=(wy,..., wg). To find a common weight
set and rank the DMUs in this stage, we
first use the following model: (see
Despotis et al. (2016))

Ecswi: Min ?=1(Z?;1 Xij Vi —m —
Zg:l ij Wp + Tl)

S.t: m-Zﬁl Xij Vi <0,

7=1,...,n

n— ZZ:l Zpjwp 20,

=1,...n 8)
ZZ=1ij Wp —Zﬁlxu Vi <0 ,
j=1,....n

v, =€, i=l,...m
w, =€, p=l,....q

m, n>0
— : m
where, m—lrglsrlnzi=l Xij Vi,
n=max Y7_, z,; wp, and € is the smallest

1<jsn P
positive number.
B) For the purposes of calculating a
common weight set in the second network
stage, Model (9) is suggested:
Ecswe:  Min 7=1(ZZ=1ij wp — M —
Xr=1YrjUr +N)
st MY z,;w, <0,
j=1,...,n
N— Zf‘zlyrj u- =20,

i=1,...n
Zf”:lyrj Uy _ZZ=1ij Wp <0,
=1,...n 9)
u- =€, r=1,...8
w, =€, p=l,...q
M, N>0

In Model (9), M and N are defined as

follows:

M= min X7
1<jsn

N=max >.5_ ‘U
1SanZr—1yr] T

=1%pj Wp

Similarly, Model (6) denoted by Eefficiency2
is used for efficiency calculation in the
second network stage.

To calculate the overall efficiency of the
system, we use the following formula:
Eoveran: ~ Min Te1 (T X v —m—
ZZ:l ZpjWp + 1) + 2?:1(ZZ=1ZPJ' Wp —
M- Y5 Yrjur +N)

s.t: m—Z?:‘lxijviSO ,

i=1,...,n

n—Ypo1ZpiWp 20,

i=1,...,n

M—3l 1 zy;jw, <0,
=1,...n (10)
N _Zf‘=1YTjur =0,

=1,...n

ZZ=1ijWp —Z{ZIXU 14 <0,
=1,...n

Zi=1 Vrj Ur _Zg=1zpj Wp <0,
=1,...n

v, =2€ |, i=1l,...m
u- =€, r=1,...,8
wy, =€, p=l,....q
m,n, M,N>0

X— 3

o o, Y

Figure 1. Two-stage network configuration one

3.2. Configuration Two
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In this case, an external input enters the
system in stage two, as can be seen in Fig.
2:
A) In stage one, the inputs and outputs are
similar to the previous configuration, and
thus, the formulas (8) and (4) denoted by
€cswi  and  Eefficiency2,  respectively, are
successively used for the purposes of unit
ranking.

B) In the second stage, we have the input
vectors  Z=(zy,...,z) and L=(ly,...,lq)
with the weight vectors W=(wy,..., wg)
and H=(h4,..., h,), respectively, and the
output vector Y = (yq,...,ys) With the
weight  vector  U=(uq,...,us). For
efficiency calculation with common
weights, Model (11) is first employed:
Besw2.  Min ?:1(2;7;:1 Zp; Wy —M; +
Ya=1lajha — Mz — X3=1 yrjur +N)

st My =Xl  z,;w, <0,

j=1,....n

MZ —Zg=1 ldjhd < 0 y

j=1,....n

N— Z$=1)’rj Up 2 0,

7=1,...,n (11)
Z1€=1yrj Uy _Zg=1zpj Wp -
Yi=1lajha <0,

7=1,...,n

u- =€, r=1,...,8

— : q i
M= 0in 5 7

M2=1IPji<nn Zg=1 ldjhdv and
— s
N_lr?jag% Zr:l Vrj Ur.

Then, the following model is presented in
accordance with Model (6) for efficiency
calculation in this case:

Eefficiency2. MaX Zf-:l Yro Ur

s.t: Zg=1 Zpo Wp + 22:1 ldohd =1

q m
2p=1ij Wp —Zi=1xij Vi <0 ,

=1,...n (12)
Zi:l)Irj Uy _Zg=1zpj Wp -
=1,...,n

v, =€ ,i=l,...m
u- =€, r=1,...8
w, =€, p=l,...q
hd > € 5 d=1,...,a

The following linear programming model
is proposed for calculating a common
weight set in the overall system within the
framework of two-stage network DEA.

Eefficiency2. MaX Z,sa=1 YVro Ur

st ZZ=1ZP0 wp + XG=1lacha =1
Yi=12pjWp — 21 X3 v; < 0

=1,...n

w, =€, p=1,...q z:i=1yrjur_Zz?w=1Z10}'W10_
p = s s s a
hg =€, d=l,...a _Zd=1ldjhd <0,
M; ,M;,N>0 J=L...n (13)
v, =2€ |, i=1l,...m
In this model, u. =€ ,r=1,..8
w, =€, p=l,...q
h; =€, d=1,...,a
L
Z
X 1 — 2 3 Y

Figure 2. Two-stage network configuration two
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3.3. Configuration Three
In this configuration, there is one external
output exiting the system in stage one, as
demonstrated in Fig. 3.
Consider the example of a university
branch with a postgraduate program in
which the students first pass an
educational phase (stage one) and then go
through a research-oriented phase (stage
two). In this case, the external output of the
education-oriented phase could be
students who are transferred to other
branches or drop out.
A) In the first stage, X =(x4,...,x,,) is the
input vector with the weight vector
V=(vy,...,vp), and Z=(z,...,z;) and
K=(k4,...,k;) are output vectors with the
weight  vectors  U=(uq,...,u;) and
T=(t4,..., tp), respectively. First, Model
(14) is proposed as follows for efficiency
calculation through common weights:
Min j=1(XiZ1 X v —m—
Zg=1 Zpj Wy + 1y — b, kejte +ny)
st m-YX%,xv; <0,
j=1,....n
n =Xl zpywy 20,
7=1,...,n
n, _Z?=1kcj tc =0 ,
7=1,...,n
ZZ=1 ZpjWp + Lo=1 Kejte =
X xijv; <0,
=1,...,n

Vi =& , i=1,...,m

w, =€, p=l,...q

t. =€, c=1,...,b

m,nq, ny, >0

Hcswl .

(14)

In this model,

—_ : m
m—lgljlgnZi=1 Xij Vi,

_ q ,
nl_gfas)fz Zp=1 Zpj Wp,

_ b
N=max Do kgi t..
1SanZC—1 € e

and

Next, similar to the previous cases, Model
(15) is presented for efficiency calculation
in the first stage.
B) To calculate efficiency in stage two, we
first use Model (9) represented by Heswo,
and then apply Model (6) denoted by
Hefriciency2.  FOr calculating the overall
system efficiency using common weights,
the following model is suggested:
Hoverail: Min Z?:1(Zﬁ1 Xij Uy —m—
Zgzl Zyiwy + 1y — X0 ket +ny) +
}1:1(25:1 Zpj Wp — M — Zf’:l Vrj Ur + N)

s.t: m—ZﬁlxijviSO ,

=1,...,n

n —Zf,:lzpjwp >0,

i=1,...,n

n; _22=1kcj te=20,

i=1,...,n

M =Ygy Zpjwp SO,

=1,...n (15)
N_Zf"=1YTjur =0,

=1,...n

ZZ=1ij wp + =1 kejte =
Xitixjv; <0,
=1,...n
Zf‘=13’rj Uy
=1,...n
v, =2€ ,i=1l,....m
u- =€, r=1,...,8
wy, =€, p=l,....q
t. =€, c=1,...,b
m,ng,ny, M\, N>0

—y4a .
Yp=1ZpjWp <0,

.Y

X— 3 1

K

Figure 3. Two-stage network configuration three
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3.4. Configuration Four

In this case, an output exits the system in

stage one and an input enter the network in

stage two; refer to the following figure4:

A) The inputs and outputs in stage one are

similar to the case of the third

configuration. Therefore, we first make

use of Model (14) denoted by heswi, and

then apply Model (15) under the title of

hef‘ficiencyl-

B) Similarly, in stage two, we successively

use Models (11) and (12) represented by

heswz and Netficiency2,  respectively. The

following model is proposed for

calculating a common weight set in the

overall system:

Min je1(XiZ X v —m—

2;7,:1 Zyj Wy + g — X0 kejte +1y) +
J=1(Zp=12pj Wp — My +

Yd=1lajha — My — ¥3_1yrjuy + N)

s.t m—ZﬁlxijviSO ,

j=1,....n

n =X zpywy 20,

j=1,....n

n, _Z?=1kcj tc =0 ,

My =¥ 1 2,;w, <0,

=1,...

hoverai:

(16)

,n

i=1,...n

N_Zi=1yrjur =0,
i=1,...n

Zg=1zpj wp t Zlc)=1 kcj te —
Z{;‘lxij 1% < 0 ,

=1,...,n
Zi:lyrj Uy _Zg=1zpj Wp —
=1,...n

1% =& , i=1,...,m
u- =€, r=1,...8
w, =€, p=l,...q
t.=€, c=1,....b
hd =& . d:1,...,a
m,ny, ny,, My, My, N >0

4. Numerical Example

Example 1: In this section, 40 university
branches are considered as two-stage
networks, each having two inputs and two
outputs in the first stage and two inputs and
three outputs in the second stage along
with one external input and two external
outputs as follows: (figure 5)

v
N

K

Figure 4. Two-stage network configuration four
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1
X1 Z1 y —>y
—_—) 1 > 2 IS Y2
X2 —’ L :
Z3 Y3

ki ko

Figure 5. Inputs and outputs in stage one

Table 1 provides the data on the 40
university branches under study. In this
example, the inputs and outputs are
defined as follows:

Stage one: Education-oriented phase of
the postgraduate program

Stage Two: Research-oriented phase of
the postgraduate program

X1 Number of admissions with an
entrance exam.

Xz: Number of admissions without an
entrance exam

Zi: Number of graduates from the
education-oriented phase with an average
of A

Zy: Number of graduates from the
education-oriented phase with an average
of B

Yi: Number of graduates from the
research-oriented phase without a research
article

Y2: Number of graduates from the
research-oriented phase defending their
research article

Ys: Number of graduates from the
research-oriented phase with a research
article published in an ISI-indexed journal
Li: Number of guest students in the
research-oriented phase

Ki: Number of expelled students

Kz: Number of drop-out students
Efficiency evaluations were performed for
the first two-stage network configuration
using Models 4), (6), (8),
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(9), and (10), the results of which can be
observed in Table 2.

In Table 2, by comparing Ecw1 and
Eefiiciencyr N the education-oriented phase,
it can be observed that only one university
branch is efficient in Ecsw1, While Eefficiency1
has deemed 6 branches as efficient.
Furthermore, in the research-oriented
stage, Ecwe presents one efficient unit,
while 13 units are efficient according to
Eefficiency2. IN Other words, in a comparison
of units under similar conditions, Eefficiency
would consider a smaller number of units
as efficient comparing to Ecsw, aS Eefficiency
evaluates the units based on their optimal
condition, while Ecw  determines
efficiency scores for unit ranking under the
same condition.

Referring to Table 2, it can be said that
Branch 5 has done very well in the
education-oriented phase, but was not
efficient in the research-oriented stage.
Moreover, the branch is overall inefficient
according to Ecswa* Ecswa.

Unit 9 was not efficient in any of the stages
or in the overall evaluation.

Unit 13 has performed well in the
education-oriented phase based on
Eetficiency1, and is considered efficient, but
the unit is not efficient in the research-
oriented phase or in the overall evaluation.
Unit 22 is inefficient in the education-
oriented stage, but it had an efficient
performance in the research-oriented
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phase; however, the unit is not overall
efficient.

Unit 37 is not efficient in the education-
oriented stage, but had performed
efficiently in the research-oriented phase.
The unit is considered overall efficient
based on the column Ecswi* Ecswe.
Efficiency scores were calculated for the
second two-stage network configuration
using Models (4), (8), (11), (12), and (13).
The results are provided in Table 3.

In Table 3, esw: has one efficient unit in
the education-oriented phase, while
Eefficiencyr CONSiders 6 units as efficient in
this stage. In the research-oriented phase,
esw2 deems one unit as efficient and
Eefficiency2 Nas 24 efficient units.

According to Table 3, Unit 5 is efficient in
the education-oriented stage, while being
efficient in the research-oriented phase.
The unit is, however, efficient based on the
overall evaluation.

Unit 8 is inefficient in the education-
oriented phase and efficient in the
research-oriented phase, and it is overall
inefficient.

Unit 13 is efficient in both education- and
research-oriented stages according to

Eefficiencyt  aNd  Eefficiency2,  respectively;
however, the unit is deemed overall
inefficient.

Unit 19 is not efficient in the first stage,
but it is efficient in the research-oriented
phase based on eefriciency2. Nevertheless, the
unit is overall inefficient.

In the following, Figures 8 and 9 illustrate
comparisons between the two methods in
stages one and two, respectively.

Table 4 presents the efficiency scores
calculated for the third network
configuration using Models (6), (9), (14),
(15), and (16).

In Table 4, 2 units are efficient based on
Hewi and 28 units are efficient based on
Hefriciencyr IN the education-oriented phase,
while in the research-oriented stage, one
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unit is efficient according to Hesw1 and 13
units are efficient in Hegficiency2.

Based on Table 4, Unit 4 is efficient in the
education-oriented stage, while it is
considered inefficient in the research-
oriented phase and the overall evaluation.
Unit 9 is efficient in the first stage, but it is
not efficient in the second stage, neither is
it overall efficient.

Unit 26 is efficient in the education-
oriented phase based 0N €efficiency1. The unit
is also efficient in stage two and the overall
evaluation.

Unit 38 is efficient in the education-
oriented stage according to €efficiency1, UL it
is neither efficient in the research-oriented
stage nor the overall evaluation.

The efficiency values measured for the
fourth configuration through Models (11),
(12), (14), (15), and (17) can be observed
in Table 5.

Unit 9 is efficient in the education-oriented
phase but inefficient in the research-
oriented stage and the overall evaluation.
Unit 29 is efficient in both education- and
research-oriented stages according to
Nefficiencyr @Nd Nefficiency2, respectively. The
unit is also overall efficient based on heswa+
hwwz-

5. Conclusion

In this research, adopting a common
perspective on the evaluation of decision-
making units, a number of models for
determining common weights in data
envelopment analysis were explored.
Overall, our conclusions fall into two
categories:

A. The DEA model for determining
common weight sets is a multi-objective
fractional programming problem, which is
solved using the 1-norm or the infinity
norm. In the current research, using the 1-
norm and the infinity norm, common
weight sets were determined in DEA, and
a number of DMUs were ranked on that
basis.
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B. A number of two-stage network DEA
models were proposed in various
configurations based on common weight
sets. These models are solved in order to
rank DMUs considered as two-stage
networks.

Generally, finding common weight sets in
two-stage network DEA is of great
significance. Note that all units are
evaluated and ranked in both network
stages under similar conditions.
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Table 1. Data on the 40 university branches under study

External Outputs of Stage External
DMU Inputs Outputs b One ¢ Input Outputs

X | X3 K K> 74 7> L, Yi| Y2 |Y;
1 63 | 97 12 20 24 51 49 56 | 37 | 19
2 19 | 96 19 59 54 83 26 73 | 49 | 9
3 74 | 68 16 40 30 29 1 38| 21 | 1
4 78 | 17 17 19 28 31 63 47 | 36 | 22
5 147 | 46 21 36 45 91 59 81| 62 | 38
6 119 | 52 23 41 56 47 24 29 | 35 | 41
7 99 | 92 24 67 61 33 72 34 | 67 | 65
8 124 | 85 31 43 94 28 55 48 | 105 | 54
9 149 | 95 58 94 38 54 717 68 | 53 | 42
10 83 | 9 32 29 41 62 36 24 | 69 | 46
n 93 | 42 15 46 22 39 63 23 | 48 | 32
12 48 | 99 51 24 14 43 15 32| 19 | 2
13 52 | 66 34 15 26 43 13 28 | 32 | 18
14 89 | 78 29 38 63 31 42 36 | 48 | 25
15 64 | 88 45 23 39 43 65 17 | 94 | 20
16 48 | 109 19 43 52 24 91 14 | 53 | 73
17 54 | 86 40 22 36 38 52 26 | 49 | 38
18 67 | 99 32 47 26 53 66 48 | 15 | 63
19 91 | 87 4] 18 63 38 73 36 | 57 | 61
20 31 | 110 27 32 46 36 33 421 19 | 39
21 56 | 68 33 217 42 20 52 62 | 14 | 28
22 57 | 74 31 42 30 22 72 24 | 70 | 16
23 48 | 83 22 31 43 27 36 33| 41 | 32
24 72 | 37 16 29 38 21 57 24 | 55 | 37
25 24 | 56 20 15 31 13 40 22 | 41 | 20
26 82 | 37 31 46 19 15 68 39| 26 | 26
27 47 | 52 13 24 32 28 40 22 | 48 | 30
28 35 | 62 17 32 24 24 50 28 | 29 | 31
29 31 | 46 22 16 24 15 63 32 | 41 | 29
30 29 | 62 31 20 19 18 49 26 | 20 | 32
31 28 | 53 21 n 22 24 46 21 | 33 | 30
32 32 | 46 18 19 21 20 68 19 | 43 | 37
33 43 | 64 27 32 22 26 38 16 | 32 | 32
34 44 | 57 21 20 31 24 55 40| 20 | 38
35 89 | 90 49 30 55 45 63 53| 60 | 35
36 48 | 38 16 18 26 24 50 30| 42 | 20
37 31 | 52 13 20 33 16 92 81| 21 | 30
38 98 | 90 18 23 100 39 39 78 | 45 | 35
39 100 | 68 32 36 55 30 35 60| 25 | 24
40 110 | 87 36 41 58 37 42 37 | 46 | 48
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Table 2. Two-stage network configuration one

Stage One Stage Two Overall
DMU Ecswl g Eefficiencyl Ecst g Eefficiencyz Ecswl* Ecswz Eoverall
1 0.6045 (32) | 0.9341 (12) | 0.7568 (9) | 1.0000 (1) | 0.4575 (14) | 0.3307 (31)
2 0.8502 (4) | 0.9833 (7) | 0.4227 (37) | 0.6152 (32) | 0.3595 (30) | 0.2871 (38)
3 0.5438 (35) | 0.6168 (37) | 0.4627 (35) | 0.5742 (36) | 0.2516 (40) | 0.2380 (39)
4 0.8841 (3) | 1.0000 (1) 0.7215 (13) | 0.8471 (18) | 0.6379 (3) | 0.5522 (4)
5 1.0000 (1) | 1.0000 (1) | 0.6639 (18) | 0.8538 (17) | 0.6639 (2) | 0.4650 (1)
6 0.8230 (5) | 0.8820 (16) | 0.3880 (38) | 0.4546 (40) | 0.3193 (36) | 0.3089 (36)
7 0.6352 (26) | 0.6884 (33) | 0.5872 (24) | 0.8127 (21) | 0.3730 (26) | 0.4203 (17)
8 0.7594 (9) | 0.9470 (1) | 0.4798 (33) | 1.0000 (1) | 0.3644 (28) | 0.4643 (12)
9 0.5098 (36) | 0.5565 (39) | 0.7886 (8) | 0.9025 (16) | 0.4020 (19) | 0.3280 (32)
10 0.7741 (7) | 0.9642 (8) | 0.5937 (23) | 0.7758 (24) | 0.4596 (13) | 0.3731 (25)
n 0.6269 (29) | 0.6557 (36) | 0.7893 (7) | 1.0000 (1) | 0.4948 (9) | 0.3679 (28)
12 0.4952 (39) | 0.9497 (10) | 0.7505 (10) | 1.0000 (1) 0.3716  (27) | 0.2364 (40)
13 0.7591 (10) | 1.0000 (1) | 0.5179 (31) | 0.6610 (30) | 0.3931 (21) | 0.3102 (35)
14 0.7277 (13) | 0.7740 (28) | 0.3667 (39) | 0.5335 (37) | 0.2668 (39) | 0.3075 (37)
15 0.6904 (19) | 0.8563 (17) | 0.5839 (25) | 1.0000 (1) | 0.4031 (18) | 0.3694 (26)
16 0.5902 (33) | 0.8495 (19) | 0.6028 (22) | 1.0000 (1) | 0.3558 (31) | 0.4288 (14)
17 0.6698 (20) | 0.8516 (18) | 0.6052 (21) | 0.6777 (29) | 0.4054 (17) | 0.3787 (24)
18 0.6148 (31) | 0.9225 (13) | 0.8678 (5) | 1.0000 (1) | 0.5335 (6) | 0.3912 (21)
19 0.7328 (1) | 0.8056 (26) | 0.5254 (29) | 0.6881 (28) | 0.3850 (24) | 0.4216 (16)
20 0.7027 (17) | 1.0000 (1) | 0.4702 (34) | 0.5792 (35) | 0.3304 (35) | 0.3475 (30)
21 0.6327 (27) | 0.7151 (31) | 0.5688 (27) | 0.6912 (27) | 0.3599 (29) | 0.4226 (15)
22 | 05050 (38) | 0.5989 (38) | 0.6974 (14) | 1.0000 (1) | 0.3522 (32) | 0.3680 (27)
23 0.6658 (24) | 0.8238 (25) | 0.5195 (30) | 0.5948 (33) | 0.3459 (33) | 0.3816 (23)
24 0.7256 (14) | 0.8267 (21) | 0.6404 (19) | 0.9160 (15) | 0.4647 (12) | 0.5108 (5)
25 0.6684 (22) | 1.0000 (1) | 0.5692 (26) | 0.9601 (14) | 0.3805 (25) | 0.4693 (10)
26 0.3891 (40) | 0.4184 (40) | 1.0000 (1) | 1.0000 (1) | 0.3891 (23) | 0.3841 (22)
27 0.7820 (6) | 0.9122 (15) | 0.6134 (20) | 0.7163 (26) | 0.4797 (10) | 0.4718 (9)
28 0.6224 (30) | 0.8039 (27) | 0.7337 (12) | 0.7757 (25) | 0.4567 (15) | 0.4359 (13)
29 0.6368 (25) | 0.7649 (29) | 0.8910 (4) | 1.0000 (1) | 0.5674 (5) | 0.6239 (2)
30 0.5055 (37) | 0.6727 (34) | 0.8494 (6) | 1.0000 (1) | 0.4294 (16) | 0.4196 (18)
31 0.7131 (16) | 0.9514 (9) | 0.7405 (1) | 0.8027 (22) | 0.5281 (7) | 0.4902 (7)
32 0.6686 (21) | 0.8265 (22) | 0.9304 (2) | 1.0000 (1) | 0.6221 (4) | 0.5999 (3)
33 0.5723 (34) | 0.7314 (30) | 0.6960 (15) | 0.7860 (23) | 0.3983 (20) | 0.3570 (29)
34 0.6937 (18) | 0.8261 (23) | 0.6824 (17) | 0.8380 (20) | 0.4734 (11) | 0.4865 (8)
35 0.7239 (15) | 0.8250 (24) | 0.5398 (28) | 0.6192 (31) | 0.3908 (22) | 0.3915 (20)
36 0.7675 (8) | 0.8428 (20) | 0.6856 (16) | 0.8405 (19) | 0.5262 (8) | 0.5029 (6)
37 0.7327 (12) | 0.9186 (14) | 0.9079 (3) | 1.0000 (1) | 0.6652 (1) | 0.7855 (1)
38 | 09485 (2) | 1.0000 (1) | 0.3548 (40) | 0.5222 (38) | 0.3365 (34) | 0.4103 (19)
39 0.6664 (23) | 0.7068 (32) | 0.4367 (36) | 0.4941 (39) | 0.2910 (38) | 0.3239 (34)
40 0.6312 (28) | 0.6722 (35) | 0.4827 (32) | 0.5940 (34) | 0.3047 (37) | 0.3264 (33)
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Table 3. Two-stage network configuration two

DMU Stage One Stage Two Overall
Eeswi eefﬁciencyl Ecsw2 eefficiencyz €eswi* Ecsw2 €overall

1 0.6045 (32) | 0.9341 (12) | 0.8339 (25) | 1.0000 (1) | 0.5041 (31) | 0.9849 (34)
2 0.8502 (4) | 0.9833 (7) | 0.6851 (40) | 1.0000 (1) | 0.5825 (21) | 0.8731 (38)
3 0.5438 (35) | 0.6168 (37) | 0.8700 (19) | 1.0000 (1) | 0.4731 (35) | 0.7207 (39)
4 0.8841 (3) | 1.0000 (1) | 0.8134 (32) | 0.9167 (36) | 0.7191  (4) | 17442 (4)

5 1.0000 (1) | 1.0000 (1) | 0.8402 (24) | 0.9821 (29) | 0.8402 (1) | 1.4559 (8)

6 0.8230 (5) | 0.8820 (16) | 0.7367 (38) | 1.0000 (1) | 0.6063 (14) | 0.9579 (35)
7 0.6352 (26) | 0.6884 (33) | 0.9246 (4) | 1.0000 (1) | 0.5873 (19) | 1.2723 (15)
8 0.7594 (9) | 0.9470 (11) | 1.0000 (1) | 1.0000 (1) | 0.7594 (2) | 1.4195 (M)
9 0.5098 (36) | 0.5565 (39) | 0.9095 (7) | 0.9861 (28) | 0.4637 (36) | 1.0053 (31)
10 0.7741 (7) | 0.9642 (8) | 0.8721 (17) | 1.0000 (1) | 0.6751 (7) | 11232 (26)
Ll 0.6269 (29) | 0.6557 (36) | 0.7729 (36) | 1.0000 (1) | 0.4845 (33) | 11400 (23)
12 0.4952 (39) | 0.9497 (10) | 0.9166  (5) | 1.0000 (1) | 0.4539 (38) | 0.6983 (40)
13 0.7591 (10) | 1.0000 (1) | 0.8199 (29) | 1.0000 (1) | 0.6224 (10) | 0.9296 (37)
14 0.7277 (13) | 0.7740 (28) | 0.6977 (39) | 0.7338 (40) | 0.5077 (30) | 0.9327 (36)
15 0.6904 (19) | 0.8563 (17) | 0.7466 (37) | 1.0000 (1) | 0.5155 (29) | 1.1040 (27)
16 | 0.5902 (33) | 0.8495 (19) | 0.8133 ((33) | 1.0000 (1) | 0.4800 (34) | 1.2634 (17)
17 | 0.6698 (20) | 0.8516 (18) | 0.8200 (28) | 0.9028 (38) | 0.5492 (25) | 11269 (25)
18 0.6148 (31) | 0.9225 (13) | 0.8859 (13) | 1.0000 (1) | 0.5447 (27) | 11665 (22)
19 | 0.7328 (11) | 0.8056 (26) | 0.8234 (27) | 0.9045 (37) | 0.6034 (15) | 1.2751 (14)
20 | 0.7027 (17) | 1.0000 (1) | 0.8189 (30) | 1.0000 (1) | 0.5754 (22) | 1.0132 (30)
21 0.6327 (27) | 0.7151 (31) | 0.8901 (12) | 1.0000 (1) | 0.5632 (23) | 1.2681 (16)
22 | 0.5050 (38) | 0.5989 (38) | 0.7821 (34) | 1.0000 (1) | 0.3950 (39) | 11019 (28)
23 | 0.6658 (24) | 0.8238 (25) | 0.8990 (9) | 0.9383 (34) | 0.5986 (16) | 11326 (24)
24 | 0.7256 (14) | 0.8267 (21) | 0.9148 (6) | 0.9908 (27) | 0.6638 (8) | 1.5764 (5)

25 | 0.6684 (22) | 1.0000 (1) | 0.8853 (14) | 0.9601 (31) | 0.5917 (18) | 1.3815 (12)
26 | 0.3891 (40) | 0.4184 (40) | 0.8932 (11) | 1.0000 (1) | 0.3475 (40) | 11901 (20)
27 |0.7820 (6) | 0.9122 (14) | 0.8953 (10) | 0.9781 (30) | 0.7001 (5) | 1.4200 (10)
28 | 0.6224 (30) | 0.8039 (27) | 0.8632 (22) | 0.9264 (35) | 0.5373 (28) | 1.2931 (13)
29 | 0.6368 (25) | 0.7649 (29) | 0.9593 (2) | 1.0000 (1) | 0.6109 (13) | 1.8604 (2)

30 | 0.5055 (37) | 0.6727 (34) | 0.9057 (8) | 1.0000 (1) | 0.4578 (37) | 1.2380 (19)
31 0.7131  (16) | 0.9514 (9) | 0.8636 (21) | 0.9558 (32) | 0.6158 (11) | 1.4513 (9)

32 | 0.6686 (21) | 0.8265 (22) | 0.8779 (16) | 1.0000 (1) | 0.5870 (20) | 1.7905 (3)

33 | 05723 (34) | 0.7314 (30) | 0.8711 (18) | 1.0000 (1) | 0.4985 (32) | 1.0645 (29)
34 | 0.6937 (18) | 0.8261 (23) | 0.8808 (15) | 0.9954 (25) | 0.6110 (12) | 1.4568 (7)

35 | 0.7239 (15) | 0.8250 (24) | 0.8184 (31) | 0.8802 (39) | 0.5924 (17) | 11818  (21)
36 | 0.7675 (8) | 0.8428 (20) | 0.8413 (23) | 0.9552 (33) | 0.6457 (9) | 1.5305 (6)

37 | 07327 (12) | 0.9M4 (15) | 0.9523 (3) | 1.0000 (1) | 0.6978 (6) | 2.3336 (1)

38 | 0.9485 (2) | 1.0000 (1) | 0.7820 (35) | 1.0000 (1) | 0.7417 (3) | 1.2423 (18)
39 | 0.6664 (23) | 0.7068 (32) | 0.8287 (26) | 0.9952 (26) | 0.5522 (24) | 0.9905 (33)
40 0.6312 (28) | 0.6722 (35) | 0.8666 (20) | 1.0000 (1) | 0.5470 (26) | 0.9932 (32)
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Table 4. Two-stage network configuration three

DMU Stage One Stage Two Overall
Hcswl Hefficiencyl Hcst Hefficiencyz Hcswl* Hcst Hoverall

1 0.6033 (40) | 0.9341 (38) | 0.7568 (9) | 1.0000 (1) | 0.4566 (30) | 0.2801 (34)
2 0.9099 (21) | 1.0000 (1) | 0.4227 (37) | 0.6152 (32) | 0.3846 (36) | 0.2489 (38)
3 0.7513 (39) | 0.8334 (40) | 0.4627 (35) | 0.5742 (36) | 0.3476 (38) | 0.2054 (39)
4 1.0000 (1) | 10000 (1) | 0.7215 (13) | 0.8471 (18) | 0.7215 (8) | 0.4997 (4)

5 0.9581 (13) | 1.0000 (1) | 0.6639 (18) | 0.8538 (17) | 0.6361 (16) | 0.4166 (7)

6 0.9298 (18) | 1.0000 (1) | 0.3880 (38) | 0.4546 (40) | 0.3608 (37) | 0.2738 (35)
7 0.8878 (30) | 1.0000 (1) | 0.5872 (24) | 0.8127 (21) | 0.5213 (26) | 0.3626 (15)
8 0.8767 (33) | 1.0000 (1) | 0.4798 (33) | 1.0000 (1) | 0.4206 (33) | 0.4050 (10)
9 1.0000 (1) | 1.0000 (1) | 0.7886 (8) | 0.9025 (16) | 0.7886 (6) | 0.2869 (31)
10 0.8997 (27) | 0.9663 (34) | 0.5937 (23) | 0.7758 (24) | 0.5342 (24) | 0.3199 (26)
l 0.8605 (35) | 1.0000 (1) | 0.7893 (7) | 1.0000 (1) | 0.6792 (11) | 0.3258 (23)
12 | 0.9300 (17) | 1.0000 (1) | 0.7505 (10) | 1.0000 (1) | 0.6980 (9) | 0.1984 (40)
13 0.9989 (3) | 1.0000 (1) | 0.5179 (31) | 0.6610 (30) | 0.5173 (27) | 0.2646 (37)
14 0.9092 (22) | 0.9917 (29) | 0.3667 (39) | 0.5335 (37) | 0.3334 (39) | 0.2658 (36)
15 | 09846 (5) | 1.0000 (1) | 0.5839 (25) | 1.0000 (1) | 0.5749 (20) | 0.3141 (27)
16 0.7792 (38) | 1.0000 (1) | 0.6028 (22) | 1.0000 (1) | 0.4697 (28) | 0.3589 (17)
17 0.9601 (1) | 0.9832 (32) | 0.6052 (21) | 0.6777 (29) | 0.5811 (19) | 0.3205 (25)
18 | 0.9042 (26) | 1.0000 (1) | 0.8678 (5) | 1.0000 (1) | 0.7847 (7) | 0.3318 (22)
19 0.8821 (32) | 0.9880 (30) | 0.5254 (29) | 0.6881 (28) | 0.4635 (29) | 0.3633 (14)
20 | 0.9062 (24) | 1.0000 (1) | 0.4702 (34) | 0.5792 (35) | 0.4261 (32) | 0.2874 (30)
21 0.9637 (9) | 1.0000 (1) | 0.5688 (27) | 0.6912 (27) | 0.5482 (22) | 0.3610 (16)
22 | 09262 (19) | 1.0000 (1) | 0.6974 (14) | 1.0000 (1) | 0.6459 (14) | 0.3136 (28)
23 | 0.8632 (34) | 0.9450 (36) | 0.5195 (30) | 0.5948 (33) | 0.4484 (31) | 0.3220 (24)
24 | 0.9075 (23) | 1.0000 (1) | 0.6405 (19) | 0.9160 (15) | 0.5813 (18) | 0.4503 (5)
25 | 0.9322 (16) | 1.0000 (1) | 0.5692 (26) | 0.9601 (14) | 0.5306 (25) | 0.3924 (12)
26 | 0.9637 (9) | 1.0000 (1) | 10000 (1) | 10000 (1) | 0.9637 (1) | 0.3401 (20)
27 | 0.8968 (28) | 0.9856 (31) | 0.6134 (20) | 0.7163 (26) | 0.5501 (21) | 0.4043 (1)
28 | 0.9226 (20) | 1.0000 (1) | 0.7337 (12) | 0.7757 (25) | 0.6769 (12) | 0.3676 (13)
29 | 0.9820 (¢) | 1.0000 (1) | 0.8910 (4) | 1.0000 (1) | 0.8750 (3) | 0.5292 (2)

30 | 09747 (7) | 1.0000 (1) | 0.8494 (6) | 1.0000 (1) | 0.8279 (4) | 0.3517 (19)
31 0.9330 (15) | 1.0000 (1) | 0.7405 (11) | 0.8027 (22) | 0.6909 (10) | 0.4125 (9)

32 | 0.9584 (12) | 1.0000 (1) | 0.9304 (2) | 1.0000 (1) | 0.8917 (2) | 0.5094 (3)

33 0.9712 (8) | 1.0000 (1) | 0.6960 (15) | 0.7860 (23) | 0.6760 (13) | 0.3028 (29)
34 | 09060 (25) | 0.9518 (35) | 0.6824 (17) | 0.8380 (20) | 0.6183 (17) | 0.4146 (8)
35 0.9931 (4) | 1.0000 (1) | 0.5398 (28) | 0.6192 (31) | 0.5361 (23) | 0.3366 (21)
36 | 09372 (14) | 0.9772 (33) | 0.6856 (16) | 0.8405 (19) | 0.6425 (15) | 0.4364  (6)

37 |0.8956 (29) | 1.0000 (1) | 0.9079 (3) | 1.0000 (1) | 0.8131 (5) | 0.6635 (1)

38 | 0.8528 (36) | 1.0000 (1) | 0.3548 (40) | 0.5222 (38) | 0.3026 (40) | 0.3540 (18)
39 |0.8839 (31) | 0.9371 (37) | 0.4367 (36) | 0.4941 (39) | 0.3860 (35) | 0.2826 (33)
40 | 0.8436 (37) | 0.8858 (39) | 0.4827 (32) | 0.5940 (34) | 0.4072 (34) | 0.2832 (32)
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Table 5. Two-stage network configuration four

Stage One Stage Two Overall
bMU hcswl hef‘ficiencyl hcswz hefficiencyz hcswl* hcsw2 hoverall

1 0.6033 (40) | 0.9341 (38) | 0.8339 (26) | 1.0000 (1) | 0.5031 (40) | 0.5742 (28)
2 0.9099 (21) | 1.0000 (1) | 0.6851 (40) | 1.0000 (1) | 0.6234 (39) | 0.4995 (35)
3 0.7513 (39) | 0.8334 (40) | 0.8700 (20) | 1.0000 (1) | 0.6536 (36) | 0.4139 (36)
4 1.0000 (1) | 1.0000 (1) | 0.8134 (33) | 0.9167 (36) | 0.8134 (15) | 0.9641 (1)
5 0.9581 (13) | 1.0000 (1) | 0.8402 (25) | 0.9821 (29) | 0.8050 (18) | 0.8112  (8)
6 0.9298 (18) | 1.0000 (1) | 0.7367 (1) | 1.0000 (1) | 0.6850 (33) | 0.5384 (33)
7 0.8878 (30) | 1.0000 (1) | 0.9246 (5) | 1.0000 (1) | 0.8209 (13) | 0.7311 (14)
8 0.8767 (33) | 1.0000 (1) | 1.0000 (1) | 1.0000 (1) | 0.8767 (4) | 0.8082 (9)
9 1.0000 (1) | 1.0000 (1) | 0.9095 (8) | 0.9861 (28) | 0.9095 (2) | 0.5711 (29)
10 0.8997 (27) | 0.9663 (34) | 0.8721 (18) | 1.0000 (1) | 0.7846 (25) | 0.6486 (22)
Ll 0.8605 (35) | 1.0000 (1) | 0.7729 (37) | 1.0000 (1) | 0.6651 (35) | 0.6413 (24)
12 0.9300 (17) | 1.0000 (1) | 0.9166 (6) | 1.0000 (1) | 0.8524 (8) | 0.4102 (37)
13 0.9989 (3) | 1.0000 (1) | 0.8199 (30) | 1.0000 (1) | 0.8190 (14) | 0.5390 (32)
14 0.9092 (22) | 0.9917 (29) | 0.6977 (39) | 0.7338 (40) | 0.6343 (37) | 0.5350 (34)
15 | 09846 (5) | 1.0000 (1) | 0.7466 (38) | 1.0000 (1) | 0.7351 (28) | 0.6416 (23)
16 0.7792 (38) | 1.0000 (1) | 0.8133 (34) | 1.0000 (1) | 0.6337 (38) | 0.7440 (1)
17 0.9601 (1) | 0.9832 (32) | 0.8200 (29) | 0.9028 (38) | 0.7873 (24) | 0.6577 (21)
18 | 0.9042 (26) | 1.0000 (1) | 0.8859 (14) | 1.0000 (1) | 0.8010 (20) | 0.6794 (18)
19 0.8821 (32) | 0.9880 (30) | 0.8234 (28) | 0.9045 (37) | 0.7263 (31) | 0.7333 (13)
20 | 0.9062 (24) | 1.0000 (1) | 0.8189 (31) | 1.0000 (1) | 0.7421 (27) | 0.6022 (27)
21 0.9637 (9) | 1.0000 (1) | 0.8901 (13) | 1.0000 (1) | 0.8578 (6) | 0.7344 (12)
22 | 09262 (19) | 1.0000 (1) | 0.7821 (35) | 1.0000 (1) | 0.7244 (32) | 0.6394 (25)
23 | 0.8632 (34) | 0.9450 (36) | 0.8990 (10) | 0.9383 (34) | 0.7760 (26) | 0.6624 (20)
24 | 09075 (23) | 1.0000 (1) | 0.9148 (7) | 0.9908 (27) | 0.8302 (11) | 0.8900 (2)
25 | 09322 (16) | 1.0000 (1) | 0.8853 (15) | 0.9601 (31) | 0.8253 (12) | 0.8140 (7)
26 | 09637 (9) | 1.0000 (1) | 0.8932 (12) | 1.0000 (1) | 0.8608 (5) | 0.6694 (19)
27 | 0.8968 (28) | 0.9856 (31) | 0.8953 (1) | 0.9781 (30) | 0.8029 (19) | 0.8201 (6)
28 | 0.9226 (20) | 1.0000 (1) | 0.8632 (23) | 0.9264 (35) | 0.7964 (22) | 0.7568 (10)
29 | 0.9820 (6) | 1.0000 (1) | 0.9593 (3) | 1.0000 (1) | 0.9420 (1) | 1.0836 (39)
30 | 09747 (7) | 1.0000 (1) | 0.9057 (9) |1.0000 (1) |0.8828 (3) | 0.7280 (15)
31 0.9330 (15) | 1.0000 (1) | 0.8636 (22) | 0.9558 (32) | 0.8057 (17) | 0.8508 (4)
32 | 09584 (12) | 1.0000 (1) | 0.8779 (17) | 1.0000 (1) | 0.8414 (10) | 1.0420 (40)
33 0.9712 (8) | 1.0000 (1) | 0.8711 (19) | 1.0000 (1) | 0.8460 (9) | 0.6201 (26)
34 | 0.9060 (25) | 0.9518 (35) | 0.8808 (16) | 0.9954 (25) | 0.7980 (21) | 0.8453 (5)
35 0.9931 (4) | 1.0000 (1) | 0.8184 (32) | 0.8802 (39) | 0.8128 (16) | 0.6808 (17)
36 0.9372 (14) | 0.9772 (33) | 0.8413 (24) | 0.9552 (33) | 0.7885 (23) | 0.8752 (3)
37 | 0.8956 (29) | 1.0000 (1) | 0.9523 (4) | 1.0000 (1) | 0.8529 (7) | 1.3638 (38)
38 | 0.8528 (36) | 1.0000 (1) | 0.7820 (36) | 1.0000 (1) | 0.6669 (34) | 0.7136 (16)
39 |0.8839 (31) | 0.9371 (37) | 0.8287 (27) | 0.9952 (26) | 0.7325 (29) | 0.5638 (31)
40 | 0.8436 (37) | 0.8858 (39) | 0.8666 (21) | 1.0000 (1) | 0.7311 (30) | 0.5679 (30)
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