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   Nowadays, many industries pay attention to social media because 

people are spending sizable chunks of their lives in virtual worlds. Some 

of the social networks such as Facebook, Instagram and Twitter affected 

by their user through content. Predicting the popularity of content can play 

an important role in different areas such as viral marketing, advertising 

and propagation news. However, prediction problem is a challenging 

problem. In this paper, we developed a deep learning approach to predict 

the popularity of tweets in the twitter social network. It is called DLMD. 

We extracted the feature of content from each tweet. We use the deep 

learning approach for prediction it means that we model this problem with 

a binary classification problem Our proposed method evaluate with 

different measures and the results show that DLMD method has a high 

accuracy in prediction rather than other methods. Therefore, DLMD is a 

convenient method to predict diffusion on social network. 
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1. Introduction  

    Social media is such a suitable method to 

find information about different problems. 

Due to popularity of the Online Social 

Network (OSN), a large number of people 

are now utilizing OSN services in order to 

gain active collaboration, participation and 

interaction with other users. Therefore , 

social media can open new opportunities for 

different industries.  

Microblogging is a content-oriented 

concept in which people can interact with 

others both known and unknown (Ni et al., 

2021). Users can react rather than content. 

They can share contents easily with other 

users. Then, modeling and predicting the 

popularity of online contents has become an 

important research topic in social media 

analytics and is beneficial to many 

applications in public management, 

business and security-related domains 

(Fang and Aili, 2021).  However, Users 

with many connections can suffer from 

information overload. It is quite important 

to filter information flow for the end users 

and to provide them with important content 

(Sandberg, John, et al., 2019). 

Popularity prediction is also helpful in 

personalizing the content and finding the 

right tweets for end users. On the other 

hand, understanding how and why a tweet 

becomes popular, can help to gain a better 

insight into how the information is 

dispersed over the network (Li et al., 2016). 

According to previous studies, Feature-

based methods are very famous for 

prediction (P. Cerchiello et al., 2017). 

These methods extracted a large number of 

features for example the structure of 

networks, users, contents and then train 

Machin learning models to predict 

popularity. They are good methods, 

however, these methods have something to 

do with feature engineering. Some 

researchers show that timeserie  is a suitable 

method for prediction but this method 

ignore other valuable information for 

popularity prediction (S. Mishra et al., 

2016). Some studies show that deep 

learning can have an important role in 

prediction, however, these methods 

consider only user information (C. Li et al., 

2017) . 

In this paper, we extracted the features of 

content, These features have direct effect on 

diffusion ,on the other hand they can play a 

significant role in diffusion . We make a 

proposed method for prediction by a set of 

binaries classify  and deep learning 

approach can be useful for it. It is called 

DLMD. Also, we evaluated the proposed 

method with other classifiers methods.  

This paper is organized as follows: in 

section 2 we discuss the work related to our 

research. Proposed method is explained in 

section 3. In section 4 we explain, in some 

detail. The datasets and experiments that we 

have conducted. Finally, we tell some 

conclusions and discuss the possible future 

directions in section 5. 

 

2. Related work 

    In this section, we provide an overview 

of the existing approaches to popularity 

prediction in social networks. 

 

2.1 Epidemics Models in social networks 

    Information diffusion is similar to the 

spread of an epidemic, but there are 

differences. Information  diffusion on the 

social network has time, relationship 

strength, information content, social 

factors, network structure (Liu et al., 2014), 

etc. In the context of epidemic propagation 

analysis, one of the famous propagation 

models and widely used models is the 

susceptible– infected–recovered (SIR) 

model, which is composed of three 

categories of individuals (Anderson, 1992). 

In (Wang et al., 2014) developed the SEIR 

model (Liu et al., 2014) by inserting 

Exposed (E) nodes based on SIR model. 

They made a dynamical evolution equation 

to describe the information diffusion, 

analyzing the impact of user logging 

frequency and number of friends on 



𝑯𝒖𝒔𝒏𝒚𝒆𝒉 𝑺𝒂𝒇𝒆𝒂𝒓𝒚𝒂𝒏 et al.                     Prediction of Message Diffusion: A Deep Learning Approach on … 

 

35 

information diffusion. John and Joshua 

(Cannarella et al., 2014) are developed the 

SIR model and they proposed irSIR model 

to simulate the adoption and abandonment 

of user views by adding an infection 

recovery kinetics process. In (Feng et al., 

2015) proposed a FSIR model. The model 

has something to do with the neighbors that 

they have a positive impact on an individual 

in the diffusion of information. In (Wang et 

al., 2015) developed SIS model and 

proposed ESIS model based on emotional 

information. It proved that information 

diffusion is related to propagation 

probability and transmission intensity, and 

therefore its performance is better than that 

of the SIS model 

 

2.2 influence maximization 

    Influence maximization is a recent focus 

of social networks research’s-authorship 

data studied viral marketing problem using 

several commonly used diffusion models 

such as the Linear Threshold, Independent 

Cascade and General Threshold Models. 

They discover influence maximization 

problem is NP hard and also presented a 

greedy algorithm for influence 

maximization problem (Kempe et al., 

2003). Large water distribution network 

focused on the scalability of greedy 

approach of influence maximization ,this 

algorithm is called CELF (leakovec et al., 

2007). Two real life collaboration networks 

are studied to reduce running time of the 

greedy algorithm of (Kempe et al., 2003) 

.and it is improved by (leakovec et al., 

2007), this algorithm is called Mix greedy 

(Chen et al., 2010) .In (Mishra, 2016). 

Hawkes processes is designed to model the 

spreading processes of content. They pay 

attention to two important factors : learned 

stochastic processes parameters and some 

other features to train a random forest 

model (Mishra, 2016). In (Li, 2017) a 

cascade network is created by nodes as 

users and relationships as edged. It takes 

random walks on the cascade network. Also 

, features are extracted from the walk 

sequences by Neural Network (RNN) for 

popularity prediction. In (Trzciński, 2017) 

features are extracted from video content 

and features use to predict the number pf 

views at a future time. The method is 

limited to video popularity prediction. 

In(Cao et al., 2017) Hawkes method 

(Mishra, 2016) is extended and is called 

DeepHawkes. It uses user embedding 

vector and adopts RNN to encode cascade 

path. In (Hong, 2011) is the first to predict 

the popularity of text messages in 

microblogs. This is a kind of project that 

they focus on the number of retweets of a 

message in Twitter. They categorize the 

popularity values to different levels and 

consider each message as an independent 

instance for prediction. In (Yang et al., 

2010) They assume that information can be 

diffused between users on the social 

networks and proposed method is defined 

based on speed, scale and range of 

diffusion. In (Vallet et al., 2015) pay 

attention to relation between textual 

features of tweets and view counts for 

YouTube Videos and propose a cross-

system popularity prediction. In (Stowe et 

al., 2018) focus on the retweeting behavior 

by users in the geographically vulnerable 

areas and find out that users in the path of 

disasters prefer the diffusion of locally-

created tweets over general information. In 

(Wang et al., 2019) proposed an efficient 

method to identify influential users in 

dynamic networks by exploiting local 

detection and updating strategy. In 

(Bhowmick et al., 2019) The goal of  

authors is to detect a set of seed nodes that 

maximized the influence propagation at the 

end of the diffusion process based on 

temporal retweet sequence between two 

consecutive retweet events . 
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3. Proposed method 

 

    Examining the retweeting behavior of 

users at the individual level can provide 

important information about the 

dissemination of information at the 

community level.  

 

Tweet 𝒕𝒘𝒊 is effective for the user 𝒖𝒊 if and 

only if it leads to a retweeting behavior 

𝑹𝑻𝒕𝒘𝒊
 by the user 𝒖𝒊. Measuring the 

effectiveness of a tweet requires the growth 

of a model for predicting the individual 

behavior of users in facing different tweets. 

Today, the function of social networks has 

gone beyond entertainment and these 

networks also operate with applications 

such as education, information and problem 

solving. Users often follow related pages to 

access the latest news and information in 

their area of interest. According to these 

functions, in this paper, a method based on 

the concept of content value of each tweet 

is used to investigate the retweeting 

behavior of users. It should be noted that 

content value is a relative concept and 

varies for different users. Depending on the 

field of activity and the amount of 

information and expertise, a tweet can have 

different content value for different users. 

To evaluate the content value of each tweet 

according to the retweeting behavior of 

users, in this study, a content-based method 

is presented. 

 

Definition 1: Retweeting behavior: If a 

microblog is considered as a graph 𝑮 =
(𝑽, 𝑬), V is a set of users and E is a set of 

communications as a following. The 

following relationship between two users 

𝑼𝒊, 𝑼𝒋as 𝑼𝒊 → 𝑼𝒋 indicates the following of 

user j by user i. Retweet behavior is 

represented as a triad 𝑼𝒋, 𝒕𝒘𝒊, 𝒕 , which 

means retweeting the tweet belonging to 

user 𝑼𝒋, at time t. Each user 𝑼𝒊has two sets 

of retweeted tweets 𝑹𝑷𝒖𝒊
 and a list of 

posted tweets 𝒑𝒖𝒊
. The retweeting behavior 

of user 𝑼𝒊 when viewing a tweet 𝒕𝒘𝒊 is 

displayed as a binary value 
)( , {0,1}i ity w u = . 𝒚(𝒕𝒘𝒊 , 𝑼𝒊) = 𝟎  

indicates that tweet 𝒕𝒘𝒊 was not retweeted 

by 𝑼𝒊, and 𝒚(𝒕𝒘𝒊 , 𝑼𝒊) = 𝟏 indicates that 

𝒕𝒘𝒊 tweet was retweeted by 𝑼𝒊. 

 

Definition 2: Problem of retweeting 

behavior prediction- For each tweet 𝒕𝒘𝒊 ∈
𝑷 (P, set of tweets), 𝑻 ∈ 𝒕 (T, time) and 

each user 𝑢𝑖 ∈ 𝑈 (U, set of users) there is a 

function 𝛿𝑡(𝑡𝑤, 𝑢𝑖) whose value is 1 if and 

only if a behavior (event) of retweeting 

𝒕𝒘𝒊by user 𝑼𝒊 at time 𝑡′ > 𝑡 is occurred, 

otherwise the value of this function is zero. 

The problem of predicting the retweeting 

behavior of the user in the viewing a tweet 

is predicting the value of this function for 

∀𝑡𝑤 ∈ 𝑃and ∀𝑢𝑖 ∈ 𝑈. 

 

3.1 Measuring the content value of a 

tweet 

   There are several informal definitions of 

content value in various sources. In this 

study, the content value of a tweet refers to 

the amount of attention that a tweet brings 

to its audience. This attention is shown in 

the form of retweeting, replying or 

mentioning the event by the user. As 

mentioned, for this end, the proposed 

method is based on content-based 

measurement and tweet statistics, which are 

discussed below.  

 

3.1.1 Checking the novelty of a tweet   

 

    For examining the content of a tweet in 

order to measure the content value, a lot of 

work has been done in the field of news. 

Many features are provided for reviewing 

the content, including a series of features 

related to the message (length, questionable 

or not, etc.) , tweeter (number of followers, 

year of registration, etc.) , topic of the 

message. 

 

 These methods perform classification, 

thematic ranking and similarity 

measurements by lexical analysis of words 
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and statistical techniques. In the proposed 

method, new features are considered for 

online measurement of the value of 

information based on content and function 

of the problem. The novelty of a tweet is an 

important feature in its content value. By 

definition, a tweet 𝒕𝒘𝒊 is new to the user 𝑼𝒊 

if it is related to interests of 𝑼𝒊 and 

unknown to him. Methods are mentioned 

for calculating unexpected information of 

web page retrieval in (Wu et al., 2011) and 

for unexpected news in (Alshaabi et al., 

2020; Hansen et al., 2011). 

 𝒑𝒖𝒊
= {𝒕𝒘𝟏 , 𝒕𝒘𝟐, … . 𝒕𝒘𝒏  } is the set of 

tweets created by user 𝑼𝒊. As stated in the 

definition of a tweet, the tweet must first be 

related to the user's interests. In order to 

determine the relationship of a tweet with 

the areas of interest to the user, in most of 

the work done, the TF-IDF method and the 

cosine of the angle between the words 

vector 𝒕𝒘𝒊 and  𝒑𝒖𝒊
 are used. This method 

has low accuracy due to the variety of words 

used. For this purpose, using the Latent 

Dirichlet Allocation topic modeling 

method, different topics in the texts can be 

categorized. Each topic contains a set of 

words 𝑴𝒕𝒐𝒑𝒊𝒄# = {𝒘𝟏 , 𝒘𝟐, … . 𝒘𝒏  }  ,the 

probability of which is specified in the 

relevant topic. To increase the accuracy of 

measuring the relationship between tweet 

𝒕𝒘𝒊 and the set of tweets created by user 𝑼𝒊, 

 𝒑𝒖𝒊
= {𝒕𝒘𝟏 , 𝒕𝒘𝟐, … . 𝒕𝒘𝒏  }, thematic 

similarity is measured using equation (1): 

(1) topic − sim(twi, Pui
) =

topictwi
. topicPui

||topictwi
||. ||topicPui

||
 

Using the LDA method, the topic of each 

tweet can be obtained in the form of a topic 

containing a group of words that are likely 

to occur in this topic. As a result, using this 

method, the topic of the tweet is found and 

the category of words related to this topic is 

determined. If the tweet 𝑡𝑤𝑖 is first deleted 

by a standard method of resident words and 

the set 𝑡𝑤𝑖 = {𝑤1, 𝑤2, . . . , 𝑤𝑚}is a set of 

words used in the tweet 𝑡𝑤𝑖, and the set 

𝑀𝑡𝑜𝑝𝑖𝑐# = {𝑤1, 𝑤2, . . . , 𝑤𝐿}is a set of words 

related to the topic 𝑡𝑤𝑖, the following 

relationship determines the novelty of the 

tweet: 
 

(2) 

Novelty

=
topic − sim(twi, Pui

)

sim(Mtopic# − {Mtopic# ∩ twi}, Pui
)
 

 

In equation (2), 𝑀𝑡𝑜𝑝𝑖𝑐# − {𝑀𝑡𝑜𝑝𝑖𝑐# ∩

𝑡𝑤𝑖}is a set of related words that is not in 

the tweet. As can be seen in Equation (2), 

the more similar the topic-related words are 

to the topics discussed by the user, the less 

likely it is that the tweet will be novel. The 

novelty of the tweet is by definition directly 

related to the user-created tweets. 

 

3.1.2 Checking the location of a tweet 

    In addition to the novelty of the tweet, the 

relation of a tweet with the user can be a key 

point in the content value of this tweet by 

the user. In this paper, in addition to 

calculating the lexical similarity between 

tweet 𝒕𝒘𝒊 and the tweets used by the user, a 

geographical similarity is considered. 

Typically, tweets that address regional 

issues are more effective than tweets from 

other regions. Therefore, in this paper, 

maxmind data set including 4 million 

names of cities and different regions along 

with additional information about the 

country, location, etc. is used to find words 

related to cities and geographical regions. 

To find words related to cities from the 

tweet 𝒕𝒘𝒊  , all   the words in the tweet are 

used except for the extra words (even 

hashtags with the # symbol removed). If 

𝑳𝑶𝑪𝒕𝒘𝒊
 is a set of cities plus the country and 

region used in the tweet and 𝑳𝑶𝑪𝑼𝒊
 is a set 

of cities, countries and regions used by the 

user 𝑼𝒊 in all created tweets, the 

relationship (3) indicates the geographical 

relationship between the tweet 𝒕𝒘𝒊 and the 

user 𝑼𝒊: 

(3) 
|(Loctwi

∩ Locui
ui∈U&twi∈P

)| 
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In (Gou et al., 2011) it is shown that 

logical news and information can be 

disseminated more than positive events. 

Therefore, in order to analyze the content of 

a tweet to measure the content value, in this 

paper, the negativity of the tweet is 

determined. In the method used to measure 

the negative value of the tweet, an attempt 

was made to use a simple method for online 

execution. The University of Michigan 

Twitter dataset was used for this purpose. In 

this data set, 1,578,627 labeled tweets (label 

1 for positive tweets and 0 for negative 

tweets) were collected. Using the Python 

NLTK natural language processing tool kit 

and the naïve bayes method, sentiment 

analysis was conducted. To obtain the 

separator, 1/10 of the data was used for 

testing and the rest for training. As a 

preprocessing, two steps of tokenization 

and normalization are performed on the data 

set. Emoticons and abbreviations (OMG, 

ASAP, WTF…) are considered as separate 

tokens in the tokenization step. In the 

normalization phase, uppercase words are 

converted to lowercase letters (for example 

I LOVE it !!!!) and the repetition of letters 

in tweets (for example I am happyyyy !!) is 

removed. 
 

3.1.3 Checking the growth of a tweet 

    Another parameter that determines the 

content value of a tweet is the growth of the 

tweet’s topic. Tweet topics taken from posts 

outside the microblog environment can 

have a direct impact on the retweeting 

behavior of the tweet. In this work, using 

the LDA method mentioned above, topics 

related to a tweet are extracted. The growth 

rate of the tweet topic over a period of time 

(24 hours) is calculated using Equation (4): 

(4) 𝑻𝒐𝒑𝒊𝒄𝒈𝒓𝒐𝒘𝒕𝒉

= [
𝟏

𝟐𝟒
(
∑ #𝒕𝑾𝒘𝒊

𝒕 − ∑ #𝒕𝒘𝒘𝒊

𝒕−𝟐𝟒
𝒘𝒊∈𝑴𝒕𝒐𝒑𝒊𝒄#

𝒘𝒊∈𝑴𝒕𝒐𝒑𝒊𝒄#

∑ #𝒕𝒘𝒘𝒊
𝒕−𝟐𝟒

𝒘𝒊∈𝑴𝒕𝒐𝒑𝒊𝒄#

] × 𝟏𝟎𝟎  

 

In (4), 𝑴𝒕𝒐𝒑𝒊𝒄#is a set of words related to 

the topic of the tweet 𝒕𝒘𝒊and # 𝒕𝒘𝒘𝒊
𝒕−𝟐𝟒 is 

number of tweets from the last 24 hours that 

contain the words 𝒕𝒘𝒊𝝐𝑴𝒕𝒐𝒑𝒊𝒄# for all 

tweets ∀𝒕𝒘𝒊𝝐𝒑 . 
 

3.1.4 Tweeter credibility 

    The tweet feature is also used to complete 

the content value of the tweet. This feature 

was selected to complement the content in 

such a way that it can be used online and 

efficiently. Many features have been used to 

predict retweeting behavior in numerous 

articles, however , in selecting these 

features, two aspects of operational 

capability and relevance to content value 

were considered.  

 

According to the retweeting statistics of a 

post, a feature is introduced which in this 

article is called the weight of a tweet. The 

weight of the tweet is directly proportional 

to the credibility of the tweeter and the users 

who retweeted the tweet. If 𝑈𝑡𝑤𝑖

𝑅𝑇 =

{𝑢1, 𝑢2, . . . , 𝑢𝑅}is the set of users who 

retweeted the tweet 𝒕𝒘𝒊 by time t, equation 

(5) determines the weight of the tweet: 

(5) 

𝒘𝒆𝒊𝒈𝒉𝒕(𝒕𝒘𝒊, 𝒕) = [ ∑ 𝒍𝒐𝒈(
#𝒇(𝒖𝒋)

#𝑬(𝒖𝒋)
)

𝒖𝒋∈𝑼𝒕𝒘𝒊
𝑹𝑻

+ 𝒍𝒐𝒈(
#𝒇(𝑨𝒖𝒕𝒘𝒊

)

#𝑬(𝑨𝒖𝒕𝒘𝒊
)
)] × (𝒕

− 𝒕𝒕𝒘𝒊
)−𝜷 

 

#𝑓(𝑢𝑗) and #𝐸(𝑢𝑗) are the number 

followers of the user 𝑼𝒋 and the number of 

followings by the user 𝑼𝒋, respectively. t 

indicates the calculation time and 

𝑨𝒖𝒕𝒘𝒊
 indicates the tweeter of tweet 𝒕𝒘𝒊. 

Due to the mutual following relationship, it 

is not possible to determine the user or 

tweeter credibility only based on #. The 

higher the number of followers of user 

𝑼𝒋 than the number of followings by user 

𝑼𝒋, the greater the credibility of user 𝑼𝒋. 

One of the most important and decisive 

aspects for the content value is the age of 

the tweet. According to the evaluation data 

set of this article, the rate of retweeting a 

tweet is very similar to the power point in 

terms of its age. β is the power of the time 
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elapsed since the creation of the tweet 𝒕𝒘𝒊, 

which is applied to the weight of the tweet 

according to the power point. Since a tweet 

is created, the weight and content value of 

that tweet decreases over time. 

 

3.2 Effective learning using a deep 

learning-based method 

 

    In this paper, using different 

architectures, a deep learning model is 

presented to develop a predictive system for 

predicting users' retweeting behavior. In the 

training phase, a deep auto-encoder 

algorithm is trained using normal network 

observations to generate the initial 

parameters. The basic parameters include 

weight and bias, and this algorithm trains a 

deep representation of normal observations. 

These parameters are used as an initial step 

in training a standard deep feed forward 

neural network (DFFNN) to learn existing 

feature coefficients and predict future user 

behaviors in facing a post. In the 

experimental step, the standard deep feed 

forward neural network is used to learn the 

coefficients and form a classification. The 

various hidden nodes in this technique learn 

the representation of deep features 

professionally and receive the most 

important features by transforming the 

high-dimensional data to the low-

dimensional ones based on the reduction of 

the hidden layer. The details of the proposed 

method are described in detail in the 

following. 

 

3.2.1 Deep Feed Forward Neural 

Network (DFFNN) 

   Typically, the deep feed forward neural 

network is considered as an intelligent 

neural network that has one input layer, 

more than one hidden layer, and one output 

layer with direct connections without cycles 

between them. Each hidden layer of nodes 

displays the abstract features based on the 

output of the previous level, which are 

automatically determined and collected in 

several layers to produce the output. To 

train this method, a back propagation 

algorithm with stochastic gradient descent 

is used. In this deep learning algorithm, the 

input data is placed inside the input layer 

and then propagated to the hidden layer, the 

output of which is a non-linear transfer of 

data and passed to the output layer. The loss 

or error propagation function, which is the 

difference between the predicted output and 

the actual output, is used to evaluate the 

performance of the model and its value is 

propagated as a back propagation through 

hidden layers to update the weights. The 

loss function or cost function actually 

displays the amount of error each time the 

neural network is executed for the training 

data. The loss function is calculated based 

on a data sample or a small set of training 

data instead of the total data, with the 

weights updated after each sample 

processed to fit the model. The supervised 

learning process in this algorithm depends 

on the stochasticity of the initial neural 

network parameters, which tends to place 

the model in a minimal local solution with 

poor settings. To better converge and 

improve supervised learning results, 

unsupervised pre-learning techniques, 

especially auto-encoder networks, can be 

used to generate initial parameters. 

 

3.2.2 Deep Auto-Encoder (DAE) 

    DAE is a feed forward neural network 

algorithm for effective coding learning 

using an unsupervised technique. This 

algorithm represents a data set (x) through 

the approximate learning of a discriminant 

function, where the output (x ̂) is the same 

as the input (x), ie x → x ̂. Its schematic 

structure consists of vectors (x(i)) in the 

input layer and more than one hidden layer 

with a nonlinear activation function. 

Hidden layers are used to learn a concise 

representation of input data by neurons 

smaller than the input layer. As a result, it 

learns the most important features, reduces 

dimensions, and displays an abstract of the 
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input data. Finally, the output layer (xˆ (i)) 

is displayed as an approximation of the 

input. The simplest architecture of an auto-

encoder consists of an input layer, a hidden 

layer and an output layer. It is assumed that 

the learning data (x (i)) has n samples, so 

that each x (i) (i∈ (1,…., N) has many 

dimensions and there is a one-dimensional 

eigenvector (d0) and the activation function 

Tanh is used and calculated as Equation (6): 
(6) 

T(t)=
𝟏−𝒆−𝟐𝒕

𝟏+𝒆−𝟐𝒕 

 

The auto-encoder algorithm has two 

main parts: encoder and decoder. To map 

the input vector (x (i)) to a hidden layer 

represented by (z (i)), a definite map called 

the encoding process (fθ) is used, and the 

dimensions (x (i)) are reduced for obtaining 

the correct number of codes as Equation (7): 

(7) fθ(x
(i)) = T (Wx(i) + b) 

 

Where W is the weight matrix of d0 × dh, 

dh is the number of neurons in the hidden 

layer (dh <d0), b is the bias vector, T is the 

Tanh activation function and θ are 

parameters of mapping [W, b]. To 

reconstruct the input as an approximation 

(xˆ (i)), the result of the hidden layer display 

is mapped and the decoding process with 

definite mapping (gθ ́) is calculated as 

Equation (8): 

(8) gθ ́(x
(i)) = T(w ́z

(i) + b) 

 

Where w is the weight matrix dh × d0, b 

is the bias vector and θ are all parameters of 

mapping [W, b]. 

The input is formed in a concise display 

to proportional to the hidden layer, and then 

the data used as input is employed to 

reconstruct the original data. The learning 

process minimizes the reconstruction error 

(for example, the distinction between the 

original data and its small-scale 

reconstruction) and is calculated for a 

sample or small set s in the form of 

equations 9 and 10: 

(9) E (x, xˆ) = ½ ∑ || 𝒙(𝒊)  −𝒔
𝒊

 𝒙ˆ(𝒊) ||𝟐 

 

(10) θ={w,b}=argminθ E (x, xˆ)  

 

The DAE architecture consists of three 

hidden layers, an encoder, a bottleneck 

(which contains fewer nodes than the 

previous layers and is used to display input 

data with reduced nonlinear dimensions, in 

which the number of nodes indicates the 

number of dimensions) and a decoder. This 

model is potentially utilized using nonlinear 

principal component analysis (PCA) to 

reduce dimensions. In order to predict the 

retweeting behavior of users on social 

networks, we propose a prediction method 

that includes learning and testing phases 

and which is described below. 

 

3. 2.3 Phases of learning and testing of 

retweeting behavior prediction system 

based on deep learning 

 

    The Deep Feed Forward Neural Network 

(DFFNN) and the Deep Auto-Encoder 

(DAE) discussed in the previous sections 

are the basic mechanisms for predicting 

retweeting behavior of users based on deep 

learning. The structure of the DAE-DFFFN 

network is shown in Figure1. 

In the learning phase, the normal 

learning dataset without label A, the 

learning dataset with label B, in which ACB 

is a deep auto-encoder (DAE) with a single-

layer bottleneck containing only normal 

records (A) without any unusual vectors for 

learning, is trained and it covers the most 

important features for displaying normal 

patterns. This training with all the data, 

where the input to the network (x (i)) passes 

through three hidden layers, including a 

bottleneck for reconstruction (xˆ (i)), is 

done where We, Wn and Wf are the weights 

of deep feed forward neural network 

(DFFNN), the deep auto-encoder (DAE) 

and Final Prediction Model described in 

Figure 1. 

In the encoding step, the input layer is 

processed in the first hidden layer using 
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equations (6) and (7). In the bottleneck step, 

a low-dimensional nonlinear transformation 

of the input feature is performed to extract 

features effective in users' retweeting 

decision. Then, in the decoding step, the last 

hidden layer in the bottleneck feature is 

used to approximate the input repetition 

using Equations (6) and (8). Then the back 

propagation of stochastic gradient descent 

is used to reduce the loss function or the 

cost function, ie the mean square error 

between (x (i)) and (xˆ (i)) using equations 

(9) and (10). A key process for 

unsupervised learning of predicting user 

retweeting behavior based on the proposed 

deep learning is presented in Figure 2: 

Then the training model for the starting 

point and initialization of weight and bias 

parameters for learning for the deep 

network of supervised learning and setting 

network model using labeled learning 

datasets (B ((x (i)), (y (i)) ))) is used. The 

same steps as before are followed to learn 

and validate the method of predicting user 

retweeting behavior based on the proposed 

deep learning on data set B, which includes 

data on retweeting and non-retweeting 

behaviors to test the accuracy of the 

proposed method. In more detail, a network 

model based on stochastic gradient descent 

back propagation mechanism to minimize 

the loss function with the mean squared 

error calculated from the difference 

between the target output value (y (i)) and 

the predicted output gθ ́ (x (i)) is trained is 

where gθ is a hypothetical function that 

results from an estimated output. 

 

 
Fig. 1: The structure of the DAE-DFFFN network i 
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Fig. 2: Unsupervised learning phase for predicting republishing behavior of users based on deep learning 

In the test phase, after the parameters are 

automatically trained in the learning phase, 

the sample of the new data set 

(𝑪 ⊂≠ [𝑨, 𝑩])  based on the final 

constructed network model is tested. Each 

input record (xˆ (i)) is matched to the input 

layer with the initial weight and bias value 

(θf = Wf, bf) and then the input data is 

processed through the hidden layers. 

Finally, the output layer predicts the input 

data class as retweet or non-retweet based 

on the estimated value of the loss function 

of each class. 

 

3.3 Proposed framework for the system 

This paper proposes an efficient retweeting 

behavior prediction method for studying 

users' behaviors in facing various tweets, as 

shown in Figure 3. This method is called 

DLMD.As can be seen in the figure below, 

the architecture includes the steps of 

learning and testing. Data preprocessing, 

which includes feature transformation and 

normalization, is the first step in the 

proposed deep learning-based retweeting 

behavior prediction mechanism that 

examines and selects important information 

from large-scale data in a social networking 

environment. 

Feature transformation: Since the 

proposed method accepts only numerical 

features, each value of the symbolic feature 

changes to a numeric value. For example, in 

the collected data set, there are a number of 

symbolic features such as the tweet 

negativity, including negative, positive, or 

neutral tweets, which are mapped to values 

1,2, and 3. 

Feature normalization: Because deep 

learning depends on weight, different 

feature scales can bias data into specific 

layers, causing certain weights to be 

updated faster than other weights. As a 

result, this needs to be corrected by 

statistical normalization so that the z-score 

for each feature value (v (i)) is calculated as 

Equation (11): 

(11) 𝒁(𝒊) =
𝒗(𝒊) − 𝝁

𝝈
 

Here μ is the mean value of n for the 

given feature v (i) (i∈1, 2,3,4, ..)) and σ is 

the standard deviation. Since the network 

data contains a space with high dimensions, 

it is necessary to reduce data 
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Fig. 3: The structure of proposed method(DLMD) 

dimension for improving computational 

resources in order to design a method for 

predicting user retweeting behavior on a 

lightweight scalable basis. In more detail, 

there is a nonlinear function in the model 

that encodes a large number of features into 

a lower set of features in the reduced hidden 

layer, so the feature reduction is done 

without the need for human knowledge. The 

purpose of reducing the DAE-DFFFN 

feature is to limit the ambiguous structure in 

the input distribution and finding a well-

designed display with respect to high-level 

learning, importance filter and reduced 

feature. Therefore, an unsupervised 

learning process is used to observe users' 

retweeting behavior for specifying initial 

estimation of weight and bias parameters of 

an input given by the standard DFFNN in 

order to reduce the processing time of this 

model. The parameters are also re-adjusted 

using labeled data (normal and destructive) 

in the supervised deep learning method, 

with an evaluated final learning model 

based on new data samples obtained during 

the test phase. 

 

4- Evaluation  

In this Section , we explain in details how 

the datasets were collected and how the 

experiment were conducted. We collected 

four different datasets from twitter and 

performed different experiments on them to 

see to what extent we can predict the 

popularity of tweets in the Twitter social 

network and maximize diffusion. 

 

4-1 Dataset 

    Twitter is an information exchange 

network that produces 200 million tweets 

per day. To be able to test our proposed 

method, we created four different datasets 

using the twitter streaming API. Having 

four different datasets allows us to test our 

method on different situations to see how 

well our method can be generalized. These 

datasets are illustrated in Table 1.  
 

Table 1: the detail of dataset 

Dataset Description 
# 

Tweets 
# User 

# 

Retweet 

Covid 19 
Corona virus 

out break in 

China 
24399 345709 5600553 

George 

Floyd 

George 

Floyd, a 46-

year-old 
black man, 

was 

murdered in 
Minneapolis, 

25679 60267 851071 
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Australia's 

worst 
natural 

disaster 

Nearly 
186,000 sq 

km area was 
burnt, and 

over a billion 

wild 

55240 56489 158133 

😊 
All tweets 
contain :) 

13956 1162 21578 

 

4-2 Evaluation Metrics  

   We use Specificity, accuracy and F1-

measures to evaluate the performance of the 

method. The Specificity, accuracy and f-

measure are calculated according to 

equation 12 , 13 ,14 ,15and 16:  
 

(12) 
Specificity =

TN

TN + FP
 

 

(13) 
Accuracy =

TP + TN

TP + FN + FP + TN
 

 

(14) 
Precison =

TP

TP + FP
 

 

(15) 
Recall =

TP

TP + FN
 

 

(16) 
Fmeasure =

2 ∗ (Precison ∗ recall)

Precison + recall
 

 

In equation 12 , 13 ,14 ,15and 16 

variables are showed by table 2. 

 
Table 2: The variable of recall and precision 

Prediction Condition 

True 

Condition 

Condition 

Positive 

TRUE 

Positive 

False 

Negative 

Condition 

Negative 

False 

Positive 

TRUE 

Negative 
 

4-2 The Result of Evaluation 

In this section, the proposed method is 

compared with other methods based on 

Specificity, Accuracy and F-measure. 

Given is a table (3) illustrating the proposed 

method is compared with the other four 

methods in terms of Specificity. As shown 

in table (3), the DLMD performed best. In 

terms of Specificity, logistic regression has 

the best performance after DLMD on 

average. In this section, the support vector 

machine has the worst performance. 

As can be seen in table (4) ,the DLMD 

method has performed best in accuracy, 

also the second most great performance is 

SVM while the worst performance is 

Decision Tree. 

According to table (5), the F-measure of 

different methods are compared. The F-

measure is weighted average of precision 

and recall. Proposed method has best 

performance while decision tree has worst 

performance. Although logistic regression 

has low accuracy its F-measure has high 

value. 

 

5- Conclusion  

   Diffusion prediction on the social 

networks is one of those popularity studies 

that many papers focus on. Recent studies 

show that there are many methods for 

diffusion prediction based on feature, 

timeseries etc. In this paper, we proposed a 

method based on deep learning on content 

value of a tweet and it is called DLMD.  

 

We experimentally test our proposed 

method with four datasets that they 

collected twitter steaming API. The 

proposed method compared with other 

methods based on Specificity, accuracy and 

F- Measure. The performance of proposed 

method is better than other methods. 

One of the best areas for future work is 

to "provide a mechanism for selecting 

effective multimedia content in online 

communities." Today, video sharing portals 

such as YouTube has millions of daily 

visitors. The huge financial cycle of these 

portals has been made possible through 

advertising. Increasing the number of 

videos viewed on these systems has 

increased revenue. According to research, 

the effectiveness of multimedia content is 

much higher than textual content, which 

makes the use of this type of content for 

advertising more appropriate. Today, with 

advances, features such as note-taking, 

tagging, liking, sharing, and more on videos 

have emerged. This information can be very 

useful for selecting effective multimedia 

content. As a suggestion, you can create a 
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model of users by measuring the viewing 

time, reviewing the 
 

Table 3: Comparison of the Specificity criteria of the proposed method with other methods 

Specificity Measure Average First Dataset Second Dataset Third Dataset Fourth Dataset 

DLMD 0.709166068 0.5707317 0.869600 0.74306657 0.6532660 

Logistic Regression 0.620629173 0.789980 0.33345689 0.4900898 0.86899000 

Decision Tree 0.55808887 0.5563305 0.4476707 0.3245765 0.90377778 

SVM 0.529732155 0.6456798 0.23447808 0.47328085 0.76548989 

 

Table 4: Comparison of the accuracy criteria of the proposed method with other methods 

accuracy Measure Average  First Dataset Second Dataset Third Dataset Fourth Dataset 

DLMD 0.861216068 0.7707317 0.877800 0.94306657 0.8532660 

Logistic Regression 0.55562005 0.789980 0.4334500 0.4300567 0.5689935 

Decision Tree 0.400144075 0.456890 0.3856009 0.357098 0.4009874 

SVM 0.673276 0.6706798 0.577848 0.679087 0.76548989 

 

Table 5: Comparison of the F-measure criteria of the proposed method with other methods 

F- Measure Average  First Dataset Second Dataset Third Dataset Fourth Dataset 

DLMD 3.25 3.6 3.12 3.20 3.11 

Logistic Regression 2.39 2.4 2.18 2.35 2.65 

Decision Tree 0.68 0.71 0.65 0.76 0.60 

SVM 1.93 1.98 1.89 1.56 2.30 
 

subject, hashtags and notes of a video. 

Using this modeling, user feedback in the 

face of other videos is predictable. This 

helps increase the revenue and revenue of 

video sharing systems and increase user 

satisfaction. 
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