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Abstract: Fog computing is known as a new computing technology where it covers cloud 
computing shortcomings in term of delay. This is a potential for running IoT applications containing 
multiple services taking benefit of closeness to fog nodes near to devices where the data are sensed. 
This article formulates service placement issue into an optimization problem with total power 
consumption minimization inclination. It considers resource utilization and traffic transmission 
between different services as two prominent factors of power consumption, once they are placed 
on different fog nodes. On the other hand, placing all of the services on the single fog node owing 
to power reduction reduces system reliability because of one point of failure phenomenon. In the 
proposed optimization model, reliability limitations are considered as constraints of stated problem. 
To solve this combinatorial problem, an energy-aware reliable service placement algorithm based 
on whale optimization algorithm (ER-SPA-WOA) is proposed. The suggested algorithm was validated 
in different circumstances. The results reported from simulations prove the dominance of proposed 
algorithm in comparison with counterpart state-of-the-arts.

Keywords: Fog computing; Service Placement Problem (SPP); Whale Optimization Algorithm 
(WOA); Internet of Things (IoT).

1. INTRODUCTION

FOG computing paradigm was recently 
emerged to process new IoT applications 

at the edge networks near to IoT devices where 
the data is being sensed [1]. In this way, it covers 
cloud datacenter’s intrinsic delay. Service 
oriented architecture (SOA) leads reduction 
of software and application development 
costs owing to reusability attribute [2-4]. 
Each IoT application may contain couple of 
components or services. Service placement 
of IoT applications at the edge network also 
yields reduction of network traffic load 
and guarantees to deliver on-time services 

to its users. For the sake of fog computing 
heterogeneity in terms of the number of 
processing nodes; memory, processing, and 
storage capacities; and also dynamic nature 
of workload, the service placement of IoT 
application in aforesaid environment is a great 
challenge. Each IoT application has its own 
requirements such as computing resources, 
degree of delay sensitivity, and privacy 
concerns. In this regards, each proposal of 
service placement scheme must be aware 
of both application requirements and fog 
infrastructure capacities in terms of software 
facilities, hardware, and delay between each 
pair of fog nodes [5-6]. To have efficient 
utilization of fog resources commensurate 
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with requested quality of service (QoS) associated 
to IoT applications, designing a smart scheduler is 
necessary to be aware of requirement both sides, 
namely users and providers [7]. In provider’s 
perspective the power management is the most 
important business objective whereas the desired 
QoS is the most important objective to be met. 
In addition, the users also need the degree of 
reliability in this vulnerable environment. Service 
placement relevant to requested application 
on the minimum number of fog nodes brings 
different plus points such as increase the 
resource utilization, lower power consumption, 
and shorten the amount of total delay between 
communicative services. Placement of services 
associated to customer application only on one 
node of fog infrastructure leads to optimal use of 
physical and network resources. Also, it minimizes 
energy consumption, but it suffers from reliability 
problem. As shown in Fig. 1 (a), when a fog node 
containing all services of an application crashes, 
the application cannot work correctly in which 
it affects the quality of its service [8-9]. For this 
reason, a solution must be adopted for the reliable 
placement of the services of an application. For 
example, as shown in Fig. 1 (b), a fault tolerance 
threshold is set for the application. Depending 
on the amount of fault tolerance, the minimum 
number of fog nodes must be determined to 
ensure the service quality while reducing energy 
consumption to accommodate the services of this 
application and also the effect of fog node failure 
on the application must be acceptable.

Therefore, presenting an efficient and at the 
same time reliable service placement in the 
fog environment is necessary. This problem is 
computationally NP-Hard especially in larger 
search space it needs huge amount of processing 
time to take a trade-off between conflicting 
objective functions. Several works were proposed 
in literature to solve service placement problem 
with regards to different objectives such as service 
delay, resource utilization, and network latency 
[10-14], but less paid on service reliability at 
the same time. For instance, Yousefpour et al. 
proposed an IoT-fog-cloud framework for service 
placement problem to minimize delay as an 
objective function [15]. In this regards, Mahmud et 
al. presented a latency-aware application module 
management for fog computing environment 
[13]. Literature review points out that there is 

a clear lack in presenting energy aware reliable 
service placement scheme for IoT application in 
fog platforms. To address this issue, the current 
paper presents an energy-aware reliable service 
deployment scheme on fog platforms.

 
Fig. 1 (a). Application Services Placed on a Single Fog 

Node

 
Fig. 1 (b). Application Services Placed on a Distributed 

Fog Nodes

Fig. 1. Placement of IoT Application Services

The main contribution of the current paper 
are as follow:

1- It presents a reliability model in fog 
platform. For this purpose, a threshold for the 
minimum number of fog nodes is determined 
for the placement of application services, to 
compromise the reliability of application and 
energy consumption. Services are then placed 
on the distributed nodes of the fog to deal with a 
single point of failure.

2- It formulates the service placement problem 
as an optimization problem

3- It presents a customized whale optimization 
algorithm to solve the problem with the aim of 
reducing energy consumption and enhancing the 
reliability of applications.
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The paper reminder is structured as follows: 
section 2 discuses related works. System 
framework is presented in section 3. Section 4 is 
dedicated to problem formulation. The proposed 
methodology is placed in section 5. In section 6, 
simulation and evaluation are conducted. Section 
7 sums up the paper.

2. RELATED WORKS

Fog computing is the newest computing era 
which has its own challenges similar to each new 
technology. To be familiar with fog computing 
challenges, this section pays on literature review 
in regards to the main scope of current paper.

A network-aware service placement algorithm 
was presented to improve resource utilization in 
fog environment [10]. It sorts fog nodes based 
on their capacities and application components 
(services) based on their requirements. Then, 
the service distribution is done provided the 
requirement is met [10]. In addition, a general and 
extensible reference model was proposed which 
presents a description of QoS-aware deployment 
for IoT devices in fog environment [11].

A typical IoT application consists of 
various services running together with active 
interdependencies; traditionally running on the 
cloud hosted in global data centers. Authors in 
[11], have presented a module (service) mapping 
algorithm for efficient utilization of resources in 
the network infrastructure by efficiently deploying 
Application services in Fog-Cloud Infrastructure 
for IoT based applications. This algorithm detects 
fog nodes based on their capacity and application 
services requirement. If requirement is met, 
the mapping of services over fog nodes is done. 
This policy leads a way to maximizing resource 
utilization for distributed IoT applications. Also, 
this algorithm proves that interaction between 
cloud and fog yields better performance in term 
of end-to-end delay in comparison with only 
cloud-based approaches.

Authors in [12] have proposed to employ 
topology and orchestration specification for 
cloud applications as a new standard for cloud 
service management to systematically specify the   
services and configurations of IoT applications. 
By using this standard, application models 

can be reused, and deployment processes can 
be automated in heterogeneous IoT system 
environments. In this model, placement of 
application services is automatically done by 
applying conceptual description of components 
topology and related application placement.

To fully leverage the capabilities of the fog nodes, 
large-scale applications that are decomposed into 
interdependent application modules (services) 
can be deployed in an orderly way over the nodes 
based on their latency sensitivity. A latency-aware 
application service placement policy for the fog 
environment that meets the diverse latency 
in service delivery and the data volume to be 
performed for different applications [13]. This 
policy guarantees the application QoS in favorable 
deadline. In addition to, this procedure optimize 
underlying fog resource utilization. To do so, the 
algorithm prioritize the sensitivity of services 
against elapsed time; then, based on the degree 
of delay sensitivity it dispatches the service to be 
placed in the nearest fog nodes. For the sake of 
optimization in utilizing the number of active fog 
nodes, the forward and re-allocation application 
modules strategies are used. In this managerial 
algorithm, delay to service access, service delivery 
time, and internal communication delay have 
been considered.

A framework has been presented for the 
dynamic generation of optimized placement 
topologies for IoT cloud applications that are 
tailored to the currently available physical 
infrastructure [14]. Based on a declarative, 
constraint-based model of the desired application 
placement, this approach enables flexible 
provisioning of application services on edge 
devices deployed in the field [29]. In production 
process of deployment topology, some parameters 
such as time needed for deployment, time and 
bandwidth request for application running, and 
exploitation of edge devices are evaluated.

A lightweight QoS-aware dynamic fog service 
provisioning framework proposed in [15]. In 
this proposal, dynamic service placement in 
fog environment is done. In this regards, the 
previously deployed modules are set free to 
meet favorable QoS and low latency along with 
minimizing overall cost.

Similar to each computing system, the cost 
and efficiency are two prominent metrics for 
system evaluation. For this, several works have 
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been published for service placement problem 
in Fog-IoT environment with regards to cost and 
efficiency parameters [16-18]. A geographically 
dispersed sensor application has been run in 
fog environment which proposed by Canali and 
Lancellotti [16].

The QoS-aware approach has been proposed 
to sole service placement problem in fog-
cloud computing systems [17]. This algorithm 
considers the deadline requirement of each IoT 
application so that the most sensitive applications 
on delay are deployed on the devices as proximity 
as possible to serve the users. In addition, to 
decline the network bandwidth wastage and the 
cost of execution in the cloud, the number of 
assigned services relevant to applications to the 
fog environment is maximized.

Three different meta-heuristic approaches 
were compared in service placement of fog 
environment [18]. In this comparison the fog 
infrastructure and fog applications have been 
under study by considering some objective 
functions such as to optimize the network latency, 
the service distribution rate and the resources 
utilization.

Table 1 summarizes comparison of related 
works associated to IoT application service 
placement on fog and a cloud infrastructure.

Table 1.Summary of the Literature Study

work 
Service Placement Policy 

Fault 
Tolerant 

Latency 
Aware 

Traffic 
Aware 

Resourc
e Aware 

Energy 
Efficient 

[10]      
[11]      
[12]      
[13]      
[14]      
[15]      
[16]      
[17]      
[18]      

Proposed 
Paper      

 

Review of related works show that there is a 
gap for presenting reliable service placement 
for IoT application in fog environment which is 
energy-aware at the same time.

3. SYSTEM FRAMEWORK AND MODELS

This section presents proposal system 
framework and its components specifications. 
In addition, some models are presented to ease 
problem formulation. Fig. 2 demonstrates a 
suggested system frame work which has differ 
components. As the Fig. 2 shows, at the topmost 
level there is an organizer component in which 
its duty is to extract all sub full mesh so called- 
clique. Then, an appropriate clique, sub full mesh, 
which can fulfill services requirement in terms 
of processing, memory, bandwidth, and delay 
between sub services is selected. To have efficient 
deployment, designing of service deployment 
planner (SDP) which should be aware aware of 
both application requirement and underlying fog 
platform is necessary.

 

 

Fig. 2. Proposed System Framework

The components associated to SDP module 
are enlisted as below:

Application Service Manager (ASM): This is 
the main component for making decision how to 
deploy services on fog nodes. In an application 
with several dependent services, the deployment 
scheme must be aware of application requirement 
and underlying fog platforms capacities.

Service Requirement Information (SRI): This 
component registers service requirement in terms 
of processing, memory, delay, and bandwidth 
requirements delivered from IoT applications.

Services Communication Information (SCI): 
This component extracts services communication 
pattern from user’s IoT application requests. 
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Then, it delivers it to ASM component.
Resource Detector of Full Submesh (RDFS): 

This component extracts sub full mesh from 
whole network of fog nodes which makes a 
connection graph. Then, it detects all resources 
and their capabilities from detected full sub mesh 
and shares this information to ASM component.

Sub Mesh Network Manager (SMNM): This 
component keeps underlying network topology 
periodically since the environment is changeable 
and dynamic.

Fig.3 demonstrates elements of SDP 
component.

 

 
Fig. 3. Proposed SDP model

3-1 Fog System Model
The fog system (F) under study comprises n 

heterogeneous fog nodes which are heterogeneous 
in terms of processing strength and power 
consumption. Each node which belongs to sub 
full mesh can host services associated to IoT 
applications. The fog nodes can communicate via 
wireless protocols. In this line each fog node 
𝑓𝑓𝑓𝑓 𝑓 𝑓𝑓  is specified by a vector  

{id,mid,H,S,sensorlist} where id is fog node 
identifier, mid is mesh network id; and H, S, and 
sensor lists are hardware, software, and available 
sensor list relevant to that fog node respectively.  
As the services associated to an application are 
distribute on fog nodes, the communication 
between fog nodes is specified by {L,B} where L 

and B indicate to delay and bandwidth 
respectively. The Fig. 4 elaborates an example full 
mesh network.

 

 

Fig. 4. Proposed Full Mesh Network.

3-2 Communication Network Model
The communication between fog nodes is 

modeled via graph data structure. This graph 
mode is G=(F,D) , where F={fn1, fn2,…, fnn}, is the 
set of fog nodes and D is distance matrix. In two 
dimensional matrix D, each element dij is 1 if fog 
node fni can directly access fog node fnj otherwise 
this element is set to zero.

3-3 Application Model
Similar to other internet-based applications, 

IoT application design adopts SOA architecture to 
be flexible enough commensurate with changeable 
users requests [19]. To this end, the proposed 
application model has multi-service structure 
[20]. The services have mutually dependency to 
collaboratively fulfill users’ requests. For instance, 
consider a healthcare system which is designed 
for aging people. It has three services SR1, SR2, 
and SR3. Service one (SR1) is the status manager 
that monitors aging person’s status and urgent 
information to the nearest hospital or medical 
center. Service two (SR2) is controller center 
which is used for interpreting the gathered data 
and manually the system control. Finally, the 
service three (SR3) is machine learning service 
that is used for registering data history of each 
person, the estimation of near future wellbeing of 
each aging person that is not delay-sensitive the 
reason why it can be deployment on fog nodes. 
Fig. 5 illustrates each software and hardware 
requirement for each service. 
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Fig.5. Specification of Services Associated to an 

Application.

In addition to, the communication link 
and tolerable delay were drawn in Fig. 5. A 
request application (App) is modeled via a 
graph G=(SR,T) where SR={SR1, SR2, …, SRm} 
associated to requested application and T is traffic 
matrix pattern between each pair of services so 
that tij indicates the amount of traffic transferring 
from service SRi to service SRj.

3-4 Reliability Model
Placement of an application’s services on the 

minimum number of nodes in a fog leads to 
efficient utilization of computing resources and 
maximum achievement of objectives such as 
reducing energy consumption. But one of the 
challenges is the occurrence of a single failure 
point phenomenon for applications. Therefore, 
in order to simultaneously meet the objectives 
of fog stakeholders in achieving optimal goals 
and also to reduce the degree of vulnerability 
of applications in the centralized placement of 
services in the fog infrastructure, a threshold 
for the number of fog nodes for the placement 
of application services is considered. For this 
purpose, the minimum number of host fog nodes 
to accommodate services is considered equal 
to the member nodes of the selected full mesh 
subnetwork, where fog nodes reach to each other 
with only one hop connection.

3-5 Power Model
To present power model, the effective elements 

in regards to power consumption must be 
determined. In the proposed system framework 
two important factors are fog node resource 
utilization and traffic pattern between each node 

which have direct impact on total power 
consumption. The average normalized resource 
utilization of each fog node fni is formulated via 
Eq. (1) where W1 and W2 are respectively the 
importance coefficient of processor and memory 
resource in the under study system and 0≤W1≤1, 
0≤W2≤1, W1+W2=1. The terms 𝑟𝑟������  and 𝑟𝑟������   

are respectively the requested amount of CPU 
and RAM for service SRj. Moreover, the terms  
𝑅𝑅������  and 𝑅𝑅������  are the maximum CPU and 

RAM capacity of fog node fni respectively.

𝑈𝑈������ �
𝑤𝑤�. ∑

𝑟𝑟������

𝑅𝑅������ � 𝑤𝑤�. ∑
𝑟𝑟������

𝑅𝑅������
����

����

2   (1)

So, the power consumption (PW) of each fog 
node fni is calculated via Eq. (2).

����������� � ��� � �𝑃𝑃��� � 𝑃𝑃���� � ������� � 𝑃𝑃��� 

           (2)

In Eq. (2), variables Pmax  and Pmin are 
respectively the fog node power consumption in 
the full load and idle modes. In this line, decesion 
binary variable yfn indicates whether the fog node 
is active or not. Power consumption owing to 
data transmission between each pair of fog nodes 
are measured by Eq. (3) where Ptr indicates the 
amount of power consumed for each unit of data 
transmission. Note that if two services are placed 
in the same fog node, the transmission power 
consumption is ignored.

        (3)

The power consumption of each fog node is 
measured by summation of Eqs. (2-3) in Eq. (4).
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PW(𝑓𝑓𝑓𝑓�)=������������+�������         (4)

4. PROBLEM FORMULATION

This section formulates service placement 
problem into an optimization problem with 
minimization of total power consumption (TPC) 
in the fog system which Eq. (5) indicates. Since 
this optimization problem must be reliable, some 
constraints are imposed to proposed optimization 
problem. The constraints are formulated in Eqs. 
(6-12).

��� ��� � �𝑓𝑓𝑓𝑓 ∑ PW�𝑓𝑓𝑓𝑓��. 𝑦𝑦𝑓𝑓𝑓𝑓𝑓𝑓𝑓����𝑓���                  (5) 

      Subject to: 

∑ ∑ 𝑏𝑏�� � ��� ����𝑓 ���  𝐵𝐵�� �  ������𝑓 ���                              (6) 

∑ 𝑥𝑥��𝑓��. ℎ𝑤𝑤�� � ����𝑓 ∀𝑓𝑓𝑓𝑓 𝑓 𝑓𝑓��𝑓���                                  (7) 

∑ 𝑥𝑥��𝑓��. 𝑠𝑠𝑤𝑤�� � 𝑆𝑆������𝑓 ∀𝑓𝑓𝑓𝑓𝑓𝑓𝑠𝑠ℎ 𝑓 𝑓𝑓��𝑓���                       (8) 

∑ 𝑥𝑥��𝑓��. 𝑠𝑠�� � 𝑆𝑆�����𝑓 ∀𝑓𝑓𝑓𝑓𝑓𝑓𝑠𝑠ℎ 𝑓 𝑓𝑓��𝑓���              (9) 

𝑥𝑥��𝑓�� �  𝑦𝑦��𝑓  ∀ 𝑆𝑆𝑆𝑆 𝑓 𝑆𝑆𝑆𝑆𝑆𝑆𝑓  𝑓𝑓𝑓𝑓 𝑓 𝑓𝑓                         (10) 
 

∑ 𝑥𝑥��𝑓�� � 1 𝑓 ∀𝑆𝑆𝑆𝑆 𝑓 𝑆𝑆𝑆𝑆𝑆𝑆��𝑓�                                       (11) 
 

𝑥𝑥��𝑓�� 𝑓 �0𝑓1�𝑓  𝑦𝑦�� 𝑓 �0𝑓1�𝑓 𝑦𝑦��𝑓� 𝑓 �0𝑓1�                   (12) 

Constraint in Eq. (6) determines the 
distribution and placement of services associated 
to each application must be in such a way that 
the bandwidth and delay limitation of the system 
cannot ruin the application. The terms bij and 
lij are favorite bandwidth and latency between 
services SRi and SRj. Also, parameters Bmn and Lmn 
are bandwidth and latency between fog nodes fnm 
and fnn respectively. Eq. (7) indicates that each 
service must be placed over the fog node which 
provides the requested hardware. In Eq. (7), 
parameter HWfn is relevant to fog node capacity 
in term of hardware and  hwSR is requetsed 
resources relevant to services. Also, the software 
requested by the application can be provided 
by underlying full mesh that Eq. (8) shows. In 
Eq.(8), the term SWfmesh is software capacity of 
full mesh subnetwork and swSR is the requested 
software by application services. In this regards, 
the considered sub full mesh must provide all 

the sensors that the application needs; this is well 
depicted in Eq. (9). In Eq. (9),  the term Sfmesh is 
sensor capacity of full mesh subnetwork and sSR 
is the requested sensor by application services. 
Eq.(10) means that only an active fog node can 
adopt a service. For this reason, decision variable 
yfn is set to one when fog node fn is an active 
node to adopt a service. Eq. (11) determines each 
service is only placed on one fog node and final 
Eq. (12) shows binary decision variables which 
have been used in aforementioned equations.

5. PROPOSED METHODOLOGY

To solve the formulated optimization problem, 
an enhanced whale optimization (EWOA) is 
proposed. This section has two parts. At first the 
inspiration of WOA is presented and second part 
elaborates the proposed algorithm.

5-1 Inspiration
Evolutionary computation was inspired from 

natural phenomenon especially from animal 
behaviors. In this regards, ant colony optimization 
(ACO) [21], bee colony optimization (BCO) 
[22], bat optimization algorithm (BOA) [23], 
grey wolf optimization (GWO) [24] are the 
most famous among others; each of which has 
its merits and demerits. One important thing 
to mention in evolutionary computation is 
how to reach of equilibrium between local and 
global optimization in search space. One of 
the successful swarm-based algorithm which 
is inspired its functionality from nature and 
animal behavior is the whale optimization 
algorithm (WOA) that was intricately designed 
to yield balance between exploitation (by utilizing 
bubble-net attack behavior) and exploration (by 
utilizing search for pray behavior) in search field 
[25]. Therefore, its final performance is better 
than other evolutionary algorithms in which the 
final simulation outcome endorse it; this is the 
reason that the paper cornerstone is based on 
customized WOA.
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5-2 Proposed Energy-aware Reliable Service 
Placement Algorithm based on WOA

(ER-SPA-WOA)

This sub section presents proposed ER-SPA-
WOA for solving service placement problem 
in fog platform which optimizes total power 
consumption subject to some constraints. 
One importance element of each evolutionary 
computation is how to encode real world problems 
in which it has deep effect of overall performance 
[26-28]. The encoding phase determines how 
the real world problem (phonotype) is translated 
to the evolutionary world (genotype). Fig. 6 
exemplifies how the real world application 
containing different services is encoded in whale 
optimization language. For instance, there are 
seven requested services unified in an application 
delivered by a user that must be run on a near fog 
system with three available fog nodes. 

 

Services  1 2 7   4 6   3 5 
            

Fog Nodes  1    2    3  
  

Service  1 2 3 4 5 6 7       
Fog node  1 2 3 2 3 1 1       

 

Fig. 6. A Sample of Problem Encoding

The proposed algorithm is depicted in Fig.7. 
Similar to other meta-heuristic population-based 
algorithm, the proposed algorithm starts by 
producing initial population which is placed in 
the first line of algorithm.

After population is created each whale 
competency is measured by fitness function in 
line 2 which adopts Eq.(5). In Eq.(5), the decision 
variable yfn,i determines whether the fog node fni 
is active or not. At line 3 and at the point 
population is updates in line 20 the best so far 
solution is kept in W*. The main loop is iterated 
MaxIteration times between lines 4-21. In fact, 
the parameter associated to the maximum 
number of iterations is the termination criteria. 
The loop in lines 5-18 is repeated for each whale. 
In line 6, vectors a, A, C are updated. Note that a 

is a vector which is gradually decreased from 2 to 
0; also, 𝑟𝑟  is a random real value in [0..1] interval. 

𝐴𝐴=2�⃗�𝑎. 𝑟𝑟-�⃗�𝑎                                (13)

𝐶𝐶=2 𝑟𝑟                                       (14)

 

Procedure ER-SPA-WOA 
Input:  
         n   number of fog nodes; 
         m  number of services; 
         PopSize as whale population size; 
         MaxIteration as maximum number of iteration; 
Output:  
            An optimal service placement 
  1. Initialize the whale population Pop including 𝑊𝑊� (i=1,2,…,PopSize) 
  2. Calculate the fitness fucntion according to Eq. (5). 
  3. let W* to be the best whale recognized so far. 
  4. While iteration is not reach to MaxIteration Do  
  5.         for i=1 To PopSize Do 
  6.              Update vectors a, A, and C based on Eqs.(13-14) ; and  
                   random variable l 
  7.              Draw new real random number  0≤P≤1; 
  8.              if  (P<0.5) then 
  9.                  if ( |A| < 1) then 
10.                       Update the whlale 𝑊𝑊� position  based on Eq. (16) 
11.                  else if (|A| ≥ 1) then 
12.                       Select a random whale 𝑊𝑊� from population 
13.                       Update the whale 𝑊𝑊� position based on Eq.(18)  
                            incorporating 𝑊𝑊� 
14.                  end-if 
15.              else (* P ≥0.5 *) 
16.                  Update the whale 𝑊𝑊� position based on Eq.(20) 
17.              end-if 
18.              Call Clamping (𝑊𝑊�) to correct the whale position if it  
                    returns infeasible solution 
19.         end-for 
20.         find current best so far from population and put it to W* 
21. end-while 
22. return W* 

 
Fig. 7. Proposed ER-SPA-WOA Algorithm

In addition the random real value l is randomly 
drawn from [-1..1] interval. The art of WOA is 
the fluctuation from exploration to exploitation 
vice versa during to the whole algorithm life 
time. To this end, a random variable P is drawn 
to determine whether to explore or exploit the 
search space. Update of line 10 in proposed 
algorithm is dedicated for exploitation.

𝐷𝐷��⃗ � ��⃗.W ∗�������⃗ �𝑡𝑡� �������⃗ �𝑡𝑡��                  (15)

𝑊𝑊�����⃗ �𝑡𝑡 � �� � � ��������⃗ �𝑡𝑡� � �⃗. 𝐷𝐷��⃗               (16)

In this regards, for exploration the update is 
done via Eq. (18) which line 13 is dedicated for. 
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In this case, the update is unbiasedly done based 
random whale position.

𝐷𝐷��⃗ � ��⃗.𝑊𝑊�����⃗ �𝑡𝑡� �𝑊𝑊�����⃗ �𝑡𝑡��                      (17)

𝑊𝑊�����⃗ �𝑡𝑡 � �� � 𝑊𝑊�����⃗ �𝑡𝑡� � �⃗. 𝐷𝐷��⃗                (18)

To simulate the special circular movement of 
whales which is called spiral update position, the 
algorithm updates selected whale position by Eq. 
(20).

D′���⃗ � �� ��������⃗ �𝑡𝑡� �������⃗ �𝑡𝑡��                  (19)

𝑊𝑊�����⃗ �𝑡𝑡 � �� � �����⃗ . ebl.Cos(2π)+ W ∗�������⃗ �𝑡𝑡�  
     (20)

Once the update is done for all whales, if 
each whale is infeasible solution the Clamping 
function is called to correct encoding. Line 19 
draws Clamping (.) function. It can be arbitrary 
implemented. Finally, the best so far whale 
which is representative of an optimal solution is 
returned.

6. SIMULATION AND EVALUATION

In this section, the result of simulations are 
investigated in five different scenarios which 
has different datasets. In the first and second 
scenarios the number of services are increased 
whereas in the third, fourth, and fifth, both 
number of services and underlying fog nodes 
are gradually increased. The fifth scenario is 
dedicated for scalability testing. Table 2 elaborates 
scenarios in details. All scenarios are executed in 
fair conditions on a dual core Intel Corei3 380M 
platform with 2.53 GHZ clock rate, four logical 
processors, 8 GB as main memory and MATLAB 
simulation programming environment.

Table 2. Different Scenarios of Simulation
Scenarios #: 1 2 3 4 5 
Fog nodes #: 10 10 20 20 50 
services #: 10 20 30 40 50 

 

Table. 3. Setting Parameters of Different Algorithms in 
Simulation

 
Specific parameters  Pop 

Size  
Max 
Iter  

EWOA     

100  100  

GWO      

ACO tau 
rho 

0.1 
0.1 

alpha 
beta 

1 
0.02 

BCO a 1   

BOA 
r0 
alpha1 
gamma 

1 
0.97 
0.1 

Freq_min 
Freq_max 

0 
2 

tau Initial Pheromone 
alpha Pheromone Exponential Weight 
beta Heuristic Exponential Weight 
rho Evaporation Rate 
a Acceleration Coefficient  
r0 The initial pulse rate  
alpha1 loudness decay factor 
gamma pulse increase factor 
Freq_min Frequency minimum 
Freq_max Frequency maximum 

 

To assess comparative algorithms, status 
figures associated to algorithms’ iterations and 
elapsed time are used in regards to objective 
function. To construct underlying fog network, 
the fog nodes’ coordinate is made by random 
normal distribution fashion. The fog nodes 
distribution plan is then illustrated. Also, the 
fog nodes which host services associated to IoT 
applications are depicted by red color.

Since there is not any standard benchmark 
in this domain, the datasets are made based on 
processing power, fog nodes’ storage capacity 
commensurate with existing fog nodes such as 
personal digital assistant (PDA), smart phones, 
tablets, and etc. to be utilized in simulation 
scenarios.

For simulations and comparisons, parameter 
settings of algorithms EWOA, GWO, ACO, BCO, 
and BOA are brought in Table 3.

6-1 First Scenario: 10 Fog Nodes and 10 
Application Services

In Fig. 8-a, the objective function value, 
TPC, based on Eq. (5) relevant to comparative 
algorithms EWOA, GWO, ACO, BCO, and 
BOA are depicted in a network having 10 fog 
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nodes and 10 requested services. According 
to drawn figure, once the iteration increases, 
algorithm EWOA outperforms other counterpart 
algorithms and reaches to stable point. In this 
regards, Fig. 8-b illustrates better performance 
in term of minimum value of TPC related to 
proposed algorithm against other state-of-the-
arts. Regarding to Fig. 8-c, the elapsed time of 
proposed algorithm in the first scenario is less 
than others which means that it works faster than 
others. The selected sub full mesh utilizes fog 
nodes 3, 6, 7, and 10 for service distribution. The 
position of utilized fog nodes for this requested 
services are depicted in Fig. 8-d.

 

a. Performance evaluation based on 
TPC 

b. The minimum value of TPC after 
end of simulation 

     

c. Elapsed time of algorithms d. Distribution of services and 
deployment plan 

 
Fig.8. Execution results of comparative algorithms in 

scenario with 10 fog nodes and 10 requested services

6-2 Second Scenario: 10 Fog Nodes and 20 
Application Services

In Fig. 9-a, the objective function value, 
TPC, based on Eq. (5) relevant to comparative 
algorithms EWOA, GWO, ACO, BCO, and 
BOA are depicted in a network having 10 fog 
nodes and 20 requested services. According 
to drawn figure, once the iteration increases, 
algorithm EWOA outperforms other counterpart 
algorithms and reaches to stable point. In this 
regards, Fig. 9-b illustrates better performance 
in term of minimum value of TPC related to 
proposed algorithm against other state-of-the-
arts. Regarding to Fig. 9-c, the elapsed time of 

proposed algorithm in the first scenario is less 
than others which means that it works faster than 
others. The selected sub full mesh utilizes fog 
nodes 1, 2, 3, and 10 for service distribution. The 
position of utilized fog nodes for this requested 
services are depicted in Fig. 9-d.

a. Performance evaluation based on 
TPC 

b. The minimum value of TPC after 
end of simulation 

     

c. Elapsed time of algorithms d. Distribution of services and 
deployment plan 

 
Fig.9. Execution results of comparative algorithms in 

scenario with 10 fog nodes and 20 requested services

6-3 Third Scenario: 20 Fog Nodes and 30 
Application Services

In Fig. 10-a, the objective function value, 
TPC, based on Eq. (5) relevant to comparative 
algorithms EWOA, GWO, ACO, BCO, and BOA 
are depicted in a network having 20 fog nodes and 
30 requested services. According to drawn figure, 
once the iteration increases, algorithm EWOA 
outperforms other counterpart algorithms and 
reaches to stable point. In this regards, Fig. 10-b 
illustrates better performance in term of minimum 
value of TPC related to proposed algorithm 
against other state-of-the-arts. Regarding to Fig. 
10-c, the elapsed time of proposed algorithm in 
the first scenario is less than others which means 
that it works faster than others. The selected sub 
full mesh utilizes fog nodes 2, 3, 4, 6, 8, 10, and 13 
for service distribution. The position of utilized 
fog nodes for this requested services are depicted 
in Fig. 10-d.
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a. Performance evaluation based on 
TPC 

b. The minimum value of TPC after 
end of simulation 

     

c. Elapsed time of algorithms d. Distribution of services and 
deployment plan 

 
Fig. 10. Execution results of comparative algorithms in 

scenario with 20 fog nodes and 30 requested services

6-4 Fourth Scenario: 20 Fog Nodes and 40 
Application Services

In Fig. 11-a, the objective function value, 
TPC, based on Eq. (5) relevant to comparative 
algorithms EWOA, GWO, ACO, BCO, and BOA 
are depicted in a network having 20 fog nodes and 
40 requested services. According to drawn figure, 
once the iteration increases, algorithm EWOA 
outperforms other counterpart algorithms and 
reaches to stable point. In this regards, Fig. 11-b 
illustrates better performance in term of minimum 
value of TPC related to proposed algorithm 
against other state-of-the-arts. Regarding to Fig. 
11-c, the elapsed time of proposed algorithm in 
the first scenario is less than others which means 
that it works faster than others. The selected sub 
full mesh utilizes fog nodes 4, 5, 7, 8, 9, 14, 16, 
17, and 20 for service distribution. The position 
of utilized fog nodes for this requested services 
are depicted in Fig. 11-d.

   

a. Performance evaluation based on 
TPC 

b. The minimum value of TPC after 
end of simulation 

     

c. Elapsed time of algorithms d. Distribution of services and 
deployment plan 

 
Fig. 11. Execution results of comparative algorithms in 

scenario with 20 fog nodes and 40 requested services

6-5 Fifth Scenario: 50 Fog Nodes and 50 
Application Services

In Fig. 12-a, the objective function value, 
TPC, based on Eq. (5) relevant to comparative 
algorithms EWOA, GWO, ACO, BCO, and 
BOA are depicted in a network having 50 fog 
nodes and 50 requested services. According 
to drawn figure, once the iteration increases, 
algorithm EWOA outperforms other counterpart 
algorithms and reaches to stable point. In this 
regards, Fig. 12-b illustrates better performance 
in term of minimum value of TPC related to 
proposed algorithm against other state-of-the-
arts. Regarding to Fig. 12-c, the elapsed time of 
proposed algorithm in the first scenario is less 
than others which means that it works faster than 
others. The selected sub full mesh utilizes fog 
nodes 8, 11, 14, 15, 24, 26, 29, 30, 33, 35, 41 and 43 
for service distribution. The position of utilized 
fog nodes for this requested services are depicted 
in Fig. 12-d.
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a. Performance evaluation based on 
TPC 

b. The minimum value of TPC after 
end of simulation 

     

c. Elapsed time of algorithms d. Distribution of services and 
deployment plan 

 

Fig. 12. Execution results of comparative algorithms in 
scenario with 50 fog nodes and 50 requested services

For the sake of data analysis statistically, the 
proposed EWOA outperforms 48%, 36%, 30% 
and 15% improvement against GWO, ACO, BCO 
and BOA in term of average minimum value of 
power consumption. 

6-6 Time Complexity
The time complexity of the proposed algorithm 

can be simply obtained. The fitness value, which 
Eq. (5) gives, takes O(m+n) where n and m are 
number of fog nodes and number requested 
services respectively. In addition, the main loop 
of algorithm between lines (4-21) is repeated 
MaxIteration times. Inner for-loop which was 
placed between lines (5-18) is iterated PopSize 
times where PopSize indicates the number of 
whales in the population. 

Overall, the time complexity 
of proposed algorithm belongs to 
O(MaxIteration*PopSize*(m+n)).

7. CONCLUSION AND FUTURE WORK

This paper formulated the service placement 
problem associated to IoT applications over 
fog nodes to an optimization problem with 
minimization of total power consumption of 
engaged fog nodes. The power consumption 
model was presented where is affected by 
underlying resource utilization and data transfer 
between each pair of services provided they are 
deployed on different fog nodes. To avoid one 
point of failure, the requested services delivered 
by users are distributed on dispersed fog nodes 
to fulfil reliability requirement. To figure out 
this problem, an energy-aware reliable service 
placement algorithm based on whale optimization 
algorithm (ER-SPA-WOA) was extended. It 
has been tested in different scenarios in fair 
conditions. The simulation results proved the 
dominance of proposed ER-SPA-WOA against 
other comparative state-of-the-arts. For future 
work, we envisage to model mobile computing 
in fog-cloud environment by taking QoS and 
monetary cost into account.
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