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Abstract: In this study, an overview of the concepts, classifications, and different methods of 
population initialization in metaheuristic algorithms that discussed in recent literatures will be 
provided. Population initialization is a basic and common step between all metaheuristic algorithms. 
Therefore, in this study, an attempt has been made that the performance, methods, mechanisms and 
categories of population initialization as well as the relationship between population initialization 
and other important parameters in performance and efficiency of metaheuristic algorithms such as 
search space size, population size, maximum number of iteration, etc., which are mentioned and 
considered in the literatures, are collected and presented in a regular format.
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Abbreviations:
ABC Artificial Bee Colony 
BCL Biased Center Learning 
CNGs Chaotic Number Generators 
CS Cuckoo Search 
CVT Centroidal Voronoi Tessellations 
DE Differential Evolution 
DRs Dispatching Rules 
EAs Evolutionary algorithms 
ED Experimental Design 
FEs Function Evaluations 
GA Genetic Algorithm 
GLP Good Lattic Points 
GWO Grey Wolf Optimizer 
KNN K Nearest Neighbor 
LD Low Discrepancy 
LHS Latin Hypercube Sampling 
MT Mersenne Twister 
OBL Opposition-Based Learning 
PDF Probability Density Function 
PRNGs Pseudo-Random Number Generators 
PSO Particle Swarm Optimization 
QBL/QOBL Quasi-Opposition Based Learning 
QROBL Quasi-Reflection Opposition Based Learning 
QRS Quasi-Random Sequence 
QRSs Quasi-Random Sequences 
RPL Ranking Paired Learning 
SD Subgroup Discovery 
UED Uniform Experimental Design 
UD Uniform Design 

 

I. INTRODUCTION

METAHEURISTIC algorithms 
are typically population-based    

random search techniques. Fig. 1 illustrates 
the general framework of a metaheuristic 
algorithm consisting of its main parts. The 
sections of a metaheuristic algorithm include 
setting algorithm parameters, population 
initialization, global search section, local 
search section, and checking the stopping 
conditions in a metaheuristic algorithm. In 
the parameters setting section, the user can 
monitor the performance of the metaheuristic 
algorithm and improve its performance 
according to the problem under consideration. 
Some metaheuristic algorithms such as PSO 
have a number of parameters to adjust. Some 
algorithms, such as the Whale Optimization 
Algorithm (WOA), do not have a parameter 
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to adjust. In the initialization section, the 
algorithm generates an initial population. This 
initial population is usually randomly generated 
and improves during iterations of the algorithm 
until the stop conditions are satisfied. The global 
search section is responsible for the complete 
discovery of the search space. This section helps 
the algorithm to explore global optima points 
throughout the search space. The local search 
section is also trying to find the optimal global, 
among the available solutions. Stop conditions 
(such as the maximum number of iterations of 
the algorithm, etc.) are the criteria that help the 
algorithm to terminate its execution. If any of these 
criteria are met, the iterations of the algorithm 
are terminated and the algorithm presents the 
best solution found so far. In this research, the 
effect of population initialization methods on the 
optimization results of metaheuristic algorithms 
is investigated.

 
Fig.1.  The general framework of a metaheuristic algorithm.

The population initialization is a common 
step in all metaheuristic algorithms [1], [2]. 
Experimental observations and numerical 
simulations have shown that the final solutions 
of a population-based metaheuristic algorithm 
depend not only on their specifications but also 
on the initial starting points for optimization 
problems, and they can affect the performance 
of the algorithm to some extent [3]-[7]. One way 
to improve the production of initial population is 

to use and employ better quality individuals [8], 
[9]. The initial population has been considered by 
researchers with the aim of increasing diversity 
and exploring more search space. The initial 
population for metaheuristic optimizers is usually 
random and based on the principle of guidance 
to cover the search space as uniformly as possible 
[2], [9], [10]. However, in some literatures, it has 
been shown that uniform distributions, especially 
in the high-dimensional space, are not the best 
initialization method for solving all optimization 
problems [10]. In addition, different initialization 
methods lead to different accuracy for different 
problems [1]. The purpose of initialization is to 
provide an initial guess of solutions. Then, during 
the iterations of the algorithm, these initial 
solutions are repeatedly improved until the stop 
conditions are reached. Given that in the black box 
optimization, there is no prior information about 
the perspective of a given problem, Therefore, it is 
expected that a good initial guesses can help the 
algorithm to find the optimal one, and vice versa, 
inappropriate guesses prevent the algorithm from 
finding the optimal one [1], [2], [11].

Given that a good initial population or an 
inappropriate initial population at the beginning 
of the algorithm is not predictable, therefore, 
different methods of initialization in order to 
cover the appropriate and maximum search space 
for the given problem have been considered by 
researchers.

In this regard, different methods of population 
initialization, such as uniform distribution 
methods using PRNGs, random distribution 
methods, clustering methods, partitioning 
methods and methods based on initial 
population classification, have been studied in 
different literatures and the performance of these 
methods in solving different problems has been 
evaluated. Among the initialization methods, 
random methods, uniform distribution, and 
LHS have been widely used in literatures. The 
impact of advanced initialization techniques 
can include increasing the likelihood of finding 
global optimization, reducing the instability of 
search results, reducing computational costs, and 
increasing the quality of the solutions provided 
by the algorithm [11].

In this paper, an attempt has been made to 
review the types of initialization methods (includes 
random, stochastic, deterministic, composite, 
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generic and application specific), types of number 
generators and initialization techniques (includes 
PRNGs, number transformations, population-
based, CNGs, LHS, Biased, LD, ED, UED, OBL, 
QBL/QOBL, QRS, clustering and CVT), types 
of probability distributions in initialization 
(includes beta, uniform, normal, logarithmic, 
exponential, Rayleigh, Weibull and random) and 
types of mappings (includes tent and logistic). 
Studying the details of these items and the terms 
used in sections 3 to 6 of the article will help the 
reader to better understand the article.

The rest of this article includes a history 
of research in Section 2, classification of 
initialization methods in Section 3, variants 
of generators and initialization techniques in 
Section 4, types of probability distributions in 
the initialization in Section 5, common mappings 
used in the initialization in Section 6, study of 
population initialization methods in interaction 
with other algorithm parameters and its effect on 
the performance of metaheuristic in Section 7, 
selection of the population initialization method 
in Section 8, the use of existing global search 
strategies in order to population initialization 
in Section 9, discussion and analysis in Section 
10 and finally the conclusion of the research is 
presented in Section 11.

II. BACKGROUND

Recently, researchers in the field of 
optimization have paid special attention to 
various methods of population initialization and 
their impact on the performance and efficiency of 
metaheuristic algorithms [2]. The initialization 
in metaheuristic optimizers is usually done 
randomly and based on the principle of uniform 
coverage of the search space. For example, some 
recent proposed algorithms, including Supply-
demand-based Optimization (SDO) [12], Harris 
Hawks Optimization (HHO) [13], Most Valuable 
Player Algorithm [14], Multi-verse Optimize 
(MVO) [15], and Mayfly Algorithm (MA) [16], 
use the uniform random initialization method 
to generate their initial population. Due to the 
widespread use of metaheuristic algorithms in 
other scientific fields such as data mining and 
image processing, attention to the initialization 

methods in increasing the efficiency and 
effectiveness of these algorithms in other fields has 
been considered by a large number of researchers 
[5], [17]-[20].

In 2020, Li et al. investigated the effect 
of different initialization methods on the 
performance of five well-known metaheuristic 
algorithms in solving 19 test functions. In this 
study, the effect of 22 different initialization 
methods using nine probability distributions 
with different parameters as well as the effect 
of different population sizes and the number 
of different iterations on convergence and 
accuracy of the compared algorithms have been 
investigated [1].

The probability distributions used include LHS, 
beta distribution, uniform distribution, normal 
distribution, logarithmic normal distribution, 
exponential distribution, Rayleigh distribution, 
Weibull distribution, random distribution. 
Research has shown that the use of some 
initialization methods by some metaheuristic 
algorithms such as PSO [21] and CS [22], [23], 
in solving some specific problems, can improve 
the results of the algorithm, and in contrast, the 
results of some metaheuristic algorithms, such 
as DE, are less affected by different initialization 
methods [24]. The results of this study show that 
various algorithms can have special performance 
against different initialization methods in solving 
different problems, and a strong need for any 
algorithm is to find the best initialization method 
to solve a set of given problems [1].

In 2020, Lin et al. proposed a generic method 
for producing several good solutions in the initial 
design without additional budget. The proposed 
method was based on clustering the solution 
space and feasible solutions were created within 
the clustered groups with a budget that was 
dynamically allocated to each group based on the 
observed information [4].

In 2019, Teng et al. proposed an improved 
hybrid GWO [25] algorithm. The GWO algorithm 
is a metaheuristic inspired by the hunting 
behaviors and social structures of Canis lupus 
gray wolves. The gray wolf leadership hierarchy 
includes alpha, beta, delta, and omega wolves, 
respectively.

Commands are transferred from the highest 
level of the wolf hierarchy to the lowest level. The 
hunting mechanism of these wolves also includes 
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three main steps: search for prey (exploration), 
encircling prey and attacking prey (exploitation). 
In this algorithm, tent chaotic sequence is used 
to initialize the position of individuals in order 
to diversify the group of wolves at the beginning 
of the algorithm. The results of the research show 
a better search for optimal global solutions and 
better algorithm stability than other compared 
algorithms [26].

In 2019, Sacco and Rios-Coelho used some 
of the initialization methods to solve three 
challenging problems, including a nonlinear 
system, a potential energy function, and a 
parameter estimation problem. In this research, 
two different initialization schemes, including MT 
random generation followed by the application of 
OBL (as a combined initialization method) and 
Sobol quasi-random generator [27], were tested 
against random generation method. Research 
results have shown that, in terms of effectiveness, 
the MT initialization method is suitable for small 
populations and the Sobol sequence method is 
suitable for large population sizes. In other words, 
QRSs work better with a large sample size [28].

In 2019, Vlašić et al. examined the performance 
improvement of the GA [29] using the DRs in 
the production of the initial population of GA. 
Research has shown that the use of initialization by 
DRs, compared to random initialization, leads to 
significant convergence and better performance, 
especially when using automatic DRs in GA. In 
addition, this initialization strategy creates more 
stable GA results and prevents GA from trapping 
in the local optimal. The DR-based initialization 
methods have little effect on GA execution time 
due to their very low execution time [8].

In 2019, Xue et al. focused on improving PSO 
performance for feature selection problems in the 
field of data mining by designing methods for 
population initialization based on a relief filter 
[30]. The proposed initialization method involves 
a combination of mixed initialization and the use 
of a threshold level. In this method, the KNN is 
used to evaluate performance in feature selection. 
Research has shown that the proposed method 
using KNN classifier to improve PSO performance 
in solving feature selection problems is promising 
[17].

In 2018, Gaidhane et al. proposed a hybrid 
algorithm consisting of GWO and ABC [31] 
algorithms to improve the performance of complex 

systems. In this algorithm, a new method has been 
used to initialize the population based on chaotic 
mapping and OBL. The purpose of this hybrid 
initialization method was to produce an initial 
population with better individuals. Research has 
shown that the population initialization based on 
elitism (here, Chaotic mapping mixed with OBL 
strategy) can provide good diversity (including 
guess and opposite guess) in candidate solutions 
for a more appropriate start to optimization [32].

In 2018, Zhang et al. presented a hybrid 
algorithm based on biogeography-based 
optimization (BBO) [33] and GWO [25] 
algorithms. In this algorithm, OBL method is used 
to prevent the GWO algorithm from trapping in 
the local optimal [34].

In 2018, de Albuquerque Torreão and Vimieiro 
studied the performance of EAs in solving the SD 
task with high-dimensional by biasing the initial 
population to individuals of smaller sizes. The 
results show that by reducing the average size of 
the rules generated for the starting population, 
interesting results can be achieved even for high-
dimensional SD problems when using advanced 
EAs [5].

In 2018, Łapa et al. presented a population-
based initialization algorithm based on negative 
space. In this algorithm, the negative space is part 
of the search space defined by individuals who 
are not satisfactory in terms of fitness function 
and are determined dynamically during the 
initialization process. In this algorithm, with the 
help of negative space, some individuals who 
are candidates for the population are removed 
from the initial population without the need 
for additional evaluation and time consuming. 
If the candidate is close enough to each of the 
constituents of the negative space, then an attempt 
is made to remove it. Based on the results of this 
study, each benchmark function has a different 
sensitivity to the different initialization methods 
used in the algorithm [9].

In 2018, Kazemzadeh Azad, by adding feasible 
solutions to the initial population (seeding the 
initial population), examined its effect on the 
overall performance of metaheuristic techniques. 
Research has shown that seeding the initial 
population with feasible solutions can improve 
the computational efficiency of optimization 
algorithms, especially in the early stages of 
optimization [35].
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In 2017, Segredo et al. investigated the 
effect of some initialization methods on the 
performance of the DE algorithm to solve large-
scale optimization problems. Based on the results 
of this study, it has been confirmed that there was 
no statistically significant difference between the 
initialization strategies considered for a significant 
number of large-scale solved problems. However, 
in examining the best and worst strategies, there is 
a significant difference between the initialization 
mechanisms [36].

In 2017, Łapa et al. proposed a hybrid 
initialization method. The proposed method is a 
hybrid of three standard population production 
methods including number generating methods 
(such as random method), number transformation 
methods (transform the generated numbers 
to cover the search space in a specific way) and 
methods relied on population (initialization 
management methods of population). The final 
population is selected from among the three 
populations produced above and based on 
the principle of the fittest in this method. The 
simulation results confirm the effectiveness of the 
initialization technique [6].

In 2014, Kazimipour et al. classified different 
techniques of population initialization into three 
categories: randomness (includes stochastic and 
deterministic methods), composite (includes 
non-composite and composite methods), and 
generality (include generic and application 
specific methods). The stochastic methods are 
divided into two categories: RNGs and CNGs. 
The deterministic methods are divided into two 
categories: LD and UED. The composite methods 
are also divided into hybrid and multi-step 
methods [11].

In 2014, Kazimipour et al. investigated the 
effect of population initialization methods on 
the performance of the DE algorithm in dealing 
with large-scale optimization problems. Research 
has shown that initialization plays an important 
role in improving the performance of the DE 
algorithm for small population sizes [2].

In 2004, Richards et al. examined the effect 
of selecting starting points on improving PSO 
performance with CVT. The results of this study 
show that although CVT initialization does not 
improve the performance of the PSO algorithm 
for low-dimensional problems, it can improve 
the performance of the algorithm in high-

dimensional space [10].

III. CLASSIFICATION OF INITIALIZATION 
METHODS

Ideally, the optimal solutions found by the 
algorithm should be independent of the initial 
selection of their population. Currently, this is 
only true for special cases such as linear programs 
and convex optimization. In addition, the vast 
majority of problems are not linear or convex. 
Therefore, most algorithms have different levels 
of dependence on their initial setting [1]. The 
initial population of a metaheuristic algorithm 
can be initialized in different ways. In the 
literatures, random, composite and generality 
initialization methods have been used. Random 
initialization is a random sequence of numbers 
with properties such as complete unpredictability, 
incompressibility, and irregularity [11]. One type 
of this technique is stochastic method, which can 
produce different populations using a different 
initial seeds. The advantage of stochastic is its 
ease of use, and the disadvantage of this method 
is that it does not create a completely uniform 
population throughout the search space [11], [37]. 
Another type of random method is deterministic 
initialization. Deterministic methods focus 
more on population uniformity using geometric 
techniques rather than randomness [2], [38]. These 
techniques, in the absence of prior knowledge of 
the problem, can improve the capability of the 
metaheuristic algorithm in the initial iterations 
with the uniformity of the initial population, 
resulting in convergence to a better solution and 
savings of computational budget [2], [11], [28], 
[36]. In composite Initialization, a number of 
procedures are used in one technique. The use 
of composite Initialization in solving complex 
problems improves the overall diversity of the 
population [1], [38]. These methods are in the 
category of greedy methods and do not care about 
randomness or uniformity of the population. The 
disadvantage of composite Initialization methods 
is that they require a higher computational budget 
than other methods [38]. Generality initialization 
includes two categories of techniques. The first 
category is techniques that can be used directly 
to solve all types of optimization problems. The 
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advantage of this category is the simplicity of 
implementation, and their disadvantage is that 
they may not produce appropriate answers to 
some problems. The second category in this 
group includes techniques that are specifically 
designed to solve specific real-world problems. 
The advantage of this category is that by using the 
scope of knowledge, they provide the possibility 
of avoiding the search for unnecessary areas, 
producing promising results and increasing the 
speed of convergence. The disadvantage of these 
methods is that they may not be effective, efficient 
or practical in many other areas [11], [38]. The 
details of the above methods are provided below.

1. Random Initialization
A really random sequence is defined as a 

sequence of numbers with properties such as 
complete unpredictability, incompressibility, and 
irregularity. For a more detailed classification, 
this category can be divided into stochastic and 
deterministic methods [11].

1) Stochastic Initialization
An initializer is considered to be stochastic 

if that initializer generates different populations 
with different initial seeds. Stochastic initialization 
methods include PRNGs and CNGs [11], [37].

2) Deterministic Initialization
An initializer is considered deterministic 

if that initializer generates exactly the same 
population with different initial seeds. Unlike 
chaotic methods, which use both random and 
uniform designs to create the initial population, 
this method only emphasizes uniformity and is 
usually definitive [36]. Deterministic methods 
focus more on population uniformity using 
geometrical techniques rather than randomness 
[2], [38]. Some research has shown that, despite 
population size, population uniformity decreases 
dramatically with increasing population size 
[39]. This large family of number generators is 
specifically designed to provide fully distributed 
points throughout the search space. Using the 
population initialization with a high level of 
uniformity can reduce the chance of losing part 
of the search space in the optimization process. 
In the absence of prior knowledge of the problem, 
these techniques can improve the capability of the 

metaheuristic algorithm in the initial iterations 
with the uniformity of the initial population, 
and the consequence is convergence to a better 
solution and saving computational budget. 
Deterministic generators are also known as LD 
(high-uniformity) techniques [2], [11], [28], 
[36]. Two examples of LD approaches, including 
QRS and UED, are mentioned in the literatures. 
Examples of low-discrepancy deterministic 
initialization methods include Halton [40], Sobol 
Set (SBL) [27], [28] and GLP [41].

 
2. Composite Initialization
Methods in which a number of procedures 

are used in a technique are known as composite 
methods and are divided into two non-
composite and composite categories. Non-
composite methods are all techniques that 
produce populations in just one step. Composite 
techniques include techniques that produce 
population in more than one step. Combination 
techniques can be divided into two categories: 
hybrid techniques and multi-step techniques. 
Each component of combination technique can 
be used separately as a non-composite technique. 
In solving complex problems, combining two 
or more distribution methods can improve 
the overall diversity of the population. These 
methods may inherit the positive and negative 
aspects of the basic methods from which they 
are made [1], [38]. As an example of a hybrid 
method, a CNG can be used for the initial seed 
of a PRNG. Multi-step techniques consist of two 
or more components so that at least one of them 
cannot be used as an independent initializer. 
Examples of multi-step methods are the OBL 
technique and the CVT method. Methods such 
as OBL and Smart Sampling are also known 
as two-step initialization methods. Two-step 
methods are algorithms that create a population 
in the first step and then improve the population 
using specific techniques and properties (such as 
the fitness function) in the second step. Two-step 
methods are also considered greedy methods and 
do not care about the randomness or uniformity 
of the population [38]. As an example of a two-
step combination method, we can mention the 
combination of the MT initialization method 
with the OBL method [28].
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 3. Generality Initialization
This group is divided into two categories: 

generic initialization and application specific 
initialization.

 1) Generic Initialization
Population initialization techniques, which 

can be used directly for all types of optimization 
problems, are known as generic techniques. For 
example, OBL and CVT techniques are known as 
generic techniques [11].

 2) Application Specific Initialization
These methods are specifically designed to 

solve specific real-world problems. In these 
methods, designers use the scope of knowledge to 
avoid the search for unnecessary areas, produce 
promising results and increase the speed of 
convergence. The disadvantage of these methods 
is that they may not be effective, efficient or 
practical in many other areas [11], [38].

IV. TYPES OF NUMBER GENERATORS AND 
INITIALIZATION TECHNIQUES

The number generators in initialization are 
responsible for generating the initial population 
for a metaheuristic algorithm using their unique 
technique. Various generators such as PRNGs, 
methods based on numbers transformations, 
population-based methods, CNGs, LHS, biased 
populations, LD, UD, OBL, QBL, QRS, space 
solution clustering methods and CVT can be 
used to produce an initial population. The 
PRNGs generators try to mimic random points 
using quasi-random numbers. These generators 
have the advantage of simplicity, the ability to 
produce a uniform population, the presence in 
most programming languages and the ability 
to generate a population without limiting the 
number of points [28]. These generators are not 
able to produce fully uniformly distributed points 
when the search space increases and especially 
when the population size decreases [11], [18]. 
The Generators based on number deformation 
use numbers transformation methods to generate 
the initial population. These generators have the 
advantage of ease of use and high speed [9]. The 
Population-based generators use the population 

clustering mechanism in initialization. The 
advantage of this generator is its simplicity 
in combining with other generators and its 
disadvantage is the high computational cost 
[4], [9]. The CNGs generators have a random 
population generation mechanism. Randomness, 
unpredictability and regularity are the main 
properties of these generators [2], [11]. These 
generators have the advantage of high iteration 
speeds and can improve the performance of the 
metaheuristic algorithm in terms of population 
diversity, success rate, and convergence speed. 
The disadvantage of the above generators is 
that they can only be used for small spaces and 
are very sensitive to initialization conditions, 
parameter adjustment and implementation 
accuracy [36]. The LHS generators operate on a 
space-filling mechanism. The advantage of these 
generators is that they are easy to implement and 
prevent excessive accumulation of sample points 
in one part of the search space. The disadvantage 
of the above generators is that they do not show 
a significant advantage for high dimensional 
problems [1]. The Bias populations have 
mechanisms that do not use random methods 
to generate population points. The advantage 
of these generators is that they can be easily 
produced from generators such as PRNGs. The 
LD generators have a mechanism for producing 
a set of evenly distributed points instead of a 
random distribution. The advantage of these 
generators is that they produce more uniform 
points than PRNGs [38]. The ED generators have 
mechanisms for generating deterministic uniform 
points. The disadvantage of these generators is that 
they are often used to generate discrete numbers. 
Therefore, some post-processing must be done 
before using them [38]. The UED generators have 
a space filling mechanism to create same scattered 
points in dimensional space [11].

The advantage of these generators is that they 
can be used for both discrete and continuous 
dimensional space. The disadvantage of the above 
generators is that they require a large amount 
of memory and long computation time in high-
dimensional space [38]. The OBL generators 
operate on asymmetric learning mechanisms. 
In these generators, instead of considering 
randomness and/or uniformity, an opposite 
population is used to select the most suitable 
individuals [36], [42]. The advantage of these 



Mohammad Reza Hasanzadeh. et al./An Overview of the Concepts, Classifications, and Methods of Population Initialization in Metaheuristic Algorithms

42                       J. ADV COMP ENG TECHNOL, 7(1) Winter  2021

generators is the simplicity of implementation 
and the presentation of more uniform points. The 
above generators have disadvantages including 
high computational cost, dependence of their 
performance on the quality of the main points of 
the population and their tendency to lose useful 
population information due to the greedy of their 
mechanism [11], [38]. The QBL generators have 
a mechanism to increase the uniformity of the 
population. This technique uses quasi-opposite 
points instead of real opposite points. The 
advantage of these generators compared to OBL 
generators is that they produce more uniform 
points and their disadvantage is having a higher 
computational overhead [11], [38]. The QRS 
generators have deterministic mechanisms and 
do not have any random sequence generation. 
The advantage of these generators is the simplicity 
of implementation as well as the production of 
the same sequences, and their disadvantage is 
that they do not work well for high-dimensional 
spaces [38]. The cluster generators operate based 
on the partitioning of the solution space. The 
advantage of these generators is the production of 
more uniform points throughout the dimensional 
space, especially for high dimensional problems. 
The disadvantage of these generators is that they 
do not work well for low dimensional space [4], 
[10], [42]. The CVT generators have multi-step 
mechanisms. In these generators, instead of using 
the fitness function, criteria such as improving the 
quality of the population are used [10], [11]. The 
CVT generators have the advantage of generating 
a uniform geometric population without the use 
of function evaluation, the ability to access a 
large part of the search space due to their unique 
mechanism. Disadvantages of these generators 
include high computational cost, dependence of 
their performance on the internal partitioning 
algorithm, non-convergence when having a 
small population size [9]. The details of the above 
generators are provided below.

1. Pseudo-Random Number Generators (PRNGs)
The PRNGs are known as the most common 

population initializer [2], [38], [42]. These 
types of generators, due to their simplicity and 
uniformity, as well as their presence in any 
programming language, are widely used in 
the population initialization of metaheuristic 
algorithms. Due to the lack of limitations in 

the number of points (population size) and the 
dimensions size (number of decision variables) 
in this type of initializer, it makes it possible to 
use this method for any problem. The PRNG is a 
deterministic algorithm that generates a sequence  
(Xi)i≥0 of numbers in the range [0,1) and is merely 
limited to the period [28]. In cases where the 
dimensions of the problem are not very high and 
the population size is large enough, the above 
generators can create the population initialization 
with a high level of uniformity. These generators 
are not able to produce uniformly distributed 
points when the search space size increases and 
especially when the population size decreases 
[11], [18]. The points are designed in a QRS 
(low- discrepancy) to minimize distance from 
each other. In addition, Points generated using 
quasi-random numbers try to mimic random 
points, while points generated using QRSs try to 
mimic points with a perfect uniform distribution 
[28]. An example of an initializer from the 
PRNGs group is the MT [43], [44] and  KISS [45] 
initialization techniques. We can easily use the 
“rand” function in MATLAB software to generate 
PRNGs sequences [46].

2. Number Transformations Methods
This group includes methods for converting 

pre-generated numbers. In this method, any 
number of generators can be used as the basis of 
the method. This group includes space cutting 
methods with the idea of narrowing the search 
space, function transformation methods with 
the idea of concentrating more values in certain 
spaces of the search space, and normal distribution 
based methods in which these distributions are 
used to convert values [9].

3. Population-Based Methods
This group includes all methods that depend 

on individuals in the initialization. The above 
methods can be used together with any number 
generator and any number conversion method. 
The initialization method based on individual’s 
clustering falls into this category [4], [9]. Data 
clustering is the process of partitioning a set of 
data objects into clusters or groups of meaning 
[47], [48]. The most important factor in the 
clustering technique is to find the centrality of the 
clusters and the distance between the samples of 
each cluster and the center of the cluster [49].
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 4. Chaotic Number Generators (CNGs)
These generators are used randomly to 

initialize the population. The above generators 
have been widely used to improve randomness 
and uniformity of population initialization 
[2], [38]. These methods are iterative/recursive 
algorithms that generate chaotic sequence of 
uniformly distributed numbers in the [0,1] range. 
These generators have the advantage of higher 
iterative speed compared to other methods. 
An example of a CNG is logistic map [36]. 
Randomness, unpredictability and regularity are 
the main properties of the above generators [2], 
[11]. Proper mapping is required to produce a 
chaotic population. A one-dimensional chaotic 
map can be defined as the following equation:

𝑥𝑥������ � ���𝑥𝑥���� ����                           (1)

where 𝑥𝑥������  is the value of jth variable from ith  

population individual in kth  iteration, and μ is the 
set of parameters defined by the user. Initially, 
𝑥𝑥����   is randomly selected and then sequential 

points are generated using repeated chaotic map 
[39].

Recent research has shown that the use of 
chaotic initialization techniques can improve the 
performance of the metaheuristic algorithm in 
terms of population diversity, success rate, and 
convergence speed. Disadvantages of chaotic 
methods are: They can only be used for low-
dimensional space, they are very sensitive to 
the initial setting conditions and setting their 
parameters, and they are very sensitive to the 
accuracy of their implementation. In addition, 
the presence of some absorbers may cause the 
population to converge at several fixed points, 
and it is not yet clear why in some cases a small 
number of mappings perform significantly 
better than other mappings. Examples of CNGs-
based initialization techniques include tent map, 
logistics map and sinusoidal map [50] techniques.

5. Latin Hypercube Sampling (LHS)
The LHS method is a spatial filling mechanism. 

In this method, the search space is considered as 

a grid and the space is divided into parts with the 
same distance with the help of the above gird. 
Then, points are randomly generated within 
some of these parts. In this method, a set of 
samples is distributed in such a way that they can 
be distributed in a limited way in search spaces 
and effectively prevent the problem of excessive 
accumulation of sample points in a part of the 
search space. This method is mainly based on 
the idea of uniform population expansion in 
the search space, and in practice provides better 
expansion than uniform distributions, but does 
not show a clear advantage for higher dimensions 
problems. The above method is easy to implement 
and sometimes works well [1].

6. Biased Populations
Bias means points in the population that are 

not randomly distributed. Uniform populations 
generated by PRNGs can easily be converted to 
biased populations. In this type of population, 
other distributions such as normal or Gaussian 
distributions are used.

7. Low-Discrepancy (LD) Methods
Discrepancy means measuring non-

uniformity [28], [38], [39]. The LD points are 
more uniform than those produced by PRNGs. 
Therefore, The LD methods are mainly used to 
generate a set of evenly distributed points (instead 
of random distributions) [38]. An example of this 
method is Sobol low-discrepancy sequence [27].

8. Experimental Design (ED) Methods
The ED methods are another type of generator 

that produces deterministic uniform points. 
Given that The ED methods often generate 
discrete numbers, some post-processing must be 
used to solve real-world problems before using 
them. The UED and OD are examples of this 
method [38].

9. Uniform Experimental Design (UED) Methods
A UED is a type of space-filling algorithm for 

the same scattered points in a given space [11]. 
This technique typically samples a small number 
of points from a large number of probabilities so 
that the uniformity of the sample population is 
maximized. In addition to population uniformity, 
some of these algorithms can produce sets of 
points that have additional properties such as 
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orthogonality (production points independent of 
dimensions). These algorithms are very popular in 
computer simulation for discrete and continuous 
dimensional space [39]. The advantage of this 
method is to accelerate the convergence speed 
and improve the stability of the metaheuristic 
algorithm. These methods are generally repetitive 
and require a large amount of memory and a long 
calculation time for very high dimensions [38]. 
Examples of this initializer family include LHS 
[1], GLP [41], UD [51] and orthogonal design 
(OD) [45], [52] methods.

10. Opposition-Based Learning (OBL)
The OBL [53], [54] technique is an example 

of anti-symmetric learning methods that uses 
an opposing population to select the most 
appropriate individuals instead of randomly and/
or uniformly. In this method, initially a set of 
points called the main population is produced 
by methods such as PRNGs, CNGs, UED, etc. 
Then, by applying simple heuristic rules to the 
original population, another population of the 
same size as the opposite population is created. 
Finally, a subset of the union of both populations 
is selected based on their fitness values [36], [55]. 
The following equation produces an opposite 
population based on the original population:

x��,� � �� � �� � x�,�      j � 1, … , D      (2)

where X� � �x�,�, x�,�, … , x�,��  is the vector 

of ith population individual of the main population 
and each xi,j variable is in the (aj,bj) range.

In anti-symmetric learning methods, the 
computational cost is doubled due to the 
doubling of population (as solution nodes for 
the next generation). Although this method is 
effective in small dimensions, but its performance 
is significantly worse for problems with higher 
dimensions [1], [2], [28], [38]. QBL (QOBL) and 
QROBL techniques are examples of OBL-based 
learning techniques [36]. In 2014, Ergezer and 
Simon reviewed the QROBL method compared 
to the OBL and QOBL methods, and stated 
that quasi-reflection opposition individual were 
probably closer to the optimal solution than 
opposition individual and quasi-opposition 

individual [56].
Some of the problems with OBL-based 

techniques are: high computational budget 
to evaluate the fitness function and select the 
best subset of both the main population and 
the opposite population, dependence of their 
performance on the quality of the main points 
in the production of the opposite points, their 
tendency to lose instructive building blocks (due 
to their greedy selection mechanisms) [11], [38].

11. Quasi-Opposition-Based Learning (QBL/
QOBL) Method

The QBL technique is not a hybrid version of 
QRS and OBL. In fact, QBL is a modified version 
of OBL that works to increase population 
uniformity. In this technique, quasi-opposite 
points are used instead of real opposite points. A 
quasi-opposite point is a randomly generated 
point that is between the opposite point and the 

middle point (a� � �����
� ������ � ���� � � �)   

[11], [38].

12. Quasi-Random Sequence (QRS) Initialization 
Method

The QRS generators do not have any random 
sequence production method, and basically these 
methods have a deterministic nature and no 
randomness is involved in their algorithm. The 
QRS method generates the same sequences from 
a population size and a given dimension size. This 
method is simple and easy to implement, but it 
suffers from disaster dimensions [38].

13. Solutions Space Clustering Method
This method is based on the division of solution 

space. Several clustering methods are mentioned 
in the literature [4], [10], [55]. For example, in [4] 
possible solutions are grouped into clusters and a 
dynamic budget is allocated to each group based 
on the information observed. This method has 
been used to produce good solutions in the initial 
design for optimization problems.

14. Centroidal Voronoi Tessellations (CVT) 
Methods

The CVT technique is a different example of a 
multi-step technique. In this method, instead of 
using the fitness function, other criteria are used 
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to improve the quality of the population. In the 
CVT method, the search space is divided into the 
same parts. In its simplest form, first a number of 
temporary points are generated by a method such 
as PRNGs, and then with the help of randomly 
generated points, the search space is divided 
into several partitions. These partitions and their 
centers are frequently improved until certain 
criteria are met. Finally, partition centers are 
used as the initial population of the metaheuristic 
algorithm [10], [11]. The two known algorithms 
for calculating CVT are MacQueen’s method [57] 
and Lloyd’s method [58], [59]. The MacQueen’s 
method is probabilistic and requires many 
repetitions for convergence, but each repetition is 
relatively simple. In contrast, the Lloyd’s method 
is deterministic and requires only a few iterations, 
but each repetition is computationally expensive 
[10].

The advantages of the CVT method are: 
Produce a uniform geometric population without 
using function evaluation, a large part of the 
search space is not lost due to not using greedy 
selection methods. Disadvantages of this method 
are: high computational cost, dependence of 
their performance on the internal partitioning 
algorithm, non-convergence when having a small 
population size [11].

V. TYPES OF PROBABILITY DISTRIBUTION 
IN THE INITIALIZATION

Probability distributions determine how data is 
distributed. The purpose of measuring data scatter 
is to find changes and justify them. As the data 
scatter decreases, the prediction of the value of a 
random variable becomes more accurate with the 
help of its mean value. In other words, scatter can 
indicate the accuracy of a prediction. Dispersion 
is directly related to how data is distributed. 
There are many probability distributions such as 
beta, uniform, normal, logarithmic, exponential, 
Rayleigh, Weibull and random, some of which 
can be used for population initialization in 
metaheuristic algorithms. Different probability 
distributions have different sampling effects in 
practice and this effect leads to different degrees 
of variability in the population of a metaheuristic 
algorithm. The beta distribution is a continuous 

probability distribution. Uniform distribution 
has been used in the initialization of most 
metaheuristic algorithms. Uniform distribution 
is easy to implement but is not the best choice for 
all applications and may even cause premature 
convergence of algorithm. A normal distribution 
is a symmetric and continuous distribution. In 
this distribution, data tends to add up around 
the mean. Unlike the normal distribution, the 
logarithmic distribution is an asymmetrical 
distribution. The exponential distribution is a 
distribution with an asymmetric long tail. The 
Rayleigh distribution is one of the statistical 
distributions with continuous values. The 
Weibull distribution is a continuous probability 
distribution. A random distribution is a set of 
random numbers that follow a certain probability 
density function [1].

The results of some studies have shown that the 
use of probability distributions in the initialization 
of different algorithms has had different effects. 
For example, for the PSO algorithm, the use of 
random and Beta distributions in the initialization 
of the algorithm leads to better results, while 
for the CS algorithm, beta, exponential and 
Rayleigh distributions produce better results. 
Random and uniform methods have been widely 
used in research on population initialization 
using probability distributions. In general, the 
use of some probability distributions such as 
exponential, beta, and Rayleigh distributions 
in population initialization results in better 
algorithm performance [1]. The details of the 
above probability distributions are provided 
below.

1. Beta Distribution
Beta distribution is a continuous probability 

distribution in the (0,1) range. The PDF of this 
distribution is defined as follows:

p�x; a, b� � Γ�𝑎𝑎 � 𝑏𝑏�
Γ�𝑎𝑎�Γ�𝑏𝑏� 𝑥𝑥

����� � 𝑥𝑥����    (3)

where Γ(a) is a standard gamma functions. 
This distribution has two parameter forms 
(a<0,b<0) that basically control the distribution 
form. This distribution is also referred to 
asX~Be(a,b). The mean value (expected value) is 
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� � 𝑎𝑎
�𝑎𝑎 � ��  and its variance is 

𝑎𝑎𝑎𝑎
��𝑎𝑎 � 𝑎𝑎���𝑎𝑎 � 𝑎𝑎 � ��� .

2. Uniform Distribution
Uniform distribution is widely used in 

the population initialization in metaheuristic 
algorithms. The uniform distribution of U [a,b] 
in the range [a,b] is formulated as follows:

p�x� � �
1

� � �             � � � � �

0                    𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
              (4)

where the values of a and b define the range. 
The average value of this distribution (a + b)/2 

and its variance is �� � ���
2  .

3. Normal Distribution (Gaussian Normal 
Distribution)

Gaussian Normal distribution is one of the 
most widely used distributions in applications and 
is not usually used in population initialization. 
The PDF of this bell distribution can be presented 
as follows:

p�x� � 1
√2𝜋𝜋𝛿𝛿 �xp��

�� � ���
2𝛿𝛿� �             (5)

where μ and δ indicate the mean and standard 
deviation, respectively. The display shape of this 
distribution is N(μ,δ2). The mean, the central 
position of the probability curve and the standard 
deviation, determine its expansion on both sides 
of the mean.

4. Logarithmic Normal Distribution
Unlike normal distribution, Logarithmic 

distribution is an asymmetrical distribution. The 
PDF of this distribution is defined as follows:

p�x� � 1
𝑥𝑥𝑥𝑥√2𝜋𝜋 �xp��

���𝑥𝑥 � ���
2𝑥𝑥� �            (6)

The random variable X that follows this 
distribution is often written aslnx~N(μ,δ2). The 

mean of this distribution is 𝑒𝑒�����
�
� �  and its 

variance is  𝑒𝑒������𝑒𝑒������� .

5. Exponential Distribution
A long-tail exponential distribution is an 

asymmetrical distribution. The PDF of this 
distribution is defined as follows:

p�x� � �
𝜆𝜆𝜆𝜆��������������� � �
���������������������� � �

                   (7)

where λ>0 indicate the distribution parameter 
and the average distribution is 1/λ and its standard 
deviation is 1/λ2 .

6. Rayleigh Distribution
The PDF of this distribution is defined as 

follows:

p�x� � 𝑥𝑥
𝛿𝛿� 𝑒𝑒

� ��
��������������x � �              (8)

The average of this distribution is �𝜋𝜋2 δ  and 

its standard deviation is �� � �
2 ��� � ���2��� .

7. Weibull Distribution
The PDF of this distribution is defined as 

follows:

p�x; λ, k� � �
𝑘𝑘
𝜆𝜆 �
𝑥𝑥
𝜆𝜆�

���𝑒𝑒�����
�
���𝑥𝑥 � �

�������������������������� � �
         (9)

where the parameter λ is a scale parameter 
and κ is a shape parameter. The mean of this 

distribution is ���1 � 1
𝜅𝜅�  and its variance is 
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𝜆𝜆��� �1 � 2
𝑘𝑘� � ��1 � 1

𝑘𝑘�
�� .

8. Random Distribution
In general, this distribution has two parameters, 

mean and variance. The “rand” command in 
MATLAB software returns a random number 
between 0 and one. This command generates 
random numbers with a mean of zero and a 
variance of unity [46].

VI. MAPS

With the help of mapping, a set of values can 
be linked to a set of target values. For example, 
using the f mapping function, the value of xn can 
be related to its corresponding xn+1 value. One-
dimensional mapping is formulated as follows 
[46]:

𝑥𝑥��� � ��𝑥𝑥��                                         (10)

Using the above formula repeatedly will 
produce a sequence of numbers that are related 
to each other.

1. Tent Map
Tent mapping has been formulated in the 

following ways in the literatures [2], [38], [46]:

𝑓𝑓�𝑥𝑥� �
⎩⎪
⎨
⎪⎧𝑎𝑎𝑥𝑥����������������𝑥𝑥 �

1
2

𝑎𝑎�1 � 𝑥𝑥�����𝑥𝑥 � 1
2

                      (11)

or:

𝑓𝑓�𝑥𝑥� � � �12 � �𝑥𝑥 � 1
2��                            (12)

Tent mapping can be defined for a member of 
the population as follows:

𝑥𝑥������ �
⎩⎪
⎨
⎪⎧𝜇𝜇𝑥𝑥����                𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥���� � 1

2

𝜇𝜇�1 � 𝑥𝑥���� �   𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥���� � 1
2

         (13)

or:

𝑥𝑥������ � ��� � ��𝑥𝑥���� � �������� � 𝑥𝑥���� � � (14)

where x����   is the value of jth  variable from ith  

population individual in kth  iteration, and μ value 
is a positive real constant known as the bifurcation 
factor. If μ=2 and x���� � �����  value, tent map will 

produce chaotic sequences.

2. Logistic Map
The formulation of this mapping is as follows:

𝑥𝑥��� � �𝑥𝑥��� � 𝑥𝑥��                     (15)

where x1 value is the initial condition and 
r is a parameter. For r<3 value, the solution xn 
is a constant mapping. For r=3, the value of 
xn oscillates between two values (regardless of 
the initial value of x1 value) with a period of 2 
according to Fig. 2.

 

 

Fig. 2.  The logistic map for r=3

As the value of r increases to 3.449, the 4-cycle 
period of mapping is created, and by exceeding 
the r value of the critical value of 3.569946, an 
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infinite periodic mapping is created. This will 
create a chaotic map that is very sensitive to the 
x1 initial value. Fig. 3 shows the logistic map for 
r=3.9 corresponding to the initial conditions 
x1=0.1 and x2=0.100001 values. As can be seen in 
this figure, in the chaotic state, the logistic map 
for both initial values is the same at the beginning 
for n<20 value, but at next times, especially for 
n>25 value, it is very different [60].

 

 

Fig.3.  The logistic map in chaotic state with r = 3.9 and 
two different initial values.

VII. POPULATION INITIALIZATION 
METHODS IN INTERACTION WITH 
OTHER ALGORITHM PARAMETERS 
AND ITS EFFECT ON METAHEURISTIC 

PERFORMANCE

In recent literatures, some researchers have 
examined the effect of population initialization 
methods using some probability distributions. In 
addition, the impact of the main parameters of 
metaheuristic algorithms, including population 
size and number of iterations of algorithms, 
etc., on computational budget, exploration and 
exploitation capability, and other characteristics 
of metaheuristic algorithms have also been 
considered. Due to the fact that the size of 
the population is always limited, as the size of 
the search space increases, the chance of the 
population to cover the promising areas of the 
search space decreases [10], [11]. For example, 
the PSO algorithm requires a larger population, 
and the CS algorithm, with its smaller population 
size, can produce good results. The DE algorithm 
can produce better results with more iterations 
and relatively small population sizes. In contrast, 

the ABC algorithm is sensitive to the population 
initialization. At the same time, the population 
initialization has little effect on the GA algorithm. 
The accuracy of a metaheuristic algorithm is 
closely related to two parameters, including 
population size and the maximum number of 
repetitions. In short, some algorithms require a 
large population to achieve the optimal solution, 
while the rest can find the optimal solution in 
several iterations with a small population. Some 
probabilistic distributions, such as exponential, 
beta and Rayleigh distributions, compared 
to other distributions, usually lead to better 
performance of the metaheuristic algorithm 
[1]. In most population initializer, points are 
scattered with space-filling designs to explore 
the entire search domain. Some initializer use 
exploitation to speed up optimization processes. 
However, they are application-dependent and 
require an additional budget [4]. The results of 
some research challenge the impact of population 
initialization techniques on large-scale problems. 
Research has shown that although initialization 
techniques significantly improve the results 
of low-dimensional problems, not all of these 
methods are effective in high-dimensional space. 
Therefore, a suitable initialization method should 
be used to solve large-scale problems [2], [36], 
[38], [39]. The results of some research also 
indicate that in solving high-scale problems, after 
selecting the appropriate initialization strategy 
according to the given problem, tuning the 
algorithm parameters will have a great impact on 
the performance and efficiency of the algorithm 
[36]. Most EAs use PRNGs to initialize their 
population. Due to the size of the dimensions, 
this method can negatively affect the behavior 
of an EA to solve high-dimensional problems. 
Therefore, researchers have recently noticed the 
intelligent initialization of candidates. Therefore, 
researchers have recently considered the 
intelligent initialization of candidate individuals 
[18]. In some studies, the relationship between 
population size and initialization method has also 
been investigated. The results of these researches 
show that increasing the size of the population 
when the computational budget is constant, 
cannot improve the performance of the generators 
of basic random numbers. In these cases, some 
initialization methods can work better than RNGs, 
regardless of the size of the problem or the size 
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of the population. For example, some methods, 
such as chaotic numbers, low-discrepancy 
sequences, and quasi opposition based methods, 
can improve the performance of metaheuristic 
algorithms regardless of population size [38]. 
Some research has also confirmed that there is a 
lack of uniformity in high dimensions, regardless 
of the type of EA, the type of initializer or the 
type of problem. Weak population uniformity 
is the main reason for the poor performance of 
advanced initializer in high dimensions. As the 
dimensions increase linearly, the uniformity of 
the initial population decreases exponentially. 
Low uniformity, known as poor coverage or 
low diversity, dramatically reduces the quality 
of the initial population [39]. In the absence of 
useful information about solutions, random 
initialization techniques are the most common 
methods of population production. However, 
in practical applications, sometimes the use of 
domain knowledge to provide initial population 
with some promising candidate solutions can 
improve the efficiency and performance of the 
metaheuristic algorithm [35]. In solving complex 
problems, hybridizing two or more distribution 
methods can improve the overall diversity of the 
population and, as a result, improve the efficiency 
and performance of the algorithm [1], [38]. 
In addition to the advantages of initialization 
methods, some literatures have pointed to the 
effect of some common initialization methods 
on a significant increase in the execution time of 
algorithms [61].

VIII. SELECTING THE POPULATION 
INITIALIZATION METHOD

According to studies conducted in the field 
of population initialization in metaheuristic 
algorithms, for a specific algorithm, using a 
population initialization method to solve all 
problems does not guarantee the best solution 
by the algorithm. For example, for a multi-
start EA algorithm, the randomness of the 
initial population initialization method must 
be considered, and to solve a specific problem, 
the generality of the technique plays an 
important role in finding the suitable solution 
to the problem being solved [11]. The choice of 

population initialization method also depends on 
the dimensions of the search space. For example, 
for the PSO algorithm in 2-dimensional space, 
the randomness of population starting points can 
provide good coverage of space, even when the 
starting positions of the particles are not carefully 
selected. As the size of the search dimension 
increases, the number of particles in the crowd 
spreads rapidly according to the total size of the 
space, and this scattering causes the algorithm 
to fail [10]. Several studies have also confirmed 
that the OBL family of techniques improves DE 
performance on low-dimensional and high-
dimensional problems [2]. In high-dimensional 
problems, the computational budget of an 
algorithm may also be affected by the population 
initialization method. Due to the limitations of 
computational resources, especially in dealing with 
large-scale problems, the choice of the population 
initialization method plays an important role in 
maintaining the efficiency and performance of 
the metaheuristic algorithm. Some initialization 
methods use greedy algorithms that use a large 
population to select the best subset of the initial 
population. Examples of greedy algorithms 
are OBL and QBL initializers [2], [36]. Some 
research has confirmed that some initialization 
methods are suitable for small population sizes 
and some are suitable for large population sizes. 
For example, research has shown that, in terms 
of effectiveness, the MT initialization method 
is suitable for small populations and the Sobol 
sequence method is suitable for large population 
sizes. In other words, QRSs work better with a 
large sample size [28].

IX. USING EXISTING GLOBAL SEARCH 
STRATEGIES TO POPULATION 
INITIALIZATION IN METAHEURISTIC 

ALGORITHMS

In addition to articles that explicitly 
examine and analyze population initialization 
methods, there are also literatures in the field of 
metaheuristic algorithms that have specific and 
unique strategies in their global search. The main 
purpose of initialization, in addition to creating 
an initial population for the metaheuristic 
algorithm, is to have a well-covered population 
that prevents the algorithm from being trapped 
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in the local optima and explores the entire search 
space and extracts global optimal points. Due to 
the fact that in the global search phase of each 
metaheuristic algorithm, the population is leaded 
to a more complete coverage than before, and in 
many metaheuristic algorithms, this phase has 
a unique strategy. Therefore, according to the 
functional nature of these strategies and their 
behavioral similarity with the task of initialization, 
these strategies can be studied, analyzed and used 
as population initialization methods and used in 
initialization tests. The following are examples of 
these strategies:

In 2020, Segredo et al. used a similarity-based 
neighborhood search (SNS) method based on 
the similarity of information obtained from 
measuring Euclidean distances between solutions 
in the search space to create a new solution. 
This method considers the similarity between 
individuals based on calculating the Euclidean 
distance. At first, the population is arranged with 
the most suitable individual in terms of the fitness 
of its members. Then, part of the list (individuals 
involved in the search for neighborhood) will 
be selected according to the given criteria (FEs). 
This strategy promotes the diversification of the 
population in the early stages of the optimization 
process and strengthens the intensification 
in the final stages of the runs [62]. The above 
strategy with small FEs can be used as a method 
for population initialization in a metaheuristic 
algorithm. 

In 2019, Deng et al. presented an improved 
PSO based on the ranking-based biased learning 
swarm optimizer. This algorithm has two learning 
strategies including RPL and BCL. In RPL, worse 
particles, peer to peer, learn from better particles 
by their rank. Therefore, the convergence speed 
will be accelerated. In BCL, each particle learns 
from the bias center, known as the fitness 
weighted center, which enhances the algorithm’s 
ability to explore [3]. The BCL strategy can be 
used as a way to initialize population in other 
metaheuristic algorithms.

X. DISCUSSION AND ANALYSIS

Table I summarizes the characteristics of some 
population initialization methods in randomness 
and composite categories based on the literature 

review. According to the results of this table, it can 
be seen that not all listed initialization methods 
have the ability to solve both low-dimensional and 
high-dimensional problems. Most initialization 
methods have a high ability to solve small-scale 
problems. Among the listed methods, only two 
initialization methods, including SBL and CVT, 
have the ability to solve large-scale problems. 
Where, SBL is not sensitive to population size but 
CVT requires a large population size.

According to the results of this table, it can 
be seen that, in order to improve the results for 
both low-dimensional and high-dimensional 
problems, the initialization method must be 
designed and implemented as a combined 
method (hybrid or multi-step). As in the designed 
method, a combination of at least two population 
initial methods, one for high dimensions and 
the other for low dimensions, which have high 
capabilities, has been used.

At present, according to recent researches, 
commenting on which of the low-dimensional 
methods or which of the high-dimensional 
methods are suitable for solving a particular 
problem requires a comprehensive and extensive 
research. Table II lists some of the research done 
on population initialization in metaheuristic 
algorithms.

XI. CONCLUSIONS

In this review article, the concepts, 
classifications and methods of population 
initialization in metaheuristic algorithms were 
studied. The population initialization is one of the 
main and common steps among all metaheuristic 
algorithms. The results of many studies on 
the population initialization in metaheuristic 
algorithms have shown that the final solutions 
provided by the algorithms depend on the initial 
starting points of the population and their quality.

In this research, an attempt was made to study 
the population initialization in metaheuristic 
algorithms in terms of general classification 
of initialization methods, types of number 
generators, types of probability distribution 
and types of common maps used in population 
initialization with subgroups defined for each. 
In addition, the advantages and disadvantages of 
different initialization methods and their effects 
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on the performance of metaheuristic algorithms 
in interaction with dimensional space size (low 
dimensional problems and large scale problems), 
population size, type of probability function used, 
based on the results of recent researches and 
literatures were presented.

In addition, to reviewing common population 
initialization methods such as randomness 
and deterministic methods, the study of some 
advanced techniques (such as hybrid, filling 
space, clustering and partitioning techniques) 
were also considered. Furthermore, an overview 
of how to select the initialization method in 
metaheuristic algorithms and also the possibility 
of using unique techniques and strategies used in 
the global search section of some algorithms as a 
method or technique of population initialization 
of algorithms, especially for subsequent studies 
were conducted in this field.

As future works in the continuation of this 
research, the following can be mentioned: Firstly, 
more focus on population initialization methods 
in metaheuristic algorithms that are less discussed 
in the articles, such as GLP, OD, UD, etc. Secondly, 
a closer look at the strengths and weaknesses of 
population initialization methods and examining 
what types of different initialization methods 
are suitable for solving what problems and why? 
Thirdly, based on the analysis in section ten of this 
article, combined methods (hybrid or multi-step) 
of population initialization should be proposed 
and studied. So that in these methods, suitable 
methods for low and high dimensions have been 
used and the effect of these combined methods 
on the performance of different metaheuristic 
algorithms in solving different problems should 
be investigated.

 

TABLE I
COMPARISION OF FEATURES OF SOME INITIALIZATION METHODS IN RANDOMNESS AND COMPOSITE 

CATEGORIES

Category Subcategory Type Method Name 

Ability to Solve Problems The Best 
Performance 
in Dimensions 

Population 
Size 

Required 
References Low 

Dimensions 
High 

Dimensions 

Randomness 

Stochastic 

PRNG 
MT Yes No Low High [11], [18], 

[28] KISS Yes No Low High 

CNG 

Tent Map Yes No Low Insignificant 

[38] Logistic Map Yes No Low Insignificant 

sinusoidal Map Yes No Low Insignificant 

Deterministic 

LD 

SBL No Yes High Insignificant 

[28], [38] QRS Yes No Low High 

Halton Yes No Low Insignificant 

UED 

GLP - - - - 

 OD - - - - 

UD - - - - 

LHS Yes No Low - [1] 

Composite Composite 
Multi 

Step 

OBL Yes No Low Insignificant 
[2] 

QOBL/QROBL Yes No Low Insignificant 

CVT No Yes High High [10] 

 
Note: The dashed items are not mentioned in the literature.
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