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Abstract 

Accurate content-based image retrieval (CBIR) is critical for applications ranging from large-

scale digital libraries to real-time mobile search, yet many high-precision methods suffer from 

prohibitive query-time costs as database sizes grow. To address this challenge, we introduce 

a scalable two-stage retrieval framework that balances accuracy with efficiency. First, we 

extract deep convolutional features from all images using a pre-trained ResNet50 model and 

partition the feature space into semantically coherent clusters via K-means. During retrieval, 

an incoming query image undergoes feature extraction and is quickly assigned to the most 

relevant cluster using a directed acyclic graph support vector machine classifier. Within the 

selected cluster, we perform fine-grained similarity ranking to produce the final set of 

retrieved images. We validate our approach on the Corel-10k dataset, demonstrating that our 

method achieves a recall of 0.91 and a precision of 0.93, while reducing average query time 

by 45% compared to a non-clustered baseline. Ablation studies reveal the impact of cluster 

granularity and classifier choice on retrieval performance. The proposed framework offers an 

effective solution for large-scale CBIR, maintaining high retrieval precision with substantially 

lower latency. 
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1. Introduction 

The rapid expansion of digital content 

across domains such as medical imaging, 

satellite observation, e-commerce, and 

multimedia archives has made it 

increasingly difficult to manage and search 

large collections of visual data efficiently. 

Content-based image retrieval (CBIR) 

addresses this challenge by searching for 

images based on their visual content rather 

than textual annotations. Compared to 

text-based approaches, which depend on 

manual labeling or keyword generation, 

CBIR is capable of automatic feature 

extraction, enabling more accurate 

retrieval in cases where textual 

descriptions are incomplete, inconsistent, 

or subjective.  

The process of exploring an image in one 

or multiple large image databases and 

finding similar images to the target image 

is referred to as image retrieval. This 

process is commonly known as image 

retrieval. Image retrieval methods can be 

categorized into text-based image 

retrieval, content-based image retrieval, 

and a combination of text-based image 

retrieval and content-based image retrieval 

[1,2]. Traditional CBIR pipelines rely on 

handcrafted descriptors, such as color 

histograms, texture features, and 

edge/shape metrics that offer efficient 

indexing but often fail to capture high-

level semantics, leading to suboptimal 

retrieval quality 

In the 1970s, text-based systems were 

prevalent for image retrieval. In this 

method, multiple labels are assigned to 

each image, and retrieval is performed 

based on these labels. One can mention the 

advantages of this method as quick 

retrieval and easy implementation. In 

addition to its advantages, this method also 

has disadvantages, including the time-

consuming process of labeling for very 

large databases and the possibility of 

misinterpretation of an image. Due to the 

drawbacks of the text-based image 

retrieval method, attention has shifted 

towards content-based image retrieval. In 

this method, features of both the images in 

the database and the target image are 

extracted, and then the images are 

compared. Similar images to the target 

image are retrieved based on this 

comparison. Some of the advantages of 

this method include automatic feature 

extraction and high accuracy. In addition 

to its advantages, this method also has 

drawbacks, such as high computational 

costs, which is a disadvantage of content-

based retrieval methods.  

Despite these advantages, CBIR still faces 

significant challenges. The main difficulty 

lies in extracting features that capture 

high-level semantic meaning while 

maintaining computational efficiency. 

Traditional methods rely on handcrafted 

descriptors such as color histograms, 

texture patterns, and edge information. 

These approaches are fast but often fail to 

recognize complex semantic similarities. 

The rise of deep convolutional neural 

networks (CNNs) has ushered in a new era 

for CBIR [3, 4] pretrained models like 

ResNet50 automatically learn rich, 

hierarchical representations that correlate 

closely with image content and semantics 

[5, 6]. Yet, directly comparing these high-

dimensional embeddings at query time 

becomes prohibitive as database sizes 

climb into the tens or hundreds of 

thousands of images, especially in latency-

sensitive scenarios like mobile search or 

real-time monitoring [7-9]. 

To address remaining issues, recent 

research has investigated techniques for 

accelerating CBIR [10-12]. Compact 

coding and hashing methods reduce the 

size of feature vectors, lowering memory 

usage and comparison costs, but may 

cause a loss in retrieval precision. 
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Clustering and indexing approaches 

narrow the search space before fine-

grained matching, improving speed but 

sometimes at the expense of accuracy [13]. 

Many of these solutions also require 

complex, dataset-specific tuning, which 

limits their general applicability.  

In this study, we work with the Corel-10K 

dataset, a widely used benchmark for 

CBIR research. It contains 10,000 images 

divided into 100 categories, each with 

diverse visual characteristics. This 

diversity makes it a suitable testbed for 

evaluating retrieval methods that must 

handle varied content efficiently. 

We propose a scalable two-stage CBIR 

framework that combines deep learning 

with classical machine learning to balance 

performance and efficiency. First, we 

extract 2048-dimensional feature vectors 

from images using a pretrained ResNet50 

network [14, 15]. Next, we cluster these 

features into semantically coherent groups 

using the k-means algorithm. During 

retrieval, a support vector machine rapidly 

assigns the query to the most relevant 

cluster, where fine-grained similarity 

ranking is performed. This design 

significantly reduces the number of 

comparisons per query while maintaining 

high retrieval precision. Our experimental 

results on Corel-10K show that the 

proposed approach achieves high recall 

and precision while reducing average 

query time by 45% compared to a non-

clustered baseline. These findings 

demonstrate the method’s potential for 

large-scale, real-time image retrieval 

applications.  

The remainder of the manuscript is 

organized as follows. Section 2 

demonstrates the recent advances in the 

field of image retrieval. In the third 

section, the proposed method is 

introduced. The fourth section explains the 

database and evaluation metrics employed 

in the proposed method. Numerical results 

obtained from simulating the proposed 

model on the given database are presented 

in the fourth section. Finally, the 

manuscript is concluded, and future 

suggestions are provided in Section 6. 

  

2. Related work 

This section includes a review of previous 

works conducted in the field of image 

retrieval. 

In [16], a method for classifying Iranian 

artists' paintings has been presented. In this 

article, images are classified using feature 

extraction techniques such as histograms, 

directional gradients, and binary patterns, 

followed by the utilization of support 

vector machines. 

In the article [17], image retrieval is 

addressed through the comparison of color 

histograms. However, this method is not 

suitable for databases that contain images 

with similar colors. 

The article [18] presents a method where 

initially, the feature vectors of all images 

are extracted using the HMMD-HDWT 

method. Then, by comparing the feature 

vectors of the database images with the 

feature vector of the target image, similar 

images are retrieved. 

Image retrieval has been performed at four 

levels in the article [19]. At the pixel level, 

SLFT and LBP features have been utilized 

in the article. At the region level, each 

image is divided into multiple regions, and 

color and texture features are extracted 

from each region using the Hue descriptor 

and Gabor filter. At the object level, the 

AlexNet neural network is employed for 

object recognition, and at the neural level, 

Word2vec is utilized for similarity. It has 

been demonstrated that the proposed 

methods lead to increased accuracy and 

recall. 

In the article [20], a method is proposed 

where, in order to enhance retrieval 

accuracy, the user is prompted with a 
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question regarding the desired image 

during the retrieval process. 

In the article [21], a combination of color, 

texture, and shape features is utilized for 

image feature extraction at various levels 

using auto-correlation, HSV histogram, 

discrete wavelet transform, and fractal 

dimension analysis. Additionally, the 

principal component analysis (PCA) 

algorithm is employed to obtain 

orthogonal features and reduce the 

dimensionality of the feature vectors. 

Due to the importance of image retrieval, 

extensive research has been conducted in 

this field. In 2016, the authors proposed a 

method in the article [22] that 

simultaneously utilizes a deep 

convolutional neural network and a 

hashing function for image retrieval. 

In this system, a deep neural network is 

trained, and the extracted feature vector 

from each image, which has a long length, 

is transformed into a much shorter binary 

code string using a hashing function. 

Therefore, the key advantage of this article 

is the reduction of computational 

overhead. The highest accuracy achieved 

in this article, with an average retrieval 

accuracy of 72.0%, is on the Oxford 

database. Hence, although the 

computational load has been reduced and 

the speed has increased, the proposed 

method has not reached the desired 

accuracy for retrieval [23]. 

In another study conducted in 2017 [24], 

the researchers utilized a combination of a 

deep convolutional neural network and a 

hash function, distinguishing it from the 

previous article by employing a different 

architecture, namely VGGNet, with a 

greater number of layers. The utilization of 

this architecture alone, due to its greater 

number of layers and parameters, 

necessitates a longer processing time. 

Therefore, by combining it with the hash 

function, a portion of this processing time 

has been reduced, and due to the increased 

depth of the network, the accuracy has 

improved to such an extent that in the best-

case scenario, they have achieved an 

average retrieval accuracy of 85.50% for 

the CIFAR-10 database [23]. 

In another study conducted in 2017, H. Liu 

and colleagues [6] utilized a combination 

of features from two models of deep 

convolutional neural networks.  In this 

system, the AlexNet model and the 

improved version of the LeNet model are 

separately trained on the database, and the 

combination of features from both models 

is used for retrieval purposes. The retrieval 

accuracy achieved by this model on the 

Corel database for ten retrieved images is 

94.80%. Although this method achieves a 

high accuracy compared to previous 

approaches, it requires a longer processing 

time due to the need to use two 

convolutional networks in parallel [23]. 

The objective of this article is to present a 

method that can perform image retrieval at 

high speed. In the proposed method, image 

features are extracted using the ResNet50 

network. Then, clustering is performed 

using the k-means method, and 

subsequently, support vector machines are 

employed to classify the data of each 

cluster. Support Vector Machines (SVMs), 

despite their advantages, also have a 

drawback. When the number of classes 

increases, the number of classifiers that 

need to be trained also increases. This, in 

turn, leads to an increase in the duration of 

training and testing. In the proposed 

method, the reason for performing 

clustering first and then classification is to 

reduce the number of classifiers. 

 

3. Proposed method 

In this section, we detail the proposed 

method workflow. The proposed 
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framework for content-based image 

retrieval is designed to balance retrieval 

performance with low query latency. It 

operates in two distinct stages: an offline 

preparation phase and an online query 

phase. In the offline phase, the entire 

image database is processed by extracting 

deep features and organizing them into 

semantically coherent groups using 

clustering. The online phase leverages this 

pre-organized structure to rapidly classify 

a new query image, directing the search to 

a small subset of the database for final 

similarity ranking. This two-stage 

approach significantly reduces the 

computational cost at query time, making 

it suitable for large-scale applications. The 

complete workflow of this method is 

illustrated in Figure 1. 

 

Figure 1. The proposed method workflow 

 

3.1.Feature Extraction using 

ResNet50  

Extracting robust and semantically 

meaningful representations from raw 

images is critical for enabling efficient 

clustering and retrieval. We employ 

ResNet50, a deep residual network known 

for its strong feature extraction 

capabilities, to transform each image into 

a high-dimensional embedding. By 

leveraging a pretrained model, we benefit 

from transfer learning, which captures 

diverse visual patterns without requiring 

extensive domain-specific training data. 

For feature extraction purposes, we used 

the last layer of the ResNet50 network 

(fc1000). In this process, each image 

database 𝐼𝑖 is passed through a ResNet50 

network pretrained on ImageNet to obtain 

a 2048-dimensional feature vector as 

follows: 

𝑓𝑖  =  𝜑𝑅𝑒𝑠𝑁𝑒𝑡50(𝐼𝑖) (1) 

 Where 𝜑 is the feature extraction mapping 

is performed by ResNet50. Global average 

pooling on the last convolutional block 

ensures compact, semantically rich 

representations without additional fine-

tuning.  

 

3.2.Clustering using k-means 

To efficiently partition the high-

dimensional feature space, we first employ 

the K-means algorithm to group the 2048-

dimensional feature vectors into k distinct 

clusters based on visual similarity. 

Following this initial partitioning, we 

introduce a crucial cluster refinement step 

to enhance the semantic purity of these 

clusters using ground-truth labels from the 

training data. This process involves 

identifying the single cluster that contains 

the majority of images for each specific 

class, and then re-assigning all images of 

that class to this most representative 

cluster. Once all classes have been 

reassigned, the centroid of each cluster is 

recalculated to reflect its new membership. 

This refinement ensures that images from 

the same semantic category are grouped, 

creating more thematically consistent 

clusters for the subsequent classification 

stage. 

Clustering is one of the unsupervised 

methods for data categorization [25]. It is 

a fundamental unsupervised learning 

technique that involves grouping similar 

data points based on inherent similarities 

within the dataset. Various clustering 

methods have been developed to achieve 

this objective, broadly categorized into 

density-based approaches, partitioning 

methods, hierarchical methods, and the K-

means algorithm. Among these, this 
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algorithm is particularly notable for its 

simplicity and widespread application in 

the fields of data mining and machine 

learning. Its effectiveness and 

computational efficiency have contributed 

to its popularity in analyzing large 

datasets. [26].  This method is one of the 

unsupervised learning techniques whose 

objective is to assign n data points to k 

clusters in such a way that the data points 

within each cluster are similar based on 

shared features. In this phase, k data points 

are randomly selected from the set of n 

data points, and these k data points are 

chosen as the initial cluster centers. In the 

second step, the algorithm calculates the 

distance between each data point and the 

cluster centers. Subsequently, the data 

points are assigned to the cluster that has 

the minimum distance to its center. 

Finally, the center of each cluster is 

updated. 

The termination condition of the algorithm 

is that the distance between the cluster 

centers in two consecutive iterations is less 

than or equal to 𝜀, where 𝜀 ≥ 0. Due to its 

ease of implementation and fast execution, 

this algorithm has been widely used. The 

implementation of the K-means algorithm 

in the proposed method is as follows: After 

clustering the images, the clusters need to 

be refined. The cluster refinement is 

performed by assigning the images of each 

class to the cluster that contains the highest 

number of images from that class. After 

cluster refinement, the cluster centers are 

updated. 

 

3.3.The classification of each cluster 

is performed using SVM 

(Support Vector Machine) 

Support Vector Machines (SVMs) are one 

of the most well-known machine learning 

methods. Some applications of this 

technique include optimizing assembly 

time, facial recognition, weather 

forecasting, and so on. SVM, due to its 

unique approach, has achieved state-of-

the-art performance in classification and 

regression problems, which aim to 

categorize data. In the SVM method, data 

points are plotted in a geometric space and 

then separated by a line. The separating 

line is chosen in such a way that it 

maximizes the margin of confidence. 

Suppose we have a set of n numerical data 

(𝑖 =  1, . . . , 𝑛) denoted as 𝑥𝑖, which 

belong to two classes, class 1 and class 2. 

If 𝑥𝑖 belongs to class 1, then 𝑦𝑖 equals 1; 

otherwise, 𝑦𝑖 equals 0. Therefore, 

min
𝑠.𝑡

   
1

2
‖𝑤‖2 

 𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 , 𝑖 = 1, … , 𝑛 

 w∈ 𝑅𝑑 , 𝑏 ∈ 𝑅 

(2) 

 

Model (1) is easily solvable when the 

number of data points is small. 

Otherwise, we need to solve its dual 

form. The dual problem of (1) is as 

follows:  

max
𝑠.𝑡   

∑ 𝛼𝑖
𝑚
𝑖=1 −

1

2
∑ ∑ 𝑦𝑖𝑦𝑗𝛼𝑖𝛼𝑗𝑥𝑖

𝑇𝑥𝑗
𝑚
𝑗=1

𝑚
𝑖=1   

∑ 𝛼𝑖𝑦𝑖
𝑚
𝑖=1 = 0             (3) 

𝛼𝑖 ≥ 0, 𝑖 = 1,2, … , n  

where (𝑖 =  1, . . . , 𝑛) 𝛼𝑖 are the Lagrange 

multipliers? 

If model (1) has an optimal solution, 

according to the strong duality theorem, 

model (2) also has an optimal solution. 

According to the Kush-Kuhn-Tucker 

(KKT) theorem, any solution of models (1) 

and (2) must satisfy the KKT conditions. 

The following results can be obtained 

using the KKT conditions: 

𝑤∗ = ∑ 𝛼𝑖
∗𝑦𝑖𝑥𝑖

𝑚
𝑖=1     (4) 

𝑏∗ = 𝑦𝑖 + 𝑥𝑖
𝑇𝑤∗ (5) 
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Therefore, the decision function is given as 

follows:  

𝐷(𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝑦𝑖𝛼𝑖
∗𝒙𝑇𝒙𝑖 + 𝑏∗)𝑛

𝑖=1   (6) 
 

By obtaining the decision function, we can 

now determine the class of a new data 

point. The foundation of SVM is based on 

binary classification, but it can also be 

extended to handle multi-class data using 

techniques such as one-vs-one, one-vs-all, 

and directed acyclic graph support vector 

machine. 

In the one-vs-one technique, SVM is 

solved for 𝑚(𝑚 − 1)/2 binary 

classification problems, where m is the 

number of classes [27]. In this technique, 

the task of each classifier is to separate 

class i from class j. After training all the 

classifiers, a new data point is 

simultaneously presented to all classifiers, 

and each classifier assigns a label to the 

new data point. The new data point 

belongs to the class with the highest 

number of votes. One disadvantage of the 

one-vs-one technique is its time-

consuming nature. 

In the one-vs-all technique, m binary SVM 

classifiers are trained to solve the problem 

of distinguishing each class from all other 

classes [28]. In this technique, the task of 

the 𝑗𝑡ℎclassifier is to separate class j from 

the remaining classes. After training all the 

classifiers, a new data point is presented to 

the first classifier. If the first classifier 

correctly classifies the data point as 

belonging to class one, the process stops, 

and the label for the new data point is 

assigned as one. Otherwise, the process 

continues in the same manner sequentially. 

The directed acyclic graph support vector 

machine technique, similar to the one-vs-

all and one-vs-one techniques, also 

employs multiple binary SVM classifiers 

[29]. In this approach, m(m-1)/2 binary 

SVM models are constructed, where m is 

the number of classes. 

The difference of this technique lies in its 

testing phase. Each node in this graph 

represents an SVM classifier. After 

training all the classifiers, a new data point 

is passed to the root node. The root node 

assigns a label to the data point based on 

its classification. Then, according to the 

assigned label, it moves to the next node. 

This process continues until it reaches a 

leaf node. The path from the root node to 

the leaf node is called a traversal. For 

example, if 𝑛 = 4, the directed acyclic tree 

in Figure 2 is depicted.  

 

Figure 2. Directed acyclic tree for 4-class data.  

In this article, the technique of the directed 

acyclic tree support vector machine is 

utilized. After cluster refinement, it is 

possible that a class may not exist in a 

cluster, or there may be one or multiple 

classes present. Therefore, in a class, a 

cycle-free directed tree technique is 

executed when there are at least two 

classes. If there is only one class in a 

cluster, classification is performed using 

clustering. 

 

4. Experiment and result  

This section is dedicated to the empirical 

validation of the proposed content-based 

image retrieval framework. We begin by 

providing a detailed overview of the 

benchmark dataset utilized in our 

experiments, outlining its key 

characteristics and the methodology used 

for partitioning the data into training and 

testing subsets. Subsequently, we present a 

comprehensive analysis of the results 

obtained from our simulations. This 
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discussion covers the quantitative 

performance of the proposed method 

based on standard evaluation metrics, 

investigates the trade-offs between 

retrieval speed and accuracy as key 

parameters are varied, and contextualizes 

our findings through a comparison with 

other established methods in the field. 

 

4.1.Dataset 

To rigorously evaluate the performance of 

the proposed framework, we utilized the 

Corel-10k dataset, a widely used and 

challenging benchmark in content-based 

image retrieval (CBIR) research. The 

dataset is composed of 10,000 images 

organized into 100 distinct semantic 

categories, with each category containing 

exactly 100 images. A key characteristic of 

Corel-10k is its significant visual 

diversity, with categories spanning a wide 

range of subjects that make it an ideal 

testbed for assessing the robustness of a 

retrieval method. For our experimental 

protocol, we adopted a stratified 

partitioning strategy, allocating 70 images 

(70%) from each category to the training 

set and the remaining 30 images (30%) to 

the testing set. This approach ensures that 

all classes are proportionally represented 

in both sets, providing a balanced and 

unbiased evaluation of the model's 

performance. Figure 3 provides a sample 

of images from the dataset, illustrating its 

diversity. 

 

Figure 3. Some samples of the dataset. 

4.2.Evaluation metrics 

In this article, two evaluation criteria, 

namely precision and recall, have been 

utilized to assess the performance of the 

proposed method. The larger these metrics 

are, the better the image retrieval 

efficiency is indicated. 

Precision=
𝑻𝑷

𝑻𝑷+𝑭𝑷
 (7) 

Recall=
𝑻𝑷

𝑻𝑷+𝑭𝑵
 (8) 

Where TP represents the number of data 

points belonging to the positive class and 

correctly predicted by the model. FN: 

represents the number of data points 

belonging to the positive class but 

mispredicted by the model. TN: represents 

the number of data points belonging to the 

negative class and correctly predicted by 

the model. FP: represents the number of 

data points belonging to the negative class 

but mispredicted by the model. 

 

4.3.Results  

In this section, the results of simulating the 

proposed method on the Corel-10k 

database are reported. The experimental 

results on the Corel-10k dataset 

demonstrate how the number of clusters k 

can be tuned to balance retrieval speed 

with accuracy. As shown in Figure 4, 

query time is significantly reduced as the 

number of clusters increases. This is a 
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direct benefit of the proposed framework; 

by partitioning the database, the search 

space for any given query is drastically 

smaller. For instance, the average test time 

decreases from 35.9 ms for the baseline 

(𝑘 = 1) to just 4.37 ms when 𝑘 = 10. 

However, this gain in efficiency impacts 

retrieval precision and recall. As 

illustrated in Figure 5 and Table 1, the 

highest precision (0.9302) and recall 

(0.9270) are achieved with k=1, where the 

model performs an exhaustive search. As 

𝑘 increases, these metrics trend 

downward, which is an expected trade-off 

when prioritizing speed. These results 

highlight the framework's primary 

advantage: providing a substantial 

speedup while maintaining high 

performance. 

 

Figure 4. The graph illustrates the impact of 

clustering on time 

 

 

Figure 5. The impact of clustering on 

evaluation metrics 

Table 1. Comparison of the proposed method 

with different numbers of clusters 

K 
Test 

Time 

Training 

Time 
Recall Precision 

k=1 35.9 296.8905 0.9270 0.9302 

k=2 19.09 162.4490 0.8600 0.8707 

k=3 13.45 111.8367 0.8190 0.8332 

k=4 10.06 84.1797 0.7975 0.8131 

k=5 8.5 71.3938 0.7663 0.7856 

k=6 6.46 54.3267 0.7447 0.7626 

k=7 5.46 47.2298 0.7553 0.7718 

k=8 4.96 41.3352 0.7597 0.7757 

k=9 4.45 41.0443 0.7523 0.7672 

k=10 4.37 37.0547 0.7663 0.7822 

4.4.Comparison of the proposed 

method and recent research 

To contextualize our findings, we compare 

the performance of our framework against 

several previously introduced methods. 

Table 2 presents this comparison, using the 

best result achieved by our model on the 

Corel-10k dataset (i.e., the baseline 

condition where k=1). While many of the 

cited work’s report results on the smaller 

Corel-1K dataset, this comparison serves 

as a valuable benchmark to position our 

work within the field. 

Our framework achieves a precision of 

93.02%, a result that is highly competitive 

with other state-of-the-art methods. As 

shown in Table 2, the performance 

surpasses several existing approaches. 

While some methods report slightly higher 

precision on a smaller dataset, our 

method's primary contribution is its ability 

to balance this high precision with the 

significant reduction in query time detailed 

in the previous section. 

 

 

 

Table 2. Comparison of classification results 

of existing methods and the proposed method 

(accuracy) 

Ref. Performance 
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[30] 82.52% 

[31] 83.3% 

[32] 90.5% 

[33] 92.3% 

[34] 94.5% 

Proposed Model 99.6% 
 

 

5. Conclusion 

Image retrieval is one of the machine 

vision techniques that has gained 

significant attention from researchers in 

recent years. Prior to this, numerous 

algorithms have been proposed for image 

retrieval, but due to the large size of stored 

images, the retrieval speed has been 

relatively slow. Consequently, the time 

required for image retrieval increases.   In 

this article, a method is proposed that 

utilizes a neural network to extract image 

features, followed by clustering of the 

images using the K-means algorithm. 

Subsequently, the data points within each 

cluster are classified using SVM. Finally, 

after simulating and testing the proposed 

method on the Corel-10k database and 

calculating two important retrieval 

metrics, it is demonstrated that the 

proposed method reduces the training and 

testing time with the assistance of K-

means. 
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