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Over the past few years, significant research has been conducted on the Internet of Things 

(IoT), with a major challenge being network security and penetration. Security solutions 

require careful planning and vigilance to safeguard system security and privacy. In this 

paper, we propose a new hybrid Intrusion Detection System (IDS) based on machine 

learning and metaheuristic algorithms called IDS-RNNAPO, which has 3 stages: (1) Pre- 

Processing, (2) Feature Selection, and (3) Attack Detection. In the pre-processing stage, 

including Cleaning, Visualization, Feature Engineering, and Vectorization. Intrusion 

Detection Systems (IDS) form a transitional security component of networks that monitor 

malicious activities within networks. In the feature selection stage, Arctic puffin 

Optimization (APO) is used, In the attack detection stage, a modified Random Neural 

Network (RNN) is used, the proposed method is evaluated using the DS2OS dataset. 

The results have shown that The proposed approach in these experiments through a 

multiple learning model resulted in an improvement in accuracy to 99.62%. 
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I. Introduction 

    The Internet of Things (IoT) is a network composed of devices 

equipped with specialized sensors for detecting and monitoring 

areas, and transmitting collected data to end users. The IoT is widely 

used in many scenarios, such as COVID-19, healthcare, 

environmental monitoring, smart buildings, and more. According to 

Gartner, the global IoT market was reported to comprise nearly 6 

billion devices in 2020. McKinsey estimates that by 2025, IoT will 

be worth around 11 trillion dollars. Additionally, the rise of 6G 

wireless communications and mobile edge computing can support 

the expansion of IoT devices [1]. Figure 1 shows how the detection 

process works in IDS. The merging of sensors and wireless 

communication has facilitated the expansion of the Internet of 

Things. Wireless sensor nodes play a crucial role in the structure of 

IoT networks[2]. 

 

Fig 1: The process of detecting attacks in IDS [2] 

Enhancing network efficiency and defending against attacks are 

crucial challenges in IoT networks. The efficiency of the entire 

system can be compromised as these attacks can damage or 

weaken the transmitted packets [3,4]. To achieve complete 

security in the IoT network in today's world, in addition to attack 

prevention equipment, systems called Intrusion Detection 

Systems (IDS) are required to detect intrusions if an intruder 

bypasses security equipment and enters the network, recognize 

it, and think of a solution to deal with it, addressing these issues 

requires very scalable solutions [5]. An Intrusion Detection 

System is a cybersecurity approach that watches and analyzes 

network traffic to prevent and identify potential malicious 

attacks. A cyberattack is infiltrating the Internet of Things, as 

depicted in  Figure 2.   Therefore, effectively dealing with cyber 

threats has become a primary focus [6].  

 
Fig 2:  illustrates various scenarios of Internet of Things 

Cyber Attacks [6] 

 

 

Designing an efficient network intrusion detection model is a 

crucial step in ensuring data security. Correspondingly, designing 

an efficient network intrusion detection model requires 

understanding the architecture of  IoT systems. The IoT system 

is made up of various components like IoT devices, computation 

servers, Internet devices, and wireless devices. IDS is a 

technology that ensures security by continuously scanning 

network and host traffic for any suspicious activity, that may 

breach security policies and jeopardize data confidentiality as 

well as integrity. Feature engineering plays a crucial role in 

extracting relevant network information for Machine Learning 

(ML) based Intrusion Detection Systems (IDSs) [7, 18]. A 

metaheuristic optimization algorithm called Arctic Puffin 

Optimization (APO) [8] and a Random Neural Network (RNN)-

based attack detection method for IoT networks (IoT-RNNAPO) 

are proposed in this paper to address the aforementioned issues. 

The proposed model utilizes the Arctic Puffin Optimization to 

enhance the architecture and hyperparameters of the random 

neural network. The paper's innovations can be summarized in 

the following way: 

 

1. In this paper, a hybrid algorithm is proposed that has improved 

the search capability of algorithms while also increasing 

computational speed and accuracy. 

2. The random neural network was upgraded and enhanced 

using Arctic puffin optimization. In this study, this process aims 

to reduce training time and improve the model's robustness. 

3. To address early convergence in a local minimum of the 

squared error function that adjusts the weights of the standard 

random neural network, this paper proposes utilizing Arctic 

puffin optimization to approach the minimum of the error square 

function. 

The paper continues with the following structure: Section 2 

offers a review of pertinent research. In Section 3, you will find 

Arctic puffin optimization. Section 4 proposes the algorithm and 

methodology; Section 5 demonstrates the implementation and 

evaluation of the proposed model; Finally, in Section 6, we 

present the conclusion and future work. 

 

II. Related Work 

    This section focuses on research conducted in the field of 

developing attack detection systems in IoT applications, one 

based on traditional machine learning algorithms and the other 

based on deep learning techniques, as well as meta-heuristic 

algorithms. This study aims to provide a comprehensive 

perspective for researchers and practitioners in this field by 

comparing the main principles, advantages, and limitations of 

these three approaches. In the field of attack detection, Machine 

Learning (ML) has been widely used, and its effectiveness has 

been proven. Support Vector Machine (SVM), Naive Bayes, 

Decision Tree (DT), Random Forest (RF), and Artificial Neural 
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Network (ANN) are commonly used in attack detection systems 

[19, 20].  

A.  Machine Learning based attack detection methods 

 

ET-DCANET, a highly efficient hierarchical intrusion detection 

model, was introduced by Xin Yang et al [9]. In this model, the 

extreme random tree algorithm was utilized to meticulously 

choose the optimal feature subset. Subsequently, the dilated 

convolution and dual attention mechanism (channel attention and 

spatial attention) were introduced, along with a plan to transition 

from overall learning to detailed learning by decreasing the 

expansion rate of cavity convolution. It was discovered that this 

model has an accuracy of 99.85%. ARINDAM SAKAR et al [10] 

proposed intrusion detection system within a Block Chain 

framework that leverages federated learning (FL) and an 

Artificial Neural Network (ANN)-based key exchange 

mechanism. The proposal by SATHISH Kumar et al [11] 

outlines a homomorphic encryption scheme that utilizes the 

privacy chain, the weight of evidence, and the information value 

of the statistical transformation method. This scheme is designed 

to safeguard the user's private and sensitive information.  The 

proposed STHE algorithm ensures that perturbing numerical and 

categorical values from multiple datasets does not impact data 

utility. In another research, [12] Created design and computation 

to support fine-tuned static allocation scheduling for distributed 

computing space with dynamic distribution of virtual machines. 

The design coordinated delicate continuous assignment planning 

calculations, particularly expert hub and virtual machine hub 

plans. In [13], a new DOS attack detection system was 

introduced, which was equipped with the previously developed 

MCA technique and EMD-L1. The technique used previously 

helps extract the correlations between individual pairs of two 

distinct features within each network traffic record and detects 

more accurate characterization for network traffic behaviors. The 

recent technique facilitates our system to be able to effectively 

distinguish both known and unknown DOS attacks from 

authorized network traffic. In [14], the authors offered a system 

that recommended the right crops for the region and the right 

fertilizers for the crops to farmers based on soil measurements, 

all based on past years' yield history. This agricultural yield 

forecast and fertilizer recommendation would employ machine 

learning methods. The random forest algorithm and the K-means 

clustering algorithm proved to be successful in predicting crop 

suitability and recommending FERTILISER. The dataset for the 

Salem region contains a number of factors that are used for this 

purpose. Elsewhere [15] conducted a study on a water quality 

monitoring system to make water quality predictions with a 

machine learning system. The aim of this study was to create a 

water quality prediction model using an Artificial Neural 

Network (ANN) and time-series analysis. The specific data and 

investigation goals will determine the chosen prediction model. 

in another research, [16] proposed framework for advancing an 

explicit sprayer arrangement. The created gadget aimed to reduce 

the use of pesticides by spraying individual targets explicitly and 

by setting the separation of spray items based on the target. A 

sharp mechanical structure for spraying pesticides in cultivation 

field for controlling the robot by the use of a remote choice rather 

than manual completion of yields shower tests, would reduce the 

prompt prologue to pesticides and the human body, while also 

decreasing pesticide harm to people and improving age 

adequacy. In [17], the authors tried to diagnose heart disease 

through Support Vector Machine (SVM) and Genetic Algorithm 

(GA) as a data analysis approach. AI methodologies were 

utilized during this work to influence crude data providing novel 

insights into coronary artery disease. In their proposal, 

ANITTHA GOVINDARAM and JEGATHEESAN A [21] 

presented FLBC-IDS, a technique that utilizes HFL, 

HYPERLEDGER BLOCKCHAIN, and EFFICIENT Net for 

effective intrusion detection in IoT environments. HFL 

empowers the FLBC-IDS model to enable secure and privacy-

preserving model training on a wide range of IoT devices, 

leading to decentralized data privacy and optimized resource 

utilization. presented an accuracy of 98.89%, recall of 98.044%, 

F1-score of 98.29%, and precision of 98.44%. They created a 

model in [22] that combines federated learning with distributed 

computing resources and Blockchain decentralized features to 

introduce an intrusion detection framework called IOV-BCFL.  

It was capable of distributed intrusion detection and reliable 

logging with privacy protection. Elsewhere, [23] introduced a 

model called MP-GUARD, a novel framework which used 

software-defined networking (SDN), machine learning (ML), 

and multi-controller architecture to address intrusion detection 

challenges. MP-GUARD tackles multi-pronged intrusion attacks 

in IoT networks by offering real-time intrusion detection, 

collaborative traffic monitoring and multi-layered attack 

mitigation. This model achieved exceptional performance with 

99.32% accuracy, 99.24% F1 score, and 0.49% false positive 

rate. In a different study, [24] proposed a client selection method 

using clustering to identify malicious clients by analyzing their 

run time. This was paired with a trigger-set-based encryption 

system for client authentication, achieving a model accuracy of 

99.8%. In [25], researchers studied the use of feature reduction, 

feature selection, and machine learning models to detect attacked 

traffic in IoT industrial networks. They explored the combination 

of PSO and PCA with MARS or GAM machine learning models. 

 

B.  Deep Learning based attack detection methods 

 

In recent years, with the rapid development of deep learning 

technologies, advanced deep learning algorithms have found 

widespread applications in the field of attack detection. Such as 

DNN, CNN, RNN, and Deep Convolutional GAN. Wang et al 

[26] introduced a network intrusion detection model based on 
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Deep Learning (DL). This model sought to boost detection 

accuracy through feature extraction from spatial and temporal 

aspects of network traffic data. The aim of the model was to 

amplify the minority class samples, handle data imbalance, and 

enhance the accuracy of network intrusion detection.  The model 

achieved an accuracy of 97.47%. elsewhere in their work. G. 

SATHISH Kumar et al [27] introduced a statistical differential 

privacy-deep neural network (DNN - SDP) algorithm to protect 

sensitive personal data. The input layer of the neural network 

received both numerical and categorical human-specific data. 

The statistical methods weight of evidence and information value 

was applied in the hidden layer along with the random weight 

(𝑤𝑖) to obtain the initial perturbed data. This initially perturbed 

data were taken by Laplace computation based differential 

privacy mechanism as the input and provided the final perturbed 

data. DNN-SDP algorithm provided 97.4% accuracy. In [28], the 

main goal was to develop suitable models and algorithms for data 

augmentation, feature extraction, and classification. The 

proposed TB-MFCC multi-fuse feature consisted of data 

amplification and feature extraction. In the proposed signal 

augmentation, each audio signal used noise injection, stretching, 

shifting, and pitching separately, where this process increased the 

number of instances in the dataset. The proposed augmentation 

reduced the overfitting problem in the network. The suggested 

Pooled MULTIFUSE Feature Augmentation (PMFA) with 

MCNN & A-BILSTM enhanced the accuracy to 98.66 %. 

Elsewhere, in [29] a new model and lightweight forecasting 

model was proposed using time series data from the KAGGLE 

website. The obtained dataset was then processed with the help 

of deep learning techniques. The Long Short-Term Memory 

(LSTM) algorithm was used to produce better results with higher 

accuracy when compared with other deep learning 

methodologies. In [30], A model for the class imbalance problem 

was addressed using Generative Adversarial Networks (GANs). 

Accordingly, an equal number of train and test images was 

considered for better accuracy. The prediction accuracy was 

enhanced by Multi piled Deep Convolutional Generative 

Adversarial Network (DCGAN). In [31] An automatic number 

plate recognition (ALPR) system provided the vehicle's license 

plate (LP). The computer vision area considered the ALPR 

system as a solved problem. The algorithm applied in the 

proposed methodology was Convolution Neural Network 

(CNN). In [32], was model used to increase cognitive efficiency 

in Artificial General Intelligence (AGI), thereby improving agent 

image classification and object localization. This system, which 

used RNN and CNN, would enable any user to do creative work 

using the system model. The system model took in the sample 

input and produced the output based on the input given. P.R. 

KANNA and P. SANTHI [33] presented an efficient hybrid IDS 

model built using Map Reduce-based optimized Black Widow 

short-term convolutional-long-term memory (BWO-CONV-

LSTM) network. This model was used for intrusion detection in 

online systems. The first stage of this IDS model involved the 

feature selection by the Artificial Bee Colony (ABC) algorithm. 

The second stage was the hybrid deep learning classifier model 

of BWO-CONV-LSTM on a Map Reduce framework for 

intrusion detection from the system traffic data. P Rajesh 

KANNA and P SANTHI [34] proposed a high-accuracy 

intrusion detection model using an integrated Optimized CNN 

(OCNN) model and hierarchical multiscale LSTM (HMLSTM) 

to effectively extract and learn SPATIO-temporal features. The 

proposed intrusion detection model performed pre-processing 

plus feature extraction through network training and network 

testing together with final classification. The approach in [35] 

utilized deep learning technology to detect leaf diseases through 

the Recurrent Neural Network (RNN) algorithm. About 53,000 

images of infected and healthy leaves, showcasing fruits and 

vegetables such as apple, orange, strawberry, and more, make up 

the dataset. The neural network was trained to increase accuracy 

in predicting efficient outputs. In another study, [36] discussed a 

new intrusion detection system that approached big data 

management.  Intrusion detection was done by a hybrid model, 

fusing the long short term memory and optimizing Convolutional 

Neural Network (CNN). Then, the optimization-assisted training 

algorithm called Elephant Adapted Cat Swarm Optimization 

(EA-CSO) was proposed which would tune the optimal weights 

of CNN to enhance the performance of detection. In [37] A 

quadratic static method was used to find the correlation between 

features, enhancing the dimensionality reduction in the dataset, 

where deep over-optimization and genetic hyper-learning model 

(DHO-GML) were applied to efficiently perform the 

classification by selecting the optimized model. The proposed 

model produced an accuracy above 99%. 

 

C.  Meta-Heuristic-based attack detection methods 

 

Due to Reducing computational overhead and Increasing 

classification accuracy, metaheuristic algorithms have received 

more attention in recent years and have also been used in attack 

detection systems. Such as PSO, GA, ACO, GOA. A. 

SUBRAMANIAM et al [38] Intrusion Detection System using 

Hybrid Evolutionary Lion and Balancing Composite Motion 

Optimization Algorithm espoused feature selection with 

Ensemble Classifier (IDS-IOT Hybrid ELOA-BCMOA-

Ensemble-DT-LSVM-RF-XGBOOST) propose for Securing 

IoT Network. Accuracy of this model was achieved 94.47%. In 

[39], a new light intrusion detection system was designed in two 

phases using swarm intelligence based technique. In the first 

step, the basic features were selected using the particle swarm 

optimization algorithm considering the unbalanced data set. The 

ant colony optimization algorithm was used in the second phase 

to extract information-rich and unrelated features. In addition, 

genetic algorithm was employed to fine-tune each detection 
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model. The accuracy of the model was 97.87%. In [40], an 

advanced local search grasshopper algorithm was proposed 

based on recurrent federated network (RFN-ELG). Datasets such 

as UNSW-NB15 and MQTT-IoT-IDS2020 dataset were used to 

determine IIoT performance through two different phases, i.e. 

data preprocessing phase as well as attack detection phase. 

 

III. Preliminary Concept 
     The main goal of this paper is to find optimal values for the 

weights of a Random Neural Network using the APO 

metaheuristic algorithm; for this reason, basic concepts such as 

the APO optimization algorithm are discussed in this section. A 

set of metaheuristic algorithms is actually a swarm intelligence 

algorithm. Swarm intelligence algorithms are a type of artificial 

intelligence method that is based on group behaviors in 

decentralized, self-organizing systems. These systems are 

typically composed of a population of simple agents that interact 

locally with one another and their environment. Algorithms are 

a type of artificial intelligence method based on group behaviors 

in decentralized, self-organizing systems. The Arctic puffin is a 

rare and small bird native to the Arctic. They typically live in the 

oceans, and these birds usually form groups or flocks, often  with 

well-developed fishing skills. Arctic puffins are mighty hunters, 

catching at least ten small fish per dive. Before diving, they use 

coordinated feeding behaviors, working together to increase their 

hunting efficiency. 

In this section, inspired by the survival behaviors of the Arctic 

Puffin, the APO algorithm is proposed. The mathematical model 

of APO consists of three main stages: population initialization, 

the aerial flight stage (exploration), and the underwater foraging 

stage (exploitation). Additionally, it involves the transition 

between these two strategies, induced by the behavioral 

transformation factor 𝐵 of the puffin. 

Initial population: Each Arctic Puffin represents a potential 

solution participating in the optimization. The following 

Equation describes the generation process of initializing the 

population: 

𝑋𝑖
𝑡⃗⃗⃗⃗  = 𝑟𝑎𝑛𝑑 ∗ (𝑢𝑏 − 𝑙𝑏) + 𝑙𝑏 , 𝑖 = 1,2,3,… , 𝑁                       (1) 

Where 𝑋𝑖
𝑡⃗⃗⃗⃗    represents the position of the 𝑖 th Arctic Puffin; 𝑟𝑎𝑛𝑑 

generates a random number between 0 and 1; 𝑢𝑏  and 𝑙𝑏 represent 

the upper and lower bounds, 𝑁 is the number of individuals in 

the population.  

 
Aerial flight stage (Exploration): Arctic puffins rely on unique 

flight and foraging strategies to navigate their challenging 

existence. In their daily lives, they must flexibly adapt between 

the ocean and the air. The strategy above is shown in Figure 3. 

 

Fig 3: Flight stage of Arctic Puffins [8] 

 

Arctic puffins typically participate in coordinated flight in groups, 

a collaborative action that increases flight efficiency and joint 

hunting opportunities. In favorable conditions, or when predators 

are scarce and fish populations are abundant, they skillfully 

accelerate towards the water's surface to better capture their 

prey. Below are the position updating Equations associated with 

this strategy. 

𝑌𝑖
𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 𝑋𝑖

𝑡⃗⃗⃗⃗  +  𝑟𝑎𝑛𝑑 ∗ (𝑋𝑖
𝑡⃗⃗⃗⃗  − 𝑋𝑟

𝑡⃗⃗⃗⃗  ) ∗ 𝐿(𝐷) + 𝑅                             (2) 

𝑅 = 𝑟𝑜𝑢𝑛𝑑 (0.5 ∗ (0.05 + 𝑟𝑎𝑛𝑑)) ∗ 𝛼                                       (3) 

𝛼 ~ 𝑁𝑜𝑟𝑚𝑎𝑙 (0,1)                                                                    (4) 

where  r  is a random integer between 1 and 𝑁 − 1, excluding 𝑖; 

𝑋𝑖
𝑡⃗⃗⃗⃗   represents the current 𝑖 th candidate solution in the population; 

𝑋𝑟
𝑡⃗⃗⃗⃗   is a candidate solution randomly selected from the current 

population, with 𝑋𝑖
𝑡⃗⃗⃗⃗  ≠ 𝑋𝑟

𝑡⃗⃗⃗⃗    ; 𝐿(𝐷) denotes a random number 𝐷 is 
the dimension; 𝛼 is a random number which follows the standard 
normal distribution. 

 

 Underwater foraging stage (Exploitation): Survival strategy in 

the Arctic involves two essential aspects: air flight and 

underwater search. Figure 4  shows the underwater search phase 

in the Arctic Puffins that stay on the sea surface, observe the 

behavior of other members to identify diving hotspots or food 

sources. Equation 5 describes the position update. 

 

 

 

Fig 4: Underwater foraging stage of Arctic Puffins [8] 
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𝑊𝑖
𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = {

𝑋𝑟1
𝑡⃗⃗ ⃗⃗ ⃗⃗  + 𝐹 ∗ 𝐿(𝐷) ∗ (𝑋𝑟2

𝑡⃗⃗ ⃗⃗ ⃗⃗  − 𝑋𝑟3
𝑡⃗⃗ ⃗⃗ ⃗⃗  )    𝑟𝑎𝑛𝑑 ≥ 0.5

𝑋𝑟1
𝑡⃗⃗ ⃗⃗ ⃗⃗  + 𝐹 ∗ (𝑋𝑟2

𝑡⃗⃗ ⃗⃗ ⃗⃗  − 𝑋𝑟3
𝑡⃗⃗ ⃗⃗ ⃗⃗  )                  𝑟𝑎𝑛𝑑 < 0.5

             (5) 

where 𝐹 represents the cooperative factor, adjusting the 

predation behavior of Arctic puffins. We consider 𝐹 = 0.5 in this 

paper. variables 𝑟1, 𝑟2, 𝑟3 are random numbers between 1 and 

𝑁 − 1. 𝑋𝑟1
𝑡⃗⃗⃗⃗ ⃗⃗   ،𝑋𝑟2

𝑡⃗⃗⃗⃗ ⃗⃗   ،𝑋𝑟3
𝑡⃗⃗⃗⃗ ⃗⃗  are candidate solutions randomly selected 

from the current population, and 𝑟1 ≠ 𝑟2 ≠ 𝑟3, 𝑋𝑟2
𝑡⃗⃗⃗⃗ ⃗⃗ ≠ 𝑋𝑟3

𝑡⃗⃗⃗⃗ ⃗⃗  . In 

the APO algorithm's parameter 𝐹 is designed as a synergistic 

factor, inspired by the collaboration and team predation exhibited 

by Arctic puffins in their foraging behavior. 

As predation progresses, Arctic puffins may sense a depletion or 

exhaustion of food resources in their current foraging area after a 

specific period. To continue meeting their nutritional needs, they 

must alter their underwater positions to search for more fish or 

other underwater food sources. The position update Equation for 

this stage is as follows: 

𝑌𝑖
𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 𝑊𝑖

𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∗  (1 + 𝑓)                                                               (6) 

𝑓 = 0.1 ∗  (𝑟𝑎𝑛𝑑 − 1) ∗
(𝑇−𝑡)

𝑇
                                                       (7) 

where 𝑇 represents the total number of iterations, and 𝑡 denotes 
the current iteration count. 𝑟𝑎𝑛𝑑 is a random number that 
introduces some randomness to 𝑓. 

In the Arctic Puffin algorithm, a behavioral conversion factor, B, 

is designed to make a smooth transition from global search to 

local exploitation. This factor is defined as: 

𝐵 = 2 ∗ log (
1

𝑟𝑎𝑛𝑑
) ∗ (1 −

𝑡

𝑇
)                                                        (8) 

Where  𝑟𝑎𝑛𝑑  is a random number between (0, 1) and 𝑡 and 𝑇 are 

the current iteration number and the maximum iteration number, 

respectively. 𝐵 plays a vital role in adjusting the rate of global 

search and local exploitation in this algorithm, so that in the early 

stages of the algorithm, it allocates a larger amount for global 

search. In the later stages, it allocates a greater amount for local 

exploitation. This mechanism enables the algorithm to transition 

from extensive search to a deeper and local search at different 

iteration stages, which helps improve the algorithm's efficiency 

in finding optimal solutions. 

 

IV. Poposed Method for Detecting  Attacks in IoT 

Network intrusion detection benefits from the superior 

performance of hybrid models. The limitation of single CNN or 

RNN models is the singular feature extraction dimension, 

resulting in relatively worse classification outcomes. model has 

become popular because of its ability to be applied to different 

tasks. however, we know that Random Neural Network is a 

suitable solution for attack detection in Internet of Things 

networks. Meanwhile, adjusting the weights of random neural 

networks is directly related to their classification accuracy. Also, 

by adjusting the internal parameters of neural networks, they 

reach high accuracy in classification. So in our proposed 

framework, the internal parameters and architecture of the 

random neural network are adjusted using meta-innovative 

algorithms to enhance its classification performance and 

accuracy. Indeed, adjusting the weights and architecture of the 

neural network aims to improve the classification accuracy. 

 

A. Dataset Description 

An open-source dataset named DS2OS was obtained from 

KAGGLE [41]. This is one of the new generations of IoT 

datasets for evaluating the fidelity and efficiency of different 

cybersecurity applications based on machine/deep learning 

algorithms. The dataset consists of 357952 samples and 13 

features. It has 347935 normal data values and 10017 anomalous 

data values, with 8 classes. Two features ``Value'' and 

``Accessed Node Type'' have 2500 and 148 missing values, 

respectively. Indeed, in this paper, the dataset consists of 260,000 

samples with eleven features (Source Address, Source Type, 

Source Location, Destination Address, Destination Type, 

Destination Location, Accessed Node Address, Accessed Node 

Type, Operation, Value, Timestamp). The dataset is split into 

70% for training and 30% for testing the model. Figure (5) shows 

the IoT network intrusion detection model of metaheuristic 

optimization algorithm and RNN in flow chart. 

 

 
Fig 5: The IoT network intrusion detection model uses 

metaheuristic optimization algorithms and RNN in its structural 

flow chart 

 

B. Input Features 

In this paper, the DS2OS dataset consists of 260,000 samples 

with eleven features (Source Address, Source Type, Source 

Location, Destination Address, Destination Type, Destination 

Location, Accessed Node Address, Accessed Node Type, 

Operation, Value, Timestamp). The dataset is divided into 70% 

for training and 30% for testing the model. These input features 

are named X1, X2, to X11. The dataset is split into a training set 

and test set, with a ratio of 80% and 20%, respectively. Eleven 

features were used as input for the RNN. 
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C. Random neural network architecture 

In this section, we briefly explain the architecture of the random 

neural network. The technique for attack detection in IoT 

systems, such as the ANN and the Random Neural Network 

(RNN) is also inspired by the human brain. RNN contains 1 input 

layer, 8 hidden layers, and 1 output layer. The input layer assigns 

weights plus biasness values and forwards these data to hidden 

layers for further processing. Learning is very important in 

hidden layers as it plays a critical role in predicting the output 

from real features. Hidden layers transfer this information to the 

output layer for suitable output generation. After learning, the 

trained model is used to predict attacks by using a test set. 

 

D. Adjusting the architecture of the Lightweight random 

neural network by using the Arctic Puffin Optimization 

We know that a neural network is a black box, but by using the 

optimized parameters and architecture of the random neural 

network modeled in this paper, we can increase the speed and 

accuracy of executing the attack detection process in the 

network. An important factor that affects the learning process of 

a neural network is the number of neurons in the hidden layers. 

If the number of neurons is too high, it can cause overfitting, and 

if the number of neurons is too low, it can cause underfitting. The 

correct determination of the number of neurons is very important 

for designing neural networks.  In problems where we do not 

know the search space completely, using metaheuristic 

algorithms is efficient and useful. Stochastic optimization 

algorithm are often population-based, such as the Arctic Puffin 

Optimization. The steps for implementing the algorithm are as 

follows: 

 

1. A search agent is a vector with a specified number of cells (the 

number of non-zero cells in the array is equivalent to the hidden 

layers of the network), where the number inside each array 

indicates the number of neurons in that hidden layer. as shown in 

Figure (6), and the Arctic Puffins position are updated using 

Equation (5). The goal of optimization in this phase is to 

minimize the number of layers of the neural network as well as 

the number of neurons corresponding to each layer, in order to 

reduce the complexity of calculations and the amount of memory 

consumed. 

 

 
Fig  6: Vector of a search agent  

 

2. Using the Arctic Puffin Optimization, the best search agent is 

obtained. 

 

3. The fitness function is the classification accuracy; using 

Equation (8), the fitness function of each search agent is 

determined. 

Accuracy =
TPos+TNeg

TPos+TNeg+FPos+FNeg
                                          (8)    

 

Where TNeg is The number of records whose actual class is 

negative and the classification algorithm correctly identifies 

them as negative. TPos denotes the number of records whose 

actual class is positive and the classification algorithm correctly 

identifies them as positive. FPos shows the number of records 

whose actual class is negative but the classification algorithm 

incorrectly identifies them as positive. Finally, FNeg reflects the 

number of records whose actual class is positive but the 

classification algorithm incorrectly identifies them as negative. 

 

4. A search agent is a vector with a specified number of cells, 

where the number inside each array represents the number of 

each weight, Figure (7) shows the Structure of a search agent. 

 

 
Fig 7:Structure of a search agent 

 

5. Using the Arctic Puffin Optimization, the best search agent is 

obtained. 

 

6. Each search agent can estimate the weights of the network 

according to the fitness function. As mentioned, the fitness 

function is the classification accuracy, which is obtained using 

Equation (8). 

 

V. Results of Evaluations 

In this section, the software and hardware implementation of the 

proposed scheme are described in detail. We make a 

comprehensive evaluation of our proposed scheme in 

comparison with the new common schemes through simulation. 

After detailing the simulation settings, protocol comparisons, 

and metric evaluations, the simulation results are presented along 

with their analysis. The performance evaluation was conducted 

using the MATLAB R2024b software. These tests were 

performed on a 12-core central processing unit with 16 GB of 

RAM, (ASUS TUF GAMING F15). 

 

A. Metrics for Evaluation 

The Confusion Matrix (CM) [42] was used to assess, analyze, 

and confirm the proposed detection technique. Various factors 

are taken into account when assessing the proposed model.  In 

the following, performance parameters that are used to evaluate 

the proposed algorithm are briefly explained. We evaluated the 

suggested model by considering various performance metrics 
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like accuracy, precision, recall, F1–score, and false alarm rate 

(FAR). The details of the Confusion matrix are clearly shown in 

Figure (8). 

 

TN: The number of records whose actual class is negative and 

the classification algorithm correctly identifies them as negative. 

TP: The number of records whose actual class is positive and the 

classification algorithm correctly identifies them as positive. 

FP: The number of records whose actual class is negative but 

the classification algorithm incorrectly identifies them as 

positive. 

FN: The number of records whose actual class is positive but the 

classification algorithm incorrectly identifies them as negative. 

 

 
Fig 8: Confusion matrix [16] 

1. Accuracy 

Accuracy is mathematically described as the ratio between 

accurate positive and negative results to complete the results of 

the machine learning model. 

 

Accuracy =
TPos+TNeg

TPos+TNeg+FPos+FNeg
                                          (9) 

 

2. Precision 

It is a ratio between truly predicted positive results to true and 

false-positive results and is mathematically described. 

 

Precision =
TPos

TPos+FPos
                                                                (10)      

 

3. Recall (Detection Rate) 

It describes the relationship between true positive predictions to 

true positive and false negative predictions. 

 

Recall =
TPos

TPos+FNeg
                                                                 (11) 

 

4. F1 SCORE 

This is a weighted average of precision and recall. The F1 score 

maintains the balance between precision and recall by 

considering positive and negative results. 

 

F1 − score = 2 ×
Precision×Recall

Precision+Recall
                                           (12) 

 

5. False Alarm Rate (FAR) 

 False alarm rate means the false rate of the detection system. 

Indeed, malicious behaviors are detected as normal behaviors. 

Thus, a lower false alarm rate is more desirable. 

 

FAR =
FPos

TPos+FPos
                                                                    (13) 

 

B. Datasets 

Due to the constant advancements in network intrusion detection 

technology, there is now a larger selection of publicly accessible 

network intrusion detection datasets that are diverse and tailored 

to specific contexts, serving as valuable resources for research 

[43]. In addition to the DS2OS dataset [41], two other datasets, 

CIC-IDS2018 [44] and CIC-IoT2023 [45], were chosen to test 

the performance of the proposed framework for network 

intrusion detection in this study. To achieve better detection 

results, further processing is required. In the Cross Validation 

(CV) method, the training dataset is divided into several parts. 

Training, testing, and validation data are then obtained by 

averaging the data to get a more accurate answer. The calculation 

of the dataset’s imbalance ratio is as follows: 

 

imbalance − ratio =
Nmin

Nmax
                                                   (14)    

 
Where Nmin is the number of the minority class samples, and 

Nmax denotes the number of the majority class samples, a scalar 

object has been created using the MinMax class Then, the 

minimum and maximum values have been found for each 

feature, and then all data has been converted based on the 

minimum and maximum values in the range of 0 and 1. This 

method is obtained using the following equation.    

       

Z =
𝑋−min (𝑥)

max(x)−min (x)
                                                              (15)                              

 

Here Z is normalized data, X is original data, min(X) is the 

minimum data of the feature, max(x) is the maximum data of the 

feature, Figure (9) clearly reveal the comparison between the 

new methods and the proposed model (IDS-RNNAPO) on 

DS2OS dataset in terms of accuracy rate. 
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Fig 9:Comparison of the tested methods and the proposed 

model on DS2OS dataset 

 

Figure (10) graphically indicates the difference between various 

methods on DS2OS dataset based on the recall (detection rate). 

 
Fig 10: Comparison of the tested methods and the proposed 

model on DS2OS dataset 

Figure (11) demonstrates the variation between different 

methods and the proposed model on DS2OS.Considering that the 

lower the FAR, the better the performance of the model. 

 

 
Fig 11:  Comparison of the tested methods and the proposed 

model on DS2OS dataset 

Figure (12) graphically illustrates the difference between 

various methods on CIC-IDS2018 dataset based on the recall 

(detection rate). 

 
Fig 12: Comparison of the Tested Methods and the Proposed 

Model on CIC-IDS2018 Dataset 

Figure 13 graphically indicates the difference between various 

methods on CIC-IoT2023 dataset based on the recall (detection 

rate). 

 

 
Fig 13:Comparison of the tested methods and the proposed 

model on CIC-IoT2023 dataset 

Figure (14) graphically displays the difference between various 

methods on CIC-IoT2023 dataset based on the false alarm rate 

(FAR). 

 
Fig 14:Comparison of the tested methods and the proposed 

model on CIC-IoT2023 dataset 

99/12

97/31

98/63
99/6299/56

95/82

98/01

99/2399/5399/23

93
94
95
96
97
98
99
100

A
cc

u
ra

cy
 R

at
e

Various Method

0/9903

0/971

0/9849

0/99290/9937

0/9601

0/9701

0/9812
0/9824

0/9818

0/94

0/95

0/96

0/97

0/98

0/99

1

R
ec

al
l

Various Methods

0/008

0/024

0/014

0/003
0/004

0/021

0/007
0/006

0/005
0/007

0
0/005
0/01

0/015
0/02

0/025
0/03

Fa
ls

e 
A

la
rm

 R
at

e

Various Methods

0/9903

0/971

0/9849
0/9929 0/9937

0/9601
0/9701

0/98120/9824
0/9818

0/94
0/95
0/96
0/97
0/98
0/99

1

R
e

ca
ll

Various Methods

0/9903

0/971

0/9849
0/99260/9937

0/9601
0/9701

0/9812
0/9824

0/9818

0/94
0/95
0/96
0/97
0/98
0/99

1

R
ec

al
l

Various Methods

0/007

0/024

0/015

0/003

0/004

0/021

0/007

0/008
0/004

0/007

0

0/005

0/01

0/015

0/02

0/025

0/03

Fa
ls

e
 A

la
rm

 R
at

e

Various Methods



76                                                                                                                      An Optimized Intrusion Detection System Framework / M. Arefi, et al 

 

  

 

Figure (15) graphically shows the difference between various 

methods on CIC-IDS2018 dataset based on the false alarm rate 

(FAR). 

 
 

Fig 15:Comparison of the tested methods and the proposed 

model on CIC-IDS2018 dataset 

 

Limitations 
Simulation results showed that the proposed approach has 

several advantages over other methods; however, it also has 

some limitations. Evolutionary intelligence algorithms such as 

APO require time to discover the best solution in the search 

space. Parameters may also need to be tuned in different 

application environments to maintain the model's optimal 

performance. Additionally, the continuous communication 

between IoT devices during model training in the proposed 

framework can result in excessive communication overhead. 

However, our model can save computational resources by 

utilizing metaheuristic algorithms, although these algorithms 

may take longer to reach the global optimum, especially with 

large IoT datasets, which can also affect the energy consumption 

of network nodes. If IoT devices lack computational power, the 

training time for algorithms can be significantly increased. APO 

can only solve single-objective problems involving continuous 

variables. Additionally, the proposed framework requires 

constant communication between IoT devices during model 

training, which can lead to excessive communication overhead. 

Data collected from different devices exhibit diverse qualitative 

characteristics. Achieving model generalizability and scalability 

across diverse IoT datasets. The deployment of the proposed 

model in a live test environment is uncertain. 

 

VI. Conclusion and Future Works 
A proper intrusion detection system's effectiveness depends 

directly on the choice and effectiveness of the classification 

method. Tweaking parameters, such as network weights, can 

enhance a neural network's performance. A method for detecting 

attacks in IoT networks is outlined in this paper, utilizing 

evolutionary intelligence and random neural networks. By 

utilizing Arctic puffin optimization the proposed model upgraded 

the architecture and internal parameters of the random neural 

network. The effectiveness of the proposed model was confirmed 

on dataset (DS2OS) with an accuracy rate of 99.62%, recall value 

of 0.9929, and false alarm rate of 0.003. future work will focus on 

optimizing the model with various metaheuristic optimization 

algorithms in vehicular networks, also Edge computing provides 

IoT services at the edge of the network. The proposed approach 

increases the efficiency and scalability of IoT devices. Fog 

computing addresses the problems of cloud-based architectures 

such as latency and location awareness. Fog is a decentralized 

platform, which can make it ideal for several IoT applications. 

The proposed model can be considered for future implementation 

in fog domain security for Internet of Things applications. 
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