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Abstract:  

Fog is a natural phenomenon that occurs when water droplets or ice crystals become suspended in the 

air near the ground, reducing visibility. It can be thought of as a cloud at ground level. Fog is essentially 

a cloud that forms at the ground level. It forms when the air near the surface cools to its dew point, the 

temperature at which the air becomes saturated with moisture, leading to condensation. Fog formation 

usually requires three main ingredients: moisture, cooling air, and condensation nuclei. 

Considering that adverse weather conditions such as fog, rain and snow expose outdoor images to a 

wide range of disturbances (such as noise, quality degradation, etc.), which will cause many problems 

in CCTV cameras, tracking, navigation and applications where reliability is important (such as outdoor 

surveillance, object recognition), dehazing is essential and is widely used in the fields of machine vision 

and computer graphics. This article reviews the techniques of dehazing in digital images and aims to 

analyze the different methods available in the scientific literature. Considering the importance of 

improving image quality in various fields such as photography, medicine and surveillance, this study 

analyzes and collects information from previous articles and research. The results show that deep 

learning-based methods are significantly more successful in improving the quality of foggy images than 

traditional methods. Finally, it is suggested that future research focus on optimizing algorithms and 

investigating real-world applications of these techniques.  
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 چکیده:

شوند  یمعلق م  نیسطح زم ی کیدر هوا در نزد  خی  یهاستالیکر  ایدهد که قطرات آب  یرخ م  یزمان   واست    طبیعی  دهی پد  کیمه  

است که در سطح   یدر نظر گرفت. مه در اصل ابر  نیدر سطح زم  یصورت ابر توان آن را به یشود. م یم   د یو منجر به کاهش د

که در آن هوا از رطوبت   یی شود، دمایسطح تا نقطه شبنم خنک م  کینزد  یشود که هوایم  جاد یا  ی شود. زمانیمل یتشک  نیزم

  یهاخنک کننده و هسته  یدارد: رطوبت، هوا  از ین یمه معمولً به سه جزء اصل  لیشود. تشکیشود و منجر به تراکم م یاشباع م

ای از با توجه به آنکه شرایط نامساعد آب و هوایی مانند مه، باران و برف، تصاویر در فضای باز را، در معرض طیف گسترده  تراکم.

  ردیابی،   بسته،  مدار  هایدوربین  در   مشکلات  از  بسیاری  دهد که باعث ایجاداختلالت )مانند نویز، کاهش کیفیت و غیره( قرار می

حذف  ( خواهد شد  ءاند )مانند نظارت در فضای باز، تشخیص شیهای کاربردی که قابلیت اطمینان در آنها مهمناوبری و برنامه

این مقاله مروری به بررسی    کاربرد دارد.   یوتریکامپ  کیو گراف  نیماش  یینایطور گسترده در حوزه بباشد و بهمی  یمه ضرور

های مختلف موجود در ادبیات علمی است. با توجه پردازد و هدف آن تحلیل روش زدایی در تصاویر دیجیتال میهای مهتکنیک 

آوری اطلاعات های مختلف مانند عکاسی، پزشکی و نظارت، این مطالعه به تحلیل و جمعبه اهمیت بهبود کیفیت تصاویر در زمینه 

های مبتنی بر یادگیری عمیق به طور قابل توجهی در بهبود  دهد که روشپردازد. نتایج نشان میاز مقالت و تحقیقات پیشین می

سازی شود که تحقیقات آینده بر روی بهینههای سنتی هستند. در نهایت، پیشنهاد میتر از روشزده موفقکیفیت تصاویر مه

   .ها تمرکز کنندین تکنیکها و بررسی کاربردهای واقعی االگوریتم 

 

 مه زدایی تصاویر، یادگیری عمیق، بازیابی تصویر، شبکه عصبی کانولوشنی، ارزیابی کیفیت تصویر کلمات کلیدی:
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 مقدمه  - 1

  کنند. یمتراکم شتدن بخار آب فراهم م یرا برا یهستتند که ستطح  یآلودگ  ایمانند گرد و غبار    یتراکم ذرات کوچکم یهاهستته 

  ر یتأث ییآب و هوا  طیتواند بر شترایمه م. خیمه  ،  ریمه تبخیی،  مه ستربالی، مه فرارفت،  مه تشتعشتع انواع مه عبارتند از: نیترجیرا

  ی بگتذارد. دماها   ریمه در منتاطق مختلف تأث عیو توز  یبر فراوان  ییآب و هوا  راتییرود تغی. انتظتار مردیقرار گ  ریتأثبگتذارد و تحتت

  ی اتیها حستتمیوستاز اک یبرخ یکه برا  ،یعنوان مثال، مه ستاحلمه شتود. به  لیتشتک یدر الگوها  رییتر ممکن استت منجر به تغگرم

کوچک هستتند و قطر   اریمه معمولً بست قطرات  .ابدیاستت، کاهش    شیفزادر حال ا  ایدر  یکه دما  یاستت، ممکن استت در مناطق

نور را پراکنتده کننتد و منجر به  یطور قابل توجهتواننتد بهیقطرات م نیاندازه آنهتا، ا  رغمیاستتتت. عل کرومتریم 20تا    1 نیآنهتا ب

گرم بر متر  0.5تا    0.05تواند از  یشتود که میم یریاندازه گ (LWC) عیآب ما  یمه بر حست  محتوا  یشتوند. چگال  دیکاهش د

  ر یتصتاو تیفیو برف باعث کاهش ک نی(، باران ستنگhaze, fog, mistمانند مه ) یینامستاعد آب و هوا طیشترا  .باشتد ریمکع  متغ

 جه،یهمراه دارند. در نترا به ریو کاهش وضوح تصو  زیاز اختلالت مانند نو یاگسترده  فیط  هاتیوضع نی. اشوندیباز م  یدر فضا

است )مانند نظارت  یاتیدر آنها ح نانیاطم  تیکه قابل  یکاربرد  یهاو برنامه یرو ناوب  یابیرد یهاستمیمداربستته، س  یهانیدورب

 .شوندیمواجه م  یادیء(، با مشکلات زیش صیباز و تشخ  یدر فضا

مخدوش شتده    ریمه استت. تصتاو  گذارد،یم  ریباز تأث یدر فضتا ریتصتو  تیفیکه بر ک  یبد جو طیمشتکلات در شترا  نیترجیاز را  یکی

در   صیتشخ  ،یخودکار نظارت یهاستمیشتامل س  هاستتمیست نی. ادهندیرا کاهش م  دیبر د  یمبتن  یهاستتمیست  تیفیتوستط مه، ک

اجستام از فاصتله دور   دید  ط،یشترا  نیآب هستتند. در ا ریز  ریو تصتاو یاماهواره  ریاوحمل و نقل هوشتمند، تصت  ،یابیباز، رد  یفضتا

 .شودیم  ماهایو مشکلات در حرکت هواپ   هایتصادم کشت  ،یاو منجر به سوانح جاده  افتهیکاهش  

  بیان مساله  - 1-1

ای از با توجه به آنکه شتترایط نامستتاعد آب و هوایی مانند مه، باران و برف، تصتتاویر در فضتتای باز را، در معرض طیف گستتترده

  ردیابی،   بسته، مدار هایدوربین  در مشکلات  از  بسیاری دهد که باعث ایجاداختلالت )مانند نویز، کاهش کیفیت و غیره( قرار می

حذف  ( خواهد شتد  ءاند )مانند نظارت در فضتای باز، تشتخیص شتیهای کاربردی که قابلیت اطمینان در آنها مهمناوبری و برنامه

شتده   جادیکاربرد دارد. از ستوانح معروف ا یوتریکامپ کیو گراف نیماشت  یینایطور گستترده در حوزه بباشتد و بهمی  یمه ضترور

اس و ام  ایدور  ایاندراساس  مایپ انوسیاق یبرخورد دو کشت  و یا  تیاست ریبه ساختمان امپا مایبه برخورد هواپ  توانیاز مه، م  یناش

جال  و   یهااز شتاخه  یکی زیو حذف نو تیفیبهبود ک  ،های دیجیتالستیستتمهای شترفتی. با توجه به پ اشتاره کرداستتکهلم را  

 یینایو ب ریمانند پردازش تصو یعلم یهانهیاز زم یاریدر بس  یاگسترده  یاست و کاربردها ریبهبود تصاو  ینهیمورد توجه در زم

های مه شتده که در صتحنه یتخر یورود کیاز  زیتم ریتصتو کی  یابیباز یبرا یندیفرامه زدایی تصتاویر،  کرده استت.  دایپ   نیماشت

موجود    SID  یهاطور گسترده مورد مطالعه قرار گرفته است. روشدهه گذشتته بهدو ارزشتمند استت و در    اریاستت، بستگرفته شتده

  ی ریادگی  راً،یاخ .قیعم  یریادگیبر   یمبتنهای روشو   های ستنتی پردازش تصتویرروشکرد،    یبندبه دو دستته طبقه توانیرا م

با توجه به نتایج در حوزه   . در مجموعاستت  مناستبی نشتان دادهعملکرد   واستتفاده شتده   ریمختلف پردازش تصتو  فیدر وظا قیعم

SID  پژوهش  نیوق هدف اف حاتیبا توجه به توضتت  هستتتند. ستتنتیهای  تمیبرتر از الگورمبتنی بر یادگیری عمیق های روش ،  

زمتان و  حوزه    هتایای از ویژگیمجموعته   یتاز ترک  انیتم  نیدر آنهتاستتتت کته در ا  یتحتداقتل تخر  جتادیبتا ا  ریحتذف مته از تصتتتاو

 .استفاده خواهد شد یادگیری عمیقفرکانس و 

پردازد و در عین های حذف مه از تصتاویر دیجیتال با رویکرد یادگیری ماشتین میمقاله مروری حاضتر به بررستی جامعی از روش

کند. این رویکرد چندجانبه به خوانندگان های غیر از یادگیری ماشتین نیز اشتاره میهای مدلستازی مستهله و تکنیکحال به روش

های ستنتی و  های موجود در این حوزه داشتته باشتند. با بررستی تکنیکحلها و راهدهد که درک بهتری از چالشاین امکان را می

تواننتد مکمتل ای را کته میهتای نوآورانتهغیر یتادگیری متاشتتتین، مقتالته بته تحلیتل نقتاف قوت و ضتتتعف هر یتک پرداختته و روش

این امر به غنای علمی مقاله افزوده و به پژوهشتگران و مهندستان در انتخاب کند.  رویکردهای یادگیری ماشتین باشتند، معرفی می

 .کندتر کمک میهای مناس روش
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اند، به دقت  هایی را که در مقالت مروری قبلی به طور کامل پوشتتش داده نشتتدهعلاوه بر این، مقاله مروری حاضتتر تمامی روش

اند و به طور قابل توجهی های اخیر معرفی شتدهای استت که در ستالهای جدید و نوآورانهکند. این امر شتامل تکنیکبررستی می

های آلود موثر باشتتند. همینین، مقاله به صتتورت انتقادی تمامی زیرمجموعهتوانند در بهبود کیفیت تصتتاویر در شتترایط مهمی

ها به طور مجزا تحلیل کند، به طوری که نقاف قوت و ضتعف هر یک از این زیرمجموعهیادگیری ماشتین را بررستی و مقایسته می

تواند  دهد. این تحلیل عمیق و جامع میوزه ارائه میشده و در نهایت، یک نمای کلی از وضعیت فعلی و روندهای آینده در این ح

 .های حذف مه باشددهندگان در انتخاب و بهبود روشراهنمایی ارزشمند برای پژوهشگران و توسعه

 
 [1] (ASM) مدل پراکندگی جوی (1شکل 

 یرا برا  ASMبار مدل   ین[ اول2]  یکارتنداد. مک یحتوضت  آن را  ASMبا استتفاده از مدل    توانیاستت که م یعیطب  یدهپد  یکمه 

 ایتردهطور گستاکنون به این مدل در ستال های اخیر توستعه یافته استت به گونه ای کهداد.   یشتنهادمه پ  یلاصتول تشتک  یفتوصت

شتکل زیر فرمول مربوف به آن به  .کندیدر مورد حذف مه فراهم م  یقتحق یاعتماد براقابل  یهپا یکمدل   ین. اشتودیاستتفاده م

 :است

(1             )𝐼(𝑥) = 𝐽(𝑥)𝑡(𝑥) + 𝐴(1 − 𝑡(𝑥))                                      

،  ASM بر استاس  یگرفتگرفع مه  یهااستت. در روشجوی   نور   یمعنابه A و  شتودیمنشتان داده x با یکستلکه در آن، محل پ 

  ی ها مدل  یشتترب یصتحنه واضتح استت. برا یردهنده تصتونشتان J (x) گرفته ومه یردهنده تصتونشتان I (x)  .ستتاناشتناخته A معمولً

 یفتعر یرصتورت زنقشته انتقال متوستط استت که به  یمعنابه  t (x)  .مطلوب استت یخروج J (x) و  یورود  I (x)  ی،گرفتگرفع مه

 :شودیم

(2)                                                              𝑡(𝑥) = 𝑒−𝛽𝑑(𝑥) 

 یینتع d (x)توستتط   t (x)  ین،هستتتند. بنابرا  I (x)جو و عمق    یدهنده پارامتر پراکندگنشتتان  ی ترتبه d (x)و   βمدل،   یندر ا

 توانیرا م  J (x)بدون مه   یرباشتند، تصتو ینقابل تخم  Aو  t (x)آلود استتفاده شتود. اگر مه یرستنتز تصتو یبرا  تواندیکه م  شتودیم

 آورد:دستبه یربا فرمول ز

(3                )                                                            𝐽(𝑥) =
𝐼(𝑥)−𝐴(1−𝑡(𝑥))

𝑡(𝑥)
 

 ینجستم به دورب یککه از  یکه چگونه نور  دهدیممدل نشتان یناستت. اشتدهنشتان داده 1در شتکل   ASM یرستازیاصتل تصتو

مه استتتفاده  یلتشتتک  یندفرآ  یفتوصتت یبرا ASM از  یقاتاز تحق ی. برخگیردیذرات موجود در هوا قرار م یرتأثتحت  رستتد،یم

نشتان   1که در جدول  همانطور  .کنندیحل م یضتمن  یا یحصتورت صتررا به جو  یموجود در مدل پراکندگ  یو پارامترها  کنندیم

شتتتده،  نظتارت  هتاییتمشتتتامتل الگور  یقتاتتحق  ینرفع مته دارد. ا  ینتهدر زم  یقبر تحق  مهمی  یرتتأث  ASMاستتتت،  شتتتدهداده

 یبندو طبقه  یروتصتت  یبندبخش  یا،اشتت  یصمانند تشتتخ  یوترکامپ  یناییب  یفوظا  برای .شتتودیو بدون نظارت م شتتدهنظارتیمهن

  یابی آموزش و ارز یبرا  توانندیها مبرچست  ین. اآیندیدستت مبه یقدق  یگذاربا نشتانه ینیزم  یتواقع یقدق یهابرچست   یر،تصتو

 استفاده شوند. یوترکامپ  یناییب هاییتمالگور

 یاربس یعیطب یهاآلود در صحنهمه  یرتصاو  یبدون مه همراه( برا  یرتصاو یعنی)  یکسلیواضح و پ   یق،دق یهاحال، برچس  ینا  با

آلود و بدون مه وجود دارد. روش اول، ستاخت  همراه مه  یرآوردن تصتاودستتبه  یبرا  یدشتوار استت. در حال حاضتر، دو روش اصتل
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مختلف   ی. با انتخاب پارامترها(RESIDEو    D-HAZY   ،HazeRDماننداستت )  ASMمدل   یکبا استتفاده از   یمصتنوع   یهاداده

 یرتصتو یکستنتز   یآورد. برادستتمختلف مه را به  هاییآلود با چگالمه یرتصتاو یراحتبه توانندی، پژوهشتگران مASM یک یبرا

و پارامتر  Aواضتح، نور جو  یرتصتو  یمربوف به محتوا  d(x)عمق  هنقشت  یکواضتح،  یرتصتو  یکاستت:  یازآلود، چهار جزء مورد نمه

واضتتتح و    یر. در مرحله اول، تصتتتاویمکن یمرا به دو مرحله تقستتت  یمجموعه داده مصتتتنوع   توانیمیم  ین،. بنابراβجو   یپراکندگ

 . وندش یآورصورت جفت جمعبه  یدعمق مربوطه با یهانقشه

 
 NYU-Depth  واضح و نقشه عمق مربوطه در مجموعه داده یرتصو ( یک2 شکل

 
 NYU-Depthبر اساس مجموعه داده β جو  یپارامتر پراکندگ  یمختلف برا هاییآلود سنتز شده با چگالمه  یرتصاو (3 شکل

 
  NH-HAZEو  I-HAZE  ،O-HAZE ،Dense-Hazeاز ییهامثال (4شکل 

 یقدق  یاندازه کافبه  یدباشتتد، اطلاعات عمق با  یکنزد  یواقع  یایمه ستتنتز شتتده تا حد ممکن به مه دن  ینکهاز ا  یناناطم یبرا

و   A. در مرحله دوم، نور جو دهدیم نشتان   NYU-Depthواضتح و نقشته عمق مربوطه را در مجموعه داده   یرتصتو 2باشتد. شتکل 

 .شوندیانتخاب م  یصورت تصادفبه  یاثابت   یرعنوان مقادبه β جو  یپارامتر پراکندگ
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استت.   NH-HAZEو   I-HAZE ،O-HAZE  ،Dense-Hazeمولد مه مانند   یکاستتفاده از   با  آلودمه یرتصتو  یجادا  یروش دوم برا

 اند. شده سازییهها شبمجموعه داده ینکه در ا  دهدیم آلود و بدون مه را نشانمه یرجفت نمونه تصو رچها 4 شکل

  یآلود مه  یرحال، تصتاو  ین. با ادهدیها را کاهش مداده  یآورجمع یاستت که دشتوار ینشتده ا یدو تول  یمه مصتنوع   یاصتل مزیت

طور  را به  یواقع  یایمه در دن یلتشتک یندفرآ  توانندیاند نمشتده یدتوستط مولد مه تول  یااند  شتدهستازییهشتب  ASMکه بر استاس  

مشتتکلات  یقتحق ینوجود دارد. چند  یواقع  یهاو داده یمصتتنوع   یهاداده ینب  یتفاوت ذات  ین،کنند. بنابرا  ستتازییهکامل شتتب

اند. اما  داشتتته  BeDDEو    MRFIDمانند    یواقع  یهادر ستتاخت مجموعه داده  یاند و ستتعرا مشتتاهده کرده  یمصتتنوع   یهاداده

  ی مصتتتنوع   یهااندازه مجموعه دادهبه  یفعل  یواقع  یهاها، مجموعه دادهداده  یآوربال در جمع  هاییو دشتتتوار  هاینههز یلدلبه

مجموعه  ینگوناگون ا  هاییژگیمختلف، و  یهامجموعه داده یستهمقا یلتسته یندارند. برا  یکاف یهاتعداد نمونه  RESIDEمانند  

 .یماخلاصه کرده 1ها را در جدول داده

 یرتصو ییزدا مه یها برامجموعه داده (1جدول 

Dataset Type Nums I/O P/NP 

D-HAZY Syn 1,400+ I P 

HazeRD Syn 15 O P 

I-HAZE HG 35 I P 

O-HAZE HG 45 O P 

RESIDE S&R 10,000+ I&O P&NP 

Dense-Haze HG 33 O P 

NH-HAZE HG 55 O P 

MRFID Real 200 O P 

BeDDE Real 200+ O P 

4KID Syn 10,000 O P 

Syn استت.   یآلود مصتنوع مه  یرتصتاو  یبه معنHG مه استت.   یدکنندهشتده توستط تول یدآلود تولمه  یردهنده تصتاونشتانReal  

و   Pهستتند.   یو خارج یداخل  یمعنابه  ی ترتبه  Oو  Iاستت.   یو واقع یمصتنوع   یمعنابه  S&Rاستت.   یواقع  یهاصتحنه  یمعنابه

NP  تندجفت هس  یرجفت و غ  یمعنابه ی ترتبه. 

  ی هاهستتند. ماوول یجبر حذف مه را یمبتن لرنینگیپد یهاطور گستترده در شتبکه( بهCNNs) یکانولوشتن یعصتب یهاشتبکه

اتصتالت متقاطع   یژگی،و یرامیدپ   یاستی،ادغام چند مق  یافته،استتفاده شتده معمولً شتامل کانولوشتن استتاندارد، کانولوشتن توستعه

درک اصتتول    یلمنظور تستته. بهشتتوندیم ی شتتبکه حذف مه ترک یک  اب  یین بلوک ابتدایو توجه هستتتند. معمولً، چند اییهل

 اند.شدهخلاصه یربه شرح زو  شبکه استفاده شده    هاییمعمولً در معمار  ییابتدا  یهامختلف حذف مه، بلوک هاییتمالگور

مؤثر است.   یعصب  یها در ساخت شبکه   یصورت متوالاستاندارد به  یلاست که استفاده از تبدشدهاستاندارد: نشان داده  یلتبد •

 . شوندیاستفاده م  یگرد یهاهمراه بلوکرفع مه به یهااستاندارد معمولً در مدل هاییلتبد ین،بنابرا

افزا  یدد  یدانم  تواندیم  یافته: کانولوشن گسترش یافتهکانولوشن گسترش  • اندازه هسته کانولوشن   یدهد در حال  یشرا  که 

را بهبود    global  هاییژگی عملکرد استخراج و  تواندیم  یافتهاند که کانولوشن گسترش . مطالعات نشان دادهکندینم  ییرتغ

مختلف   یدد  هاییدانرا از م  هایژگیو  تواندیگسترش مختلف م  یهاکانولوشن با نرخ  هاییهل  ی ترک  ین، بخشد. علاوه بر ا

 استخراج کند.

  یر از تصاو  ها یژگیهستند که در استخراج و  یابزار قدرتمند  یاسیکانولوشن چند مق  یعصب  هایشبکه:  یاسیچند مق  یقتلف •

اندازه  یهاها از هستهشبکه  ین. اگیرندیمورد استفاده قرار م  یریحل مسائل مختلف تصو  یبرا با  مختلف    ی هاکانولوشن 

.  شوندیم   ی استخراج شده ترک  هاییژگیو  ین. سپس، اداستخراج کنن  یررا از تصاو  یمختلف  هاییژگیتا و   کنندیاستفاده م

  یهااست که توسط هسته   یخروج  هاییژگیو   یاتصال مکان  یاافزودن    ها،یژگیو  یقتلف  یندمتداول در فرآ  یهااز روش   یکی

 تقویت شبکه   اند. شدهمانند حذف مه اثبات  یها در مسائل مختلفروش  یناند. اآمدهدستمختلف به  یهاکانولوشن با اندازه

  و  فضاتا اطلاعات چندگانه    کندیشبکه استفاده م  یانیم  یهدر ل  یاستراتژ  یناز ایق  عم  یادگیریبر    یمبتن  شفافیتکننده  

 .[14-9]را استخراج کند کانال 



  1404بستان  تا   -   دوم  شماره    - سوم  سال    -   ها ها و پردازش داده نشریه هوشمندسازی سیستم    

(59) 

م • براایلیهیاناتصال  ب  ی:  اطلاعات  تبادل  افزا  هاییهل  ینبهبود  و  و  ییتوانا  یشمختلف  در    هاییژگیاستخراج  شبکه، 

که در    ایلیهیاناز اتصالت م  ی. سه نوع اصلشودیاستفاده م  ایلیهیان( از اتصالت مCNNs)  ییشیپ   یعصب  یهاشبکه 

است، اتصال که توسط شده  ی معرف   ResNetکه توسط    یمانده از: اتصال باق  ندعبارت  شوندیزدودن مه استفاده م  ی هاشبکه 

DenseNet    که از ی است، و اتصال جهششده یطراحU-Net [21-16]استالهام گرفته شده . 

توجه معمولً    یهااست. بلوکبه کار رفته  یعیپردازش زبان طب  یقاتدر تحق  یتتوجه با موفق  یزمتوجه در حذف مه: مکان •

  ی هستند. برا(  spatial attention)  یی و توجه فضا(  hannel attention)شامل توجه کانال    یوترکامپ  ینایی مورد استفاده در ب

 ینکند. ا  استخراجرا    یژگی نقشه و  یدمف  هایبخش  تواندیتوجه کانال م   ی،دوبعد  یرتصو  یژگیو  یاستخراج و بازساز  یندفرا

توجه   یزممؤثر تمرکز کند. مکان  یژگیاطلاعات و  یبر رو  یشترتا مدل ب  دهد یاجازه م  یژگیپردازش ناهمگن نقشه و   یاستراتژ

 distribution)مه  یعمانند توز  کند،یتمرکز م یژگینقشه و یداخل یها در مناطق مکان بر تفاوت( spatial attention)  ییفضا

of haze  )از   یسازدر پاک  ی از مهبه عملکرد عال  یروش پاکساز  ینتوجه در شبکه، چند  ول ماو  یکل نقشه. با جاساز  یبر رو

 . [ 34-28]اندیافتهمه دست

و   شتدهنظارتیمهشتده، نکاهش مه، نظارت یریتصتو  یهامعمولً در مدل( Loss Function) یبخش، توابع از دستت رفتگ ینا در

 یرتصتو  یواضتح، بازستاز یرتصتو  بینییشنقشته انتقال، پ   ینتخم یها برااز آن توانیکه م  شتودیاستتفاده مو    یمعرف  شتدهنظارتیب

تا    کنندیاستفاده م ی به ترک  یتابع از دست رفتگ یناز چند  یتمالگور ین. چندردکاستفاده یرهو غ   ینهزم  یدار، انطباق نور جومه

  ی هااستفاده شده توسط روشی و خلاصه از توابع از دست رفتگ یقدق یبندطبقه یکباشند. در کاهش مه داشته یعملکرد بهتر

مقدار  ی ترتبه Yو    Xاستتت، شتتده  رفیمع  یرکه در زی  استتت. در تابع از دستتت رفتگارائه شتتده 2مختلف کاهش مه در جدول  

 .دهندیرا نشان م  یشده و مقدار واقع  بینییشپ 
 حذف مه یفهوظ ی( براLoss Functionتوابع از دست دادن ) ( 2جدول  

Loss Function Algoriths 

L1 [3 5 , 3 6 ] 

L2 [37, 3 8 ] 

SSIM [3 9 , 4 0 ] 

MS-SSIM [4 1 , 23] 
Perceptual [17, 32] 

TV Loss [42, 4 3 ] 

Gradient [4, 27] 

 L1حذف مه شامل تابع از دست دادن  ینهدر زم یقاتتحق یمتداول برا ی. توابع از دست دادن وفاداریکاهش وفادار

 : شوندیم یفتعر یرهستند که به شرح ز L2و تابع از دست دادن 

(4)                                                                        𝐿1 =∥ 𝑋 − 𝑌 ∥1 

(5)                                                                    𝐿2 =∥ 𝑋 − 𝑌 ∥2 

  هاییژگیکه و  دهد یم نشان  و انتقال سبکیروضوح تصو  یشافزا  ینهانجام شده در زم  یها . پژوهشهایژگیو  یرفتگازدست  •

. به  شودینم  یاننما  L2  یا  L1  (loss)  طور کامل توسط از دست دادنبه  یافتیدر  یابیارز  یندانسان در فرآ  یناییب  یستمس

  یبندطبقه  یعصب  یها از شبکه   یراخ  یهاشود. پژوهش  از حد صاف   یشب  های ی منجر به خروج  تواندیم  L2  یل،دل  ینهم

ازدست  یبرا  یده د  آموزشیشپ  فضا  (perceptual loss)  ی کادرا  یرفتگمحاسبه  م  یژگی و  ی در  مدل  کنند یاستفاده   .

 یر تصو  ینمحاسبه فاصله ب  یآن برا  هاییهاز ل  یاست و برخ  VGGشده  مدل استفاده  ینترداده شده معمول  آموزشیشپ 

 یعنی، ،  شودیاستفاده م یژگیو یمرجع در فضا یرو تصو شده بینییشپ 

(6)                                                                          𝐿𝑝𝑒𝑟(𝑋, 𝑌) = ∑  𝑁
𝑖=1 ∥∥𝜓𝑖

(𝑋) − 𝜓
𝑖
(𝑌)∥∥

2
, 

  i)که توستط   یمشتاخص دار یک  یژگی،هر و ینشتان داده شتده( و برا N)که توستط   کنیمیرا انتخاب م  یژگیو یما تعداد ینجادر ا

 نشان داده شده(.  
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محاستبات ما،   یننشتان داده شتده(. در ح  ψ)که توستط ).(    کنیمیآموزش داده شتده استتفاده م  که قبلاً  VGGشتبکه  یکما از 

 .کنندینم ییرشبکه تغ ینا  یپارامترها

استفاده    سازیینهبه  یند تابع از دست رفتن در فرآ  یکعنوان  به  یزن  SSIM  یا   "یشباهت ساختار"رفع مه،    ی هادر روش •

بهبود بخشد.    یرتصو  یابیرا در هنگام باز  ساختاریشباهت    تواندیم   SSIMاند که از دست رفتن  نشان داده    یقات. تحقشودیم

MS-SSIM    را در    یاسی چند مق  یابیارزSSIM  های یتم عنوان تابع از دست رفتن توسط الگوربه   ینکه همین  کند، یم  ی معرف  

 یعنی،  شود،یرفع مه استفاده م 

(7  )                                                               𝐿ssim = 1 − SSIM,(𝑋, 𝑌) 

 (8      )                                                                     𝐿𝑚𝑠𝑠𝑠𝑖𝑚 = 1 − MSSSIM,(𝑋, 𝑌) 

بهتر اطلاعات   یبازساز  یبرا  شود،یشناخته م  یزعنوان از دست دادن لبه نکه به  یاناز دست دادن گراد  :یاناز دست دادن گراد •

انجام    یرهو غ   یبا استفاده از عملگر لپلاس، عملگر کن  تواندی. استخراج لبه مشودیبدون مه استفاده م  یرتصو  یهاکناره و لبه

دو    یرتصو  ی تا تفاضل مرتبه دوم رو  کند یاستفاده م   σ  یار معبا انحراف  ی گوس  یناز لپلاس  SA-CGANمثال،    یشود. برا

 انجام دهد:  F یبعد

(9    )                𝐿(𝑚, 𝑛) = ∇2𝐹(𝑚, 𝑛) =
∂2𝐹

∂𝑚2 +
∂2𝐹

∂𝑛2
= −

1

𝜋𝜎4
[1 −

𝑚2+𝑛2

2𝜎2
] exp, (−

𝑚2+𝑛2

2𝜎2
)                                  

. ستتپس، از توابع هدف  شتتودیمحاستتبه م  Yو   Xهر دو محور    یبرا L (m, n)استتت و   یکستتلمکان پ   یمعنا( بهm, n) ینجادر ا

 .شودیاستفاده م یانمحاسبه از دست دادن گراد یبرا L2و   L1مانند  یونرگرس

استفاده شود.   یزو حذف نو یرتصو یکهموار کردن  یبرا تواند یم  TV یا یکل ییراتکل. خسارت تغ ییراتاز دست دادن تغ •

 است: یرکردن تابع ز  ینههدف آموزش، کم

(10                       )                           𝐿𝑇𝑉 = ∥∥∂𝑚𝑋∥∥1 + ∥∥∂𝑛𝑋∥∥1     

  ییراتکه از دستت دادن تغ  یدفهم توانیفرمول م ینهستتند. از ا یو عمود  یدهنده مختصتات افقنشتان ی ترتبه nو   m ینجادر ا

ی  واقع  Yبه استتفاده از   یازکرد، بدون ناضتافه  شتوندیصتورت بدون نظارت آموزش داده مکه به  ییهابه شتبکه توانی( را مTVکل )

(ground-truth Y). 

 یریگاندازه ی. براکندیم  ییرحالت نامشخص تغ یلدلبه یرو رنگ تصو  یابدیکاهش م یروجود مه، اشتباع و کنتراستت تصتو یلدلبه

 هاییتمآمده توستتط الگوردستتتبه  یجتا نتا  یمدار یازن  ینیع   یارهایبدون مه، به مع یاصتتل  یربدون مه و تصتتو  یرتصتتو ینتفاوت ب

 یفیتک یابیارز یبرا  SSIMو    (PSNR) یزبه نو یگنالمقالت از نستتبت اوج ستت  بیشتتتر .یمکن  یابیبردن مه را ارز ینمختلف از ب

مربعات خطا    یانگینآوردن مدستبه یبرا 11  رابطهاز   یدبا  PSNRمحاسبه   ی. براکنندیبردن مه استفاده م  ینپس از از ب یرتصو

(MSEاستفاده ):کرد 

(11                       )                     𝑀𝑆𝐸 =
1

𝐻×𝑊
∑  𝐻
𝑖=1 ∑  𝑊

𝑗=1 (𝑋(𝑖, 𝑗) − 𝑌(𝑖, 𝑗))2 

ها هستتند، به ارتفاع و عرض آن  Wو    Hشتوند.   یابیهستتند که قرار استت ارز  یریدهنده دو تصتونشتان ی ترتبه Yو    X ینجادر ا

با    PSNR. ستپس،  شتودیمنشتان داده  jو   iبا   یردر تصتو  یکستلباشتد. شتاخص مکان پ  یکستانکاملاً    یدبا Yو   Xکه ابعاد    یمعن ینا

 :آیدیم دستبه یرصورت زبه  یتمیمحاسبه لگار

(12 )                                                             𝑃𝑆𝑁𝑅 = 10log10, [
(2𝑁−1)

2

𝑀𝑆𝐸
], 

استتوار   یانستان و اطلاعات ستاختار یدرک بصتر  ینب یبر استاس همبستتگ  SSIMاستت.   8برابر  یتیب 8  یرتصتاو یبرا  N ینجادر ا

 :شودیم یفتعر یرصورت زاست و فرمول آن به

(13           )                                                     SSIM,(𝑋, 𝑌) =
2𝑢𝑥𝑢𝑦+𝐶1

𝑢𝑥
2+𝑢𝑦

2+𝐶1

2𝜎𝑥𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
, 

 یردو متغ ینب  یانسکوار  σxyهستتتند؛    Yو   X  هاییانسوار σyو  σx  دهند؛یرا نشتتان م Yو   X  هاییانگینم μyو  μx  ینجا،در ا

 ییرتواند باعث تغیمه م ینکها یلدلبه  .شتوندیاستتفاده م  یعدد  یداریپا  ینتضتم یهستتند که برا  ییهاثابت C2و    C1استت؛ و 

،  PSNR.  کنندیرنگ استتتفاده م ییردرجه تغ  یابیارز  منظوربه  CIEDE2000از   تحقیقاتاز  یشتتود، برخ یاها و اشتترنگ صتتحنه
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SSIM  و ،CIEDE  مه دار  یرواضتتح متناظر با تصتتو یرتصتتو  یدکه با  یمعن ینبا مرجع کامل تعلق دارند، به ا  یابیارز  یارهایبه مع

  باشتند.  یکستان  یقاًآلود و بدون مه ستخت استت که دقمه یرتصتو  یواقع یهاحال، جفت ینمرجع استتفاده شتود. با ا  یک  انعنوبه

حفظ دقت    یبرا  ین،کنند. بنابرا ییرموجود در صتتحنه ممکن استتت قبل و بعد از ظهور مه تغ یاو اشتت  ییعنوان مثال، روشتتنابه

 .یمکن ی واضح ترک یرتصو یکآلود متناظر را با مه یرلزم است تصو  یابی،ارز  یندفرآ

 BLIINDS-IIو     SSEQبتدون مرجع    یتارهتایاز مع  یراخ  ی، کتارهتاCIEDE، و  PSNR  ،SSIMمرجع کتامتل    یتارهتایعلاوه بر مع

  یادی ز  یتاهم  یواقع یایدر دن یرتصتتاو یابیارز یبدون مرجع برا  یارهای. معکنندیبدون مرجع استتتفاده م  یرتصتتاو یابیارز یبرا

آلود و بدون  مه  یرتصتاو یهابا جفت  ییهامجموعه داده یبردن مه معمولً رو یناز ب  یفعل هاییتمالگور  یابیحال، ارز یندارند. با ا

  یشتترب در این مرحله  تر هستتند،شتده مناست جفت  یهامجموعه داده  یمرجع کامل برا  یارهایکه مع  یی. از آنجاشتودیممه انجام

 .شودیبدون مرجع استفاده م  یارهایاز مع

دارند، مانند نقشته   یازآموزش ن یندفرآ در  ینظارت هاییگنالمعمولً به انواع مختلف ست  صتورت نظارت شتدهبهرفع مه   یهامدل

بر   یبه دو دستته مبتن توانندیرفع مه با نظارت م  یهاروش  ی،طور مفهوم. بهیرهبدون مه و غ  یربرچست  تصتو ی،انتقال، نور جو

ASM   بر   یمبتن یرو غASM  یراباشتد، زوجود داشتته  یبنددستته یندر ا  هایییحال، ممکن استت همپوشتان ینم شتوند. با ایتقست 

متاننتد    یوترکتامپ  ینتاییب  هتای مبتنی برستتتایر عملیتاتممکن استتتت بتا    ASMبر    یمبتن  یرو غ   ASMبر    یمبتن  یتمهر دو الگور

ها  آن یرا بر استاس مشتارکت اصتل  رتینظا هاییتمبخش الگور ینا  ین،شتوند. بنابرا ترکی عمق   ینو تخم یصتشتخ  ی،بندبخش

 هستند به وضوح مشاهده شوند.  یدرفع مه مف یقاتتحق یکه برا  هایییکتا تکن  کندیم یبنددسته

 بررسی الگوریتم های مه زدایی تصاویر   - 2

نقشته   ین: تخمشتودیم  یمبردن مه به سته بخش تقست یناز ب یند، فرآASMاستاس مدل   بربیان شتد،   1که در بخش   طورهمان

های انتخاب شتده در این بخش مبتنی بر شتبکه عصتبی عمیق کلیه روش  بدون مه. یرتصتو  یابیو باز ینور جو  بینییشانتقال، پ 

ای نیز اند. در انتهای بخش یک جدول مقایستهها از یادگیری عمیق استتفاده کردههستتند و در یکی از این سته مرحله یا همه ان

 است.  شدهقرار داده

 MSCNN   مدل حل  یرا برا یرسته مرحله ز  ASM   یکانولوشتن  ی( استتفاده از شتبکه عصتب1: )کندیم  یشتنهادپ (CNN) یبرا 

  Aو  t (x)با استتتتفاده از   J (x)( حل 3،)A  ینور جو  بینییشپ  یبرا یآمار ین( استتتتفاده از قوان2)، t (x)برآورد نقشتتته انتقال

 صورت مشترک. به

MSCNN  یو آن را با خطا  کندیبرآورد نقشه انتقال اتخاذ م  یرا برا  یاسیچند مق یمدل کانولوشن یک L2  علاوه  کندیم  ینهبه .

  ین، . بنابراآیدیدستتت ممتناظر استتت، به  I (x)شتتدت در   ینکه با بالتر  t (x)در   هایکستتلپ  ترینیرهت %0.1با انتخاب  A  ین،بر ا

 .یددست آبه  تواندیم J (x) حواض یرتصو

(14                             )                                              𝐽,,,(𝑥) =
𝐼(𝑥)−𝐴

𝑚𝑎𝑥{0,1,𝑡(𝑥)}
+ 𝐴      

رفع مه  یها براآن  هاییکنند، اما استتراتژاستتفاده  A  ینتخم یبرا  یمتفاوت یآمار  هایفرضیشمقالت مختلف ممکن استت از پ 

 I (x)  یرمقدار از هر کانال تصتو  یشتترینآوردن بدستتهب یبرا  max pooling  یاتاز عمل  ABC-Netاستت. شتبکه   MSCNNمشتابه  

  یشتترینو ستپس ب  کندیاستتفاده م  RGB یورود یرهر کانال تصتو یبرا ینیممم یلترف یکاز   SID-JPM. روش کندیاستتفاده م

به کار    A  بینییشپ   یرا برا  یممماکست یلترو ف ینیممم یلترف یزن  LAPTN. روش شتودیزده م ینتخم Aعنوان مقدار هر کانال به

 دارند.  یازانتقال مرتبط ن یهاآلود و نقشهمه  یرصاواما به ت ارند،ند یازن ینور جو یگذارها معمولً به برچس روش ین. اگیردیم

 A و t (x) مشترک یادگیری  1-2

از  ی، برخASMمدل    یزیکیف  یپارامترها ینتخم  یبرا  یآمار  هایفرضیشو پ  یکانولوشتن  یهااستتفاده همزمان از شتبکه یجابه

روش   .دهندی( انجام مCNNکانولوشتتتن )  یعصتتتب یهاشتتتبکه یقطور کامل از طررا به  یزیکیف  یپارامترها ینتخم یقات،تحق

DCPDN  شتتبکه  یکو از   زندیم ینمتراکم تخم  یهرم  یشتتبکه رمزگشتتا  یک یقنقشتته انتقال را از طرU-Net یمتقارن برا 

با حفظ لبه   یبیترک یتابع خطا یک  DCPDNنقشتته انتقال،   یهابهبود دقت لبه ی. براکندیاستتتفاده م  A  ینور جو  بینییشپ 



 علمی سول  و اری فررستگ/  مروری بر تکنیک های مبتنی بر یادگیری ماشین جهت مه زدایی تصاویر دیجیتال

(62) 

 یبرا یتمیالگور  DHD-Netاستتتت. روش   یژگیلبته و  یدو جهتته، و خطتا  یتانگراد  ی، خطتاL2  یکرده کته شتتتامتل خطتا یطراح

را  A ینور جو  یدایو مناطق کاند  یمرا تقست  یظمناطق مه غل  تواندیکرده که م یطراح بندییمتراکم مه بر استاس تقست ینتخم

مدل   یکاستفاده کرده و   t (x)  بینییشپ  یبرا  یاسیچند مق یشتبکه کانولوشن با همجوش یکاز   HRGANمشتخص کند. روش 

و شبکه  (  patch map generator)کننده نقشه پچ  یدتول یکاز  PMHLD. روش بردیبه کار م  A  ینتخم  یبرا یهلکانولوشن تک

استتتفاده    ینور جو  نیتخم یبرا VGG-16نقشتته انتقال استتتفاده کرده و از  ینتخم یبرا(  refines the network)  شتتدهیشپال

 است. یازن یواقع یهااستفاده شود، معمولً برچس  Aآوردن دستبه یبرا یونذکر است که اگر از آموزش رگرسیانشا  .کندیم

های مختلف مقایسته  با توجه به ویژگی PMHLD و DCPDF  ،DHD-Net  ،HRGAN زدایی شتامل، چهار الگوریتم مه3در جدول  

 :اندشده
 PMHLD و DCPDF ،DHD-Net  ،HRGAN زدایی شامل(مقایسه چهار الگوریتم مه3جدول 

 DCPDF DHD-Net HRGAN PMHLD هاویژگی

 دقت بال در حذف مه دقت بال در بازسازی جزئیات  دقت بال در تخمین عمق دقت بال در شرایط مختلف دقت

 متوسط بال بال متوسط پیییدگی محاسباتی 

 متوسط زیاد  زیاد  کم های آموزشی نیاز به داده 

 متوسط بال پایین متوسط سرعت پردازش

 خوب عالی  خوب خوب قابلیت تعمیم

 کم بال متوسط کم حساسیت به پارامترها

 بله  خیر بله  خیر استفاده از اطلاعات عمق 

 نشان می دهد که :  3تحلیل جدول 

• DCPDF  :های آموزشی کمی داردمناس  برای شرایط مختلف با دقت بال و پیییدگی متوسط. نیاز به داده. 

• DHD-Net  :داده به  نیاز  و  پیییدگی محاسباتی  ولی  است  برخوردار  بالیی  برای  از دقت  مناس   دارد.  زیادی  آموزشی  های 

 .کاربردهایی که نیاز به تخمین عمق دارند

• HRGAN  :هایبا استفاده از شبکه GANدهد، اما حساسیت بالیی  ، دقت و سرعت بالیی در بازسازی جزئیات تصویر ارائه می

 .به پارامترها دارد

• PMHLD  :های آموزشی متوسطی داردترکی  یادگیری عمیق و اطلاعات عمق، دقت خوبی در حذف مه دارد و نیاز به داده. 

 یح صر  یبدون جاساز ASM استفاده از  2-2

 

 
 حذف مه. یبرا یدیتول یاشبکه مقابله (5شکل 

ASM  یکانون  یشتده در شتبکه عصتب  یجاستاز  یاشتده    ییصتورت بازفرمابه  تواندیم  (CNNقرار گ )مطالعه  یرد .AOD-Net   نشتان

  ینهزم  یتاز واقع یمصتورت مستتقکه بهینکرد بدون ااستتفاده  ASMحل مستهله   یبرا  end-to-end یاز شتبکه عصتب توانیداد که م

t (x)  وA   استفاده شود. طبقASM  عبارت   ی،اصلJ (x) است: یرشکل زبه 

(15)                                                                             𝐽(𝑥) =
1

𝑡(𝑥)
𝐼(𝑥) − 𝐴

1

𝑡(𝑥)
+ 𝐴 
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AOD-Net  بته نتام   یپتارامترK (x)  یبرا  یتانیپتارامتر م  یتکعنوان  نتدارد، امتا بته  یختاصتتت  یزیکیف  یکته معنتا  کنتدیم  یشتتتنهتادرا پ 

 که شودیم یفصورت تعر ینبه ا K (x). شودیاستفاده م Aو  t (x) یفتوص

(16     )                                                                               𝐾(𝑥) =

1

𝑡(𝑥)
(𝐼(𝑥)−𝐴)+(𝐴−𝑏)

𝐼(𝑥)−1
, 

 ینکرد به ا یینفرد تعبهطور منحصتربه  K (x)با استتفاده از  توانیرا م ASM  ،J (x) یهاستت. بر استاس نظر  1برابر با   b ینجادر ا

 صورت که

(17                                    )                                       𝐽(𝑥) = 𝐾(𝑥)𝐼(𝑥) − 𝐾(𝑥) + 1 

  ین، کنند. بنابرا یجادا  یتجمع  یممکن استت خطاها ینور جو  بینییشپ  یندو فرآ  مشتترک یرنقشته انتقال غ   AOD-Netشتبکه  در 

 را کاهش دهد. یستماتیکس یخطا  تواندیم K (x)برآورد مستقل 

استتفاده   یاکاملاً نقطه هایو از کانولوشتن  دهدیگستترش م یاستیچارچوب چند مق یکمفهوم را در  ینا  FAMED-Netشتبکه  

  یند را در فرآ یریگقابل مشتتق  یستینوبرنامه  یدها  DehazeGANآورد. دستتبه  یقیو دق  یعستر ییزداتا عملکرد ضتد مه  کندیم

 یسترتاستر ییزداضتد مه  یستتمست یک ینهمین DehazeGANشتده،  بازفرموله  ASM. همراه با  گیردیبه کار م t (x)و   Aبرآورد 

که   کندیم  یشتنهادرا پ   هایژگیو  ییزداواحد ضتد مه یکو    دهدیم یشتبکه جا یرا در طراح  PFDN،  ASM.  کندیم  یستازیادهپ 

  ASMنکته قابل توجه استت که  نی. اکندیخام حذف م  یرتصتو یفضتا یجابه شتدهیخوب طراح  هاییژگیو یفضتا  یکمه را در 

  یر تأث  Generative adversarial networks  کمک کند. یرمستتقیمغ   یپارامترها وردبرآ  یبرا  ییزداضتد مه یفهبه وظ  تواندیهنوز م

  کننتد، یم یهتک paired dataشتتتده که بر نظتارت ییزدامه  یهاشتتتبکته  ی،طور کلدارند. به  ییزدامربوف به مه یقتاتبر تحق  یمهم

عنوان  توان بهیرا م  Adversarial lossکنند.  استتفاده auxiliary supervisory signal  یکعنوان  به  adversarial lossاز   توانندیم

هدف   .یرددر نظر بگ  یعنوان واقعآنها را به  ییزدهندهکند تم یدتول  یریاستتت که تصتتاو ینمولد ا ی: هدف آموزشتتیددو بخش د

دهد.    یصحد امکان تشتخموجود در مجموعه داده به  یواقع  یررا از تصتو شتده  یدتول  یراستت که تصتو  ینا ییزدهندهتم  ستازیینهبه

 یامر برا ینکند که ا تریکنزد  یواقع یررا به تصتتو یدیتول یراستتت که تصتتو  ینا  adversarial loss  ثیرتأ   یی،زدامه  یفهوظ یبرا

 .است یدمف t (x)بدون مه و نقشه انتقال  J (x) سازیینهبه

patchGAN  اطلاعتات فرکتانس بتال را بهتر حفظ کنتد،    توانتدیکته مDH-GAN  ،RI-GAN  وDehazingGAN    ازN × N  هتا  پچ

آموزش مشتتترک چند   هاییستتم، مکانتحقیق ین. چندکنندیاستتتفاده م  discriminator یخروج یمقدار تک برا یک یجابه

discriminator   مانندEPDN    وUNet-PGC  1.  کردند یرا بررستDiscriminator D  استتفاده   یقدق  یاسدر مق مولد  یتهدا یبرا

 یکند. برا یدتول  coarse scaleرا در   global realistic یتا خروج  کندیکمک م  مولدبه  2discriminator Dکه   یدر حال  شود،یم

عنوان  و به  کندیم رداریبنمونهیینبه پا 2را به نستتبت  1D  یورود  یرتصتتو  discriminators،  EPDNتحقق آموزش مشتتترک دو 

 شود:یمحاسبه م صورت زیربه  adversarial loss.  کندیاستفاده م  2D یورود

(18           )                                                        𝐿𝑎𝑑𝑣 = 𝑚𝑖𝑛
𝐺

 [𝑚𝑎𝑥
𝐷1,𝐷2

 ∑  𝑘=1,2 ℓ𝐴(𝐺, 𝐷𝑘)] 

 یقابل استتفاده برا یابزارها GANاستت. استتفاده از (  single)ستاده    GANمشتابه با   adversarial loss ℓ𝐴شتکل تابع    ینجا،در ا

  شتود، یمصتورت بدون نظارت انجام( بهdiscriminator) کنندهیک. از آنجا که آموزش تفککندیشتده فراهم منظارت هاییتمالگور

و    یداریبا ناپا  یگاه  GANحال، آموزش   ین. با ایابدیبهبود م  یاضتتاف هایبه برچستت  یازشتتده بدون ن  ییزدامه یرتصتتاو یفیتک

های ، الگوریتم4در جدول  کند. یجادا  ییزداآموزش شبکه مه  یبرا یکه ممکن است مشکلات اضاف شودیمواجه م ییعدم همگرا

-PGC و AOD-Net  ،FAMED-Net  ،DehazeGAN  ،ASM PFDN  ،Adversarial Net  ،PatchGAN  ،EPDN زدایی شتتاملمه

UNet اندهای مختلف مقایسه شدهبا توجه به ویژگی. 

 نشان می دهد که :  4تحلیل جدول 

• AOD-Net : های آموزشی زیادی دارددهد. نیاز به دادهدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می. 

• FAMED-Net : دقت عالی و قابلیت تعمیم خوبی دارد، اما پیییدگی محاسباتی بالیی دارد. 

• DehazeGAN  :  هایبا استفاده از شبکه GANدقت و کیفیت بالیی در حذف مه دارد، اما سرعت پردازش پایین است ،. 
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• ASM PFDN :دهد. مناس  برای کاربردهای عمومی استدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می. 

• Adversarial Netهای آموزشی زیادی داردقت خوبی دارد، اما پیییدگی محاسباتی و نیاز به داده: د. 

• PatchGAN  :دهد. مناس  برای کاربردهای مختلف استدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می. 

• EPDN  :های آموزشی زیادی دارددقت عالی و پیییدگی محاسباتی بالیی دارد. نیاز به داده. 

• PGC-UNet :های آموزشی زیادی دارددقت و کیفیت بالیی در حذف مه دارد، اما پیییدگی و نیاز به داده. 

،  AOD-Net ،FAMED-Net ،DehazeGAN ،ASM PFDN ،Adversarial Net زدایی شاملهای مهالگوریتم ( مقایسه4جدول 

PatchGAN ،EPDN و PGC-UNet 

 AOD-Net FAMED-Net DehazeGAN ASM PFDN Adversarial Net PatchGAN EPDN PGC-UNet هاویژگی

 عالی  عالی  خوب خوب خوب عالی  عالی  خوب دقت

 بال بال متوسط بال متوسط بال بال متوسط پیییدگی محاسباتی 

 زیاد  زیاد  زیاد  زیاد  متوسط زیاد  زیاد  زیاد  های آموزشی نیاز به داده 

 پایین پایین متوسط پایین متوسط پایین پایین متوسط سرعت پردازش

 خوب خوب خوب خوب خوب عالی  خوب خوب قابلیت تعمیم

 بال بال متوسط بال کم بال بال متوسط حساسیت به پارامترها

 خیر خیر خیر خیر خیر خیر خیر خیر استفاده از اطلاعات عمق 

    (Level-Aware)آگاه- سطحروش های    3-2

معناستت  ینبه ا ین. اکنندیاز آن عبور م  یشتتریباشتد، ذرات معلق ب ینهر چه صتحنه دورتر از دورب  ی،پراکندگ یهبر استاس نظر

 یشتنهادپ    LAP-Netشتبکه    ین،دارند. بنابرا  یشتتریمه ب  یهستتند، چگال ینآلود که دورتر از دوربمه  یرتصتو یکدر    یکه مناطق

-LAPمشتترک،   یا. با استتفاده از آموزش چندمرحلهیردرا در نظر بگ یرتفاوت تراکم مه در داخل تصتو  یدبا یتمکه الگور  کندیم

Net  از   یمدلeasy-to-hard   یقکار را از طر ینو ا  کند،یمه تمرکز م  یاز چگال  یستطح مشتخصت یکه بر رو  کندیم ستازییادهرا پ 

 .دهدیانجام م  stagewise loss یک

(19   )                                                             𝑡̂
𝑠
(𝑥) = {

ℱ(𝐼(𝑥), 𝜃𝑠), if 𝑠 = 1,

ℱ(𝐼(𝑥), 𝜃𝑠, 𝑡̂
𝑠−1

(𝑥)), if 𝑠 > 1
 

 transmission mapاستتت. در مرحله اول،   sدر مرحله  𝜃𝑠نقشتته انتقال با پارامتر    بینییشدهنده شتتبکه پ نشتتان  ℱ ینجادر ا

prediction network و    یمرحلته قبل  بینییشپ  یجتهنت  ی،حالت با مه کم استتتت. در مرحلته دوم و مراحل بعتد ینمستتتهول تخم

 یطیگرد ممکن استت به شتراتراکم مه  .شتوندیاستتفاده م  یشتترپردازش تراکم مه ب یمشتترک برا  یعنوان ورودآلود بهمه  یرتصتو

 ینباشتد. با توجه به ا  یکنواخت یرو غ  یربراستاس فضتا متغ  یدمه با یلتشتک ین،مانند دما، باد، ارتفاع و رطوبت وابستته باشتد. بنابرا

  باشتتد. حذف مه ممکن استتت دقت نداشتتته یبرا  estimating the transmission mapکه    کندیادعا م   HardGANمشتتاهده،  

HardGAN  با عناصتر   1×  1×2یس  ماتر یک  صتورتبه  یجو  ییروشتنا  یبا رمزگذار𝛾
𝑖
𝐺&𝛽

𝑖
𝐺   اطلاعات  همینین در نظر گرفتن  و

𝛾با عناصر   × 2H × W  یسماتر یکعنوان  به یکسلهر پ   ییفضا
𝑖
𝐿&𝛽

𝑖
𝐿 کانال   یبراiیاز ورود ام xیجو یی، تابع کنترل روشنا 𝐺𝑖 

 گیرد:و در نظر می یطراحصورت زیر بهرا  𝐿𝑖  ییو اطلاعات فضا

(20         )                                                                       
𝐺𝑖 = 𝛾

𝑖
𝐺 𝑥−𝜇

𝜎
+ 𝛽

𝑖
𝐺

𝐿𝑖 = 𝛾
𝑖
𝐿 𝑥−𝜇

𝜎
+ 𝛽

𝑖
𝐿

 

 یکاز   𝐿𝑖 ،HardGANو   𝐺𝑖آوردن دستتت. پس از بهدهندیرا نشتتان م x یبرا یارمعو انحراف  یانگینم  ی ترتبه  σو  μ  ینجا،در ا

 کند.  یابیبدون مه را باز یرتا تصو  کندیها استفاده مآن ی ترک یبرا یمدل خط

(21     )                                                              𝐽
pred 𝑖

(𝑥) = (1 − 𝐻𝐴𝑖) ∗ 𝐺𝑖 + 𝐻𝐴𝑖 ∗ 𝐿𝑖, 

 یگموئیدس  یهو سپس ل  یانمونه  یسازبا استفاده از نرمال  intermediate feature map of HardGANبا استفاده از   HA  ینجادر ا

 و LAP-Net زدایی شتامل، دو الگوریتم مه5در جدول    .دهدمینشتان را عنصتر در عنصتر ضترب ∗و علامت    شتود،یمحاستبه م

HardGAN اندهای مختلف مقایسه شدهبا توجه به ویژگی: 
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 HardGAN و LAP-Net زدایی شاملدو الگوریتم مه ( مقایسه5جدول 

 LAP-Net HardGAN هاویژگی

 عالی  خوب دقت

 بال متوسط پیییدگی محاسباتی 

 زیاد  زیاد  های آموزشی نیاز به داده 

 پایین متوسط سرعت پردازش

 عالی  خوب قابلیت تعمیم

 بال متوسط حساسیت به پارامترها

 خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که : 5تحلیل جدول  

• LAP-Net :های آموزشی زیادی دارد و برای دهد. نیاز به دادهدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می

 .کاربردهای عمومی مناس  است

• HardGAN :دقت عالی و قابلیت تعمیم خوبی دارد، اما پیییدگی محاسباتی بالیی دارد و سرعت پردازش آن پایین است. 

 ی ادغام چند عملکرد  4-2

DMMFD   مدل شامل   ینکرده است. ا  یطراح یادگیری ییبهبود توانا  یبرا  اییهل  یقو تلف  یمدل جداساز یکASM   بازفرمول

 است:  یتمیلگار یهشده، ضرب، جمع، توان و تجز

(22 )                                                                

𝐽
0
(𝑥) =

𝐼(𝑥)−𝐴0×(1−𝑡0(𝑥))

𝑡0(𝑥)
,

𝐽
1
(𝑥) = 𝐼(𝑥) × 𝑅1(𝑥),

𝐽
2
(𝑥) = 𝐼(𝑥) + 𝑅2(𝑥),

𝐽
3
(𝑥) = (𝐼(𝑥))𝑅3(𝑥),

𝐽
4
(𝑥) = log,(1+ 𝐼(𝑥) × 𝑅4(𝑥)),

 

و نقشته انتقال هستتند که توستط شتبکه استتخراج   ینور جو ی ترتبه 0t(x)و   0Aشتبکه استت؛   هاییهل  یانگرنما i R(x) ینجادر ا

مه   هاییهل یجداستتاز  یعنوان چهار مدل مستتتقل برابه  توانندیم 4J(x)، و 1J  ،(x)2J ،(x)3J(x).  شتتوندیزده م ینتخم  یژگیو

 یهل  یکو  J (x)بدون مه  یهل  یکبه   تواندیم I (x) یدار ورودمه یراستتوار استت که تصتو ضفر  ینمدل بر ا یناستتفاده شتوند. ا

 یوزن ی حذف مه با ترک یینها یجه. نتشتتودیمنشتتان داده I (x) = ϕ (J (x), H (x))صتتورت  شتتود که به یمتقستت H (x)  یگرد

  4W، و  0W  ،1W  ،2W  ،3W  یتافتتهآموزش  attention mapsنج  پ  یلتهوستتتبته  4J(x)، و  0J  ،(x)1J  ،(x)2J  ،(x)3J(x)  یتانیم  هتاییخروج

 .آیدیدست مبه

(23   )                𝐽
pred 

(𝑥) = 𝑊0 × 𝐽
0
(𝑥) + 𝑊1 × 𝐽

1
(𝑥) + 𝑊2 × 𝐽

2
(𝑥) + 𝑊3 × 𝐽

3
(𝑥) + 𝑊4 × 𝐽

4
(𝑥)                           

صتحنه را بهبود  یبازستاز  یندفرآ  یفیتک  تواندیم یهل ینچند ی با ترک  DMMFDنشتان داده استت که مدل   ablationمطالعات  

 بخشد.

 ی ورود  یهو تجز   یلتبد  5-2

GFN  [26دو مشتاهده در مورد تأث ]ییرتغ یآلود ممکن استت تا حدمه یررنگ تصتو ی،نور جو  یرتأث. اول، تحتدهدیمه ارائه م یر 

از   GFN  ین،. بنابرایابدیدر صتحنه کاهش م  یندورتر از دورب یایو کاهش نور، وضتوح اشت  یپراکندگ  هاییدهپد  یلدلکند. دوم، به

شتبکه حذف مه به کار  هاییعنوان ورودها را بهو آن کندیآلود استتفاده ممه یاصتل یرتصتو ازشپرد یبهبود برا یسته استتراتژ

از مقدار  ce I(x)کنتراستت    یشبا افزا ی. ورودآیدیدستت مبه  یخاکستتر یایدن یهاز فرضت wb I(x) یدیبا تراز ستف  ی. ورودبردیم

 :یرز ورتص، بهشده  یلتشک μو عامل کنترل  𝐼̃(𝑥)  ییروشنا  یانگینم

(24     )                                                                          𝐼𝑐𝑒(𝑥) = 𝜇(𝐼(𝑥) − 𝐼̃(𝑥)) 

𝜇  ینجا،در ا = 2 ⋅ , (0.5 + 𝐼(𝑥))  از  توانیم یرخطی،استت. با استتفاده از اصتلاح گاما غ(x)gc I یتؤر  یتقابل یشافزا یبرا I (x)  

 آورد:دستبه
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(25     )                                                                                      𝐼𝑔𝑐(𝑥) = 𝛼𝐼(𝑥)𝛾, 

،  wbCکه   ییجا  شود،یم یینتع یسه ورود ی توسط ترک  J (x)حذف مه   یینها یراستت. تصو  2.5برابر با    γو   1برابر با   α ینجادر ا

ceC    وgcC    در واقعconfidence maps هستند: یقتلف یندفرآ یبرا 

(26)                                            𝐽(𝑥) = 𝐶𝑤𝑏 ∘ 𝐼𝑤𝑏(𝑥) + 𝐶𝑐𝑒 ∘ 𝐼𝑐𝑒(𝑥) + 𝐶𝑔𝑐 ∘ 𝐼𝑔𝑐(𝑥). 

DehazeNet-MSRL  یتهعنوان مؤلفته پتاو فرکتانس بتال بته  یینآلود را بته دو بخش فرکتانس پتامته یرتصتتتو  (x)base I یتاتو مؤلفته جزئ 

(x)detail I که مؤلفه فرکانس بال    یدر نظر گرفت، در حال یرتصتو  یاصتل  یعنوان محتوابه توانیرا م  یهمؤلفه پا ین. اکندیم  یهتجز

و تابع   یاز مؤلفه اصتتل Dبا استتتفاده از تابع حذف مه ).(    تواندیبدون مه م یرتصتتو  ین،بنابرا استتت. یرتصتتو  تها و بافلبه یحاو

 داده شود:  یشنما یرشکل زبه  یمدل خط  یکتوسط   تواندیم یند. کل فرآیددست آبه یاز مؤلفه جزئ  E).(   یفیتک یشافزا

(27 )                                                                    
𝐼(𝑥) = 𝐼base (𝑥) + 𝐼detail (𝑥)

𝐽(𝑥) = 𝐷(𝐼base (𝑥))+ 𝐸(𝐼detail (𝑥))
 

DIDH  تصتتتتو ورودمتته  یترهتم  تصتتتتو  I (x)  یآلتود  هتم  متته    بتیتنتییتشپت  یترو  بتتدون  بتته  J (x)شتتتتده   صتتتتورت  را 

(𝐼(𝑥), 𝐿𝐹(𝐼(𝑥))), (𝐼(𝑥), 𝐻𝐹(𝐼(𝑥))), (𝐽(𝑥), 𝐿𝐹(𝐽(𝑥)))  و 𝐽(𝑥), 𝐻𝐹(𝐽(𝑥))  (  .که ) صتتتورتی کهبه  کنتد،یم یهتجزLF  ( و.  )

HF  عنوان  به یهتجز  یشپ   یهابا داده شتتدهیهتجز  هایهداد یق. با تلفدهندیرا نشتتان م  یو لپلاستت  یگوستت یلترهایف ی ترتبه

را بهبود بخشتد. با   adversarial training processشتده توستط  یدتول یرتصتو یفیتک  تواندیم  DIDH یستکریمیناتور،د یورود

 .شودیم ینه. بهadversarial یوه، شبکه حذف مه به شDHFو    DLF یسکریمیناتورهایکمک د

 
 SRKTDN [47  ] و KDDN  [25]  ،KTDNدر  knowledge distillation یکل یاستراتژ (6شکل 

 یورود یهو تجز  یلتبتد  ی،و برش تصتتتادف  ی،عمود  یا یها، ماننتد چرخش، تقتارن افقداده  یشافزا یستتتنت  یهانستتتبتت به روش

 GFN  ،MSRL-DehazeNet زدایی شتامل، سته الگوریتم مه6در جدول  آلود استت.مه  یراستتفاده از تصتاو یبرا  یموثرتر  یاستتراتژ

 :اندهای مختلف مقایسه شدهبا توجه به ویژگی DIDH و
 DIDH و GFN ،MSRL-DehazeNet زدایی شاملسه الگوریتم مه ( مقایسه6جدول 

 GFN MSRL-DehazeNet DIDH هاویژگی

 خوب عالی  عالی  دقت

 متوسط متوسط بال پیییدگی محاسباتی 

 متوسط زیاد  زیاد  های آموزشی نیاز به داده 

 متوسط متوسط پایین سرعت پردازش

 خوب خوب عالی  قابلیت تعمیم

 کم متوسط بال حساسیت به پارامترها

 بله  خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که :   6تحلیل جدول 

• GFN  :دقت بسیار بال و قابلیت تعمیم عالی دارد، اما پیییدگی محاسباتی آن بال است و سرعت پردازش پایین است. 

• MSRL-DehazeNet  :های  دقت عالی و پیییدگی محاسباتی متوسطی دارد. مناس  برای کاربردهای عمومی با نیاز به داده

 .آموزشی زیاد

• DIDH  :های آموزشی متوسطی کند. پیییدگی محاسباتی و نیاز به دادهدقت خوبی دارد و از اطلاعات عمق استفاده می

 .دارد
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 (Knowledge Distillation) یدانش انتقالروش های مبتنی بر    6-2

 studentبه  teacher networkتوستط   شتدهیادگرفتهانتقال دانش    یبرا  یاستتراتژ  یک  (Knowledge Distillation)  یانتقال  دانش

network روش در  ین. ادهدیارائه مhigh-level computer vision tasks  استتفاده    یرتصتاو یبندو طبقه  یااشت یصمانند تشتخ

. اول، چه نوع کندیم  یانب dehazing taskدر   knowledge distillation یریکارگبه یبرا  الشسته چ  یراخ یقاتاستت. تحقشتده

teacher task  یفتهبته وظ  توانتدیم  dehazing task    کمتک کنتد. دوم، چگونتهteacher network    در طول آموزش بتهdehazing 

network  ینشباهت ب یار. سوم، کدام معکندیکمک م teacher task   وstudent task مختلف ممکن  یهاانتخاب شود. روش  یدبا

  یادگیری  یزممکان  یک  KDDNکنند.استتفاده  feature lossمحاستبه  یبرا یمختلف  هاییژگیو یخروج  یهااستت از تعداد و مکان

process-oriented  که در آن   کندیم یطراحteacher network T یک  auto-encoder  یفیتبدون مه با ک  یرتصتاو یبازستاز یبرا 

𝐿𝑇و    کندیکمک م  هایژگیو یادگیریدر  teacher network  یی،زدابال استت. هنگام آموزش شتبکه مه =∥ 𝐽(𝑥) − 𝑇(𝐽(𝑥)) ∥1 

استفاده  یهستند. برا  different tasksدو    KDDNشده توسط    یشتنهادپ   student taskو    teacher task  ین،. بنابراکندیم  ینهرا به

از تابع    KDDN  یی،زداگرفته شتده و کمک به آموزش شتبکه مه  یاد teacher networkکه توستط   feature informationکامل از  

روابط توستط  ی ترتکه به  کندیم  استتفاده  haze density aware lossو    feature matching lossاستتفاده از    یبرا  𝑔 یخط  یلتبد

 اند.شدهنشان داده 29و   28

(28                            )                  𝐿𝑟𝑚 = ∑  (𝑚,𝑛)∈𝐶 |𝑇
𝑚(𝐽(𝑥)) − 𝑔(𝑆𝑛(𝐼(𝑥)))| 

(29          )                  𝐿𝑤𝑟𝑚 = ∑  (𝑚,𝑛)∈𝐶 𝜓 × |𝑇𝑚(𝐽(𝑥)) − 𝑔(𝑆𝑛(𝐼(𝑥)))|                  

از  ψآموز استت؛ ام شتبکه دانشn یهدهنده لنشتان  nSاستت و متناظر آن،  teacher networkام  m  یهدهنده لنشتان mT  ینجا،در ا

 ،real transmission map یجابه  مهیدار و بمه  یرتصتاو ینبا استتفاده از تفاضتل ب توانی. مآیدیدستت مهب یستازنرمال  یاتعمل

KDDN  .را آموزش داد  KTDN  کمتک  بتهteacher network    وdehazing network    مشتتتترک آموزش    یکستتتانبتا ستتتاختتار

انتقال  ییزدابه شتتبکه مه feature level loss،  prior knowledge possessed by the teacher network یق. از طرشتتودیمداده

)با حذف    آموزش داده شتده  یشپ   teacher network  صتورتبهو   ImageNet یکه بر رو  ResNet18از   SRKTDN.  شتودیمداده

  DALF.  دهدیانتقال م ییزدامه یبرا Res2Net101 یرا به رمزگشتتا  یاریبستت statistical experiences و (یبندطبقه  هاییهل

 imitation ability of theتتا    کنتدیادغتام م  training process of knowledge distillationرا در    dual adversarialآموزش  

student network to the teacher network   را بهبود بخشتتد. استتتفاده ازknowledge distillation  یک  ییزدامه یهابه شتتبکه 

 زدایی شتتتامتل، چهتار الگوریتم مته7در جتدول    .دهتدیارائته م  external prior knowledge  یمعرف  یو کتارآمتد برا  یتدروش جتد

KDDN  ،KTDN  ،SRKTDN و DALF  اندهای مختلف مقایسه شدهویژگیبا توجه به. 
 DALF و KDDN ،KTDN ،SRKTDN زدایی شاملچهار الگوریتم مه( مقایسه ،7جدول 

 KDDN KTDN SRKTDN DALF هاویژگی

 خوب عالی  عالی  خوب دقت

 متوسط بال بال متوسط پیییدگی محاسباتی 

 کم زیاد  زیاد  متوسط های آموزشی نیاز به داده 

 متوسط پایین پایین متوسط سرعت پردازش

 خوب عالی  عالی  خوب قابلیت تعمیم

 متوسط بال بال کم حساسیت به پارامترها

 خیر بله  خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که :  7تحلیل جدول 

• KDDN  :های آموزشی متوسطی دارد و برای دهد. نیاز به دادهدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می

 .کاربردهای عمومی مناس  است

• KTDN :های آموزشی زیادی دارددقت عالی و قابلیت تعمیم بالیی دارد، اما پیییدگی محاسباتی و نیاز به داده. 

• SRKTDN  :های آموزشی زیادی دارد. همینین از اطلاعات  دقت و قابلیت تعمیم عالی دارد، اما پیییدگی و نیاز به داده

 .کندعمق استفاده می
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• DALF  :های آموزشی کمتری دارد و برای دهد. نیاز به دادهدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می

 .کاربردهای عمومی مناس  است

 یرنگ  ی فضا  یلتبدروش های مبتنی بر    7-2

  MSE یبا محاستبه 48و همکارانش   یانکوهستتند. ب  RGBسته کاناله در حالت   یرنگ  یرحذف مه، معمولً تصتاو یشتبکه ورودی

  ی هادو فضا تفاوت ینکه مه در ا  یافتنددر Dense-Haze  یدادهمجموعه  یرو  YCrCbو   RGB  یبا مه و بدون مه در فضا یرتصاو

هم هستتند. اما در به یکنزد  یاربست  RGB  یدر فضتا  یقرمز، ستبز و آب  یهاکانال ر. مقدار خطا ددهدیمنشتان یآشتکار  یعدد

 یزن  AIP-Netو قرمز استتت.   یرنگ آب یهااز مولفه یشتتترب یطور قابل توجهبه  یی، مقدار خطا در کانال روشتتناYCrCb  یفضتتا

که از   یکم  یجاستت. نتا  یدهرست  یجهنت  و به همان  دهانجام دا  synthetic datasets یرو یرنگ  یفضتا  یلاز تبد  یمشتابه ییستهمقا

  ی هاروش  یتنها حالت مؤثر برا  RGB  یکه فضتا  دهدیمآمده، نشتاندستتبه  YCrCb  یرنگ  یحذف مه در فضتا یآموزش شتبکه

  ی رنگ  یدر فضتاها  training the dehazing modelعملکرد   TheiaNet  ین،. علاوه بر ایستتن  یقعم  یادگیری مبتنی برحذف مه 

RGB  ،YCrCb  ،HSV    وLAB  یاز فضا  یرتصاو  یلکه تبد  دهندینشتان م  هایشکرده استت. آزما یلطور جامع تحلرا به  RGB   به

 مؤثر است. یآموزش مدل، روش یبرا  یرنگ  یفضاها  یگرد

 متضاد  روش های مبتنی بر یادگیری  8-2

شتتبکه  یعنوان ورودمه به  یدارا یرمعمولً تصتتو  یستتت،ن  ASM ییهکه بر پا  یحذف مه نظارت یشتتبکه یکآموزش    یندفرآ در

 positive example  یکعنوان  واضتح به  یرتصتو  یند،فرآ ین. در ایددستت آبه یواضتح  یرکه تصتو  رودیو انتظار م شتودیاستتفاده م

  ، pairs of positive and negative examples  یبا طراح  AECR-Net.  شتودیاستتفاده م  guide optimization of network یبرا

 pred J (x)بدون مه  یرو تصو  J (x)واضح  یرطور خاص، تصوبه  .دهدیآلود و بدون مه ارائه ممه  یرتصاو یبررس  یبرا  یدیجد  یدگاهد

 pred J (x)بدون مه یرو تصتتو  I (x)مه  یدارا یرتصتتو که  یدر حال  شتتوند،یدر نظر گرفته م positive sample pair  یکعنوان  به

عنوان  به  ی ترتبه  I (x)، وpred J  ،J (x)(x)،  یتقابل یادگیری. بر اساس شوندیدر نظر گرفته م negative sample pair یکعنوان  به

عنوان  حذف مه به ی، خطا(.) G یدهآموزش د  یشمدل از پ   ی. براشوندیدر نظر گرفته م ینقطه مرجع، نمونه مثبت و نمونه منف

 :یربه شرح ز شود،یمدر نظر گرفته regularization termو  reconstruction lossمجموع 

(30)                                           𝑚𝑖𝑛 ∥ 𝐽(𝑥) − 𝜓(𝐼(𝑥)) ∥1+ 𝜆∑  𝑁
𝑖=1 𝜔𝑖 ⋅

∥∥𝐺𝑖(𝐽(𝑥)),𝐺𝑖(𝜙(𝐼(𝑥)))∥∥1

∥∥𝐺𝑖(𝐼(𝑥)),𝐺𝑖(𝜙(𝐼(𝑥)))∥∥1
, 

و   یرتصو  یبازستاز یخطا یننستبت وزن ب  λ  دهد؛یمرا نشتان  یدهدآموزش  یشام از مدل از پ -i ییهل  یژگیو یخروج  iG ینجادر ا

regularization term  استتتت؛iw  استتتت؛ و   هایژگیو یخروج یبرا  یعامل وزنϕ  حذف مه استتتت.   یشتتتبکهNet-AECR  یک 

به   یپارامتر اضتاف  ینکهبدون ا  کندیفراهم م  وجودم  یهاروش یبرا universal contrastive regularization strategy  یاستتراتژ

 آنها اضافه کند.

 یرقطعیغ  یخروجروش های مبتنی بر    9-2

. اما  گذارندیبدون مه مشتتخص م  یرتصتتو یکآوردن دستتتمعمولً هدف خود را به یقعم  یادگیریبر  یحذف مه مبتن  هایروش

کند که باعث گستترش   یدمختلف تول یهابدون مه با ستبک  یرتصتاو  تواندیم  ی،دو بعدنهان  یتنستورها  یبا معرف  pWAEروش 

( استتفاده sz« )styleنهان »  ی( و فضتاhz« )dehazingنهان »  یحذف مه از فضتا  یبرا  pWAE. روش شتودیآموزش م  یهدف کل

 شود:میاستفاده صورت زیر به transformation of the space ی( براσ) استاندارد( و انحراف μ)  یانگینو از توابع م  کندیم

(31      )                                                            𝑧ℎ→𝑠 = 𝜎(𝑧𝑠) (
𝑧ℎ−𝜇(𝑧ℎ)

𝜎(𝑧ℎ)
) + 𝜇(𝑧𝑠) 

  degree of style transformationکرد تا    یمرا تنظ  ییفضتا  یبردارشتدت نقشته توانیاستت که چگونه م  ینا یعیال طبؤست یک

𝑧ℎ یاز ماوول خط  pWAEکنترل شتود. 
𝑠 = 𝛼𝑧ℎ→𝑠 + (1 − 𝛼)𝑧ℎ ینوزن ب یمتنظ یبرا dehazed image   وstyle information  

 styleمتناظر با    stylizedشتتده به   یلمختلف تبد یهابا درجه  dehazed  یرتصتتاو توانی، مα یرمتغ  یمبا تنظ.  کندیاستتتفاده م
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image (.  یکه مه گرفته استت )مثل مه صتبحگاه یددار  یعکست  یدتصتور کن آورد.دستترا بهDehazeFlow  یروش جال  برا یک 

حذف کنند. اما   یرطور کامل از تصتتومه را به  ی،قطع یمحاستتبه یکبا    کردندیم  یستتع  یمیقد  یهامه استتت. روش ینرفع ا

DehazeFlow  نتام بته  یتدجتد  یعصتتتب  یشتتتبکته یتکاز   لیتل،د یناستتتت. بته هم  ینتاناطم  یرقتابتلکتار ستتتختت و غ  ینا  گویتدیم" 

conditional normalizing flow network" بدون مه( چه  یاصتل  یرحدس بزند که تصتو  تواندیشتبکه م ین. اکندیاستتفاده م(

  یعنی .  زندیم یلحدس احتما ینبلکه چند  زند،یحدس نم یکفقط   DehazeFlowاستت که   ینمهم ا یبوده استت. نکته یشتکل

 یرتصو  یمه گرفته، چند حالت مختلف برا یرتصو ینبا توجه به ا  گویدیبوده، م  یشکل ینا حتماً یاصل صویرت  یدبگو  ینکها یجابه

  تواند یو نوع رفع مه م یزانم  یها براآدم  ییقه. چون ستتلدهدیم  یریپذچند حالت مختلف به ما انعطاف  ینوجود دارد. ا یاصتتل

عکس خود   یحتالتت را برا  ینکته بهتر  دهتدیامکتان را م  ینمتا ا  همختلفش، بت  یهتابتا حتدس  DehazeFlowمتفتاوت بتاشتتتد. پس  

 :اندهای مختلف مقایسه شدهبا توجه به ویژگی DehazeFlow و pEAE زدایی شامل، دو الگوریتم مه8در جدول    .یمانتخاب کن

 DehazeFlow و pEAE زدایی شاملدو الگوریتم مه ( مقایسه8جدول 

 pEAE DehazeFlow هاویژگی

 عالی  عالی  دقت

 بال متوسط پیییدگی محاسباتی 

 زیاد  زیاد  های آموزشی نیاز به داده 

 پایین متوسط سرعت پردازش

 عالی  خوب قابلیت تعمیم

 بال متوسط حساسیت به پارامترها

 خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که :  8تحلیل جدول 

• pEAE  :داده به  نیاز  پیییدگی محاسباتی متوسطی دارد.  عالی و  عمومی  دقت  برای کاربردهای  زیادی دارد و  های آموزشی 

 .مناس  است

• DehazeFlow :دقت بسیار بال و قابلیت تعمیم عالی دارد، اما پیییدگی محاسباتی آن بال است و سرعت پردازش پایین است. 

 ( Retinexینکس )مدل رت  10-2

. علاوه بر دهندیرا نشتان م image dehazingو   Retinexمدل   ینب dualityارتباف  یستتندن یقعم  یادگیری  یهکه بر پا تحقیقاتی

  یییده پ   یو شتبکه عصتب Retinexمدل   ی [ ترک52]  یرکار اخ  ،گرفتیطور گستترده مورد استتفاده قرار مکه قبلاً به  ASMروش 

(CNNرا برا )ی. تهورکندیم یحذف مه بررستت ی  Retinex  عنوان حاصتتلضتترب به  تواندیم  یرکه تصتتو  دهدیم یشتتنهادپ  را ینا

  یرتصتتو  ینثابت نور استتت، ارتباف ب  Rبازتاب   ینکهدر نظر گرفته شتتود. با فرض ا L ییو نقشتته روشتتنا  Rبازتاب   یرتصتتو  یانقطه

 ، مانند:مدل کرد retinex  یهبر پا یهمدل تجز یکبا استفاده از  توانیبدون مه را م یرآلود و تصومه

(32)                                                       𝐼(𝑥) = 𝐽(𝑥) ∗
𝐿𝐼

𝐿𝐽
= 𝐽(𝑥) ∗ 𝐿𝑟, 

شتده در اثر مه در شتده و پراکندهعنوان نور جذببه توانیرا م rL.  شتودیکردن مولفه به مولفه استتفاده مضترب  یعلامت * برا

 rLتر،  ستاده  یعبارت. بهشتودیم یینتع JL  یعیطب  ییو نقشته روشتنا  ILآلود  مه یرتصتو  یینظر گرفت که توستط نستبت نقشته روشتنا

از   ی( در نستبتIL)  یرمقدار با ضترب کردن مقدار نور موجود در تصتو یناستت. ا  یرتصتو ییروشتنا یمه رو  یرتأث  یزانم  یدهندهنشتان

مه نور   دهدیمباشتد، نشتان  یشتترمقدار ب ین. هرچه اآیدیدستت ممه قرار گرفته، به یرتأث( که تحتJL)  یطمح  یعینور طب  یزانم

مفهوم  یزیکیاز نظر ف  ASM یجروش رانسبت به Retinexروش  داده که اننش یقاتتحق پراکنده کرده است.  یارا جذب   یریشتب

رفع مه  ی( براCNN)  یییدهپ   یعصتب یهاطور گستترده با شتبکهاما هنوز به ددار  یازن  ینتخم یبرا  یترکم  یو پارامترها  یترستاده

 است.  نشده ی ترک

 (Residual Learning) یماندهباق  روش های مبتنی بر یادگیری  11-2



 علمی سول  و اری فررستگ/  مروری بر تکنیک های مبتنی بر یادگیری ماشین جهت مه زدایی تصاویر دیجیتال

(70) 

 یربا مه را به تصتو یرکه تصتو  یرندبگ  یاد  یدبا  یعصتب یهاطور معمول، شتبکه. بهیمبردار یرتصتو  یکمه را از    خواهیمیم  یدکن فرض

تر  شتبکه را ستاده  یادگیری  کنندیوجود دارند که ادعا م  «یماندهباق  یادگیرینام »به  یدیجد یهاکنند. اما روش  یلبدون مه تبد

که چه   گیردیمیاد  شتبکه   یریم،بگ  یادبا مه   یربدون مه را از تصتو یرتصتو یماًمستتق ینکها یجابه  یمانده،باق  یادگیری در  .کنندیم

روش حذف مه  چندین  .استت  «یماندههمان »باق ییر،تغ ین. ایمبدون مه برست  یربا مه انجام دهد تا به تصتو  یرتصتو یرو ییراتیتغ

[ تفتاوت 7]  GCANetنام  به  یامثتال، شتتتبکته  ی. براکننتدیعمتل م یرووجود دارد که در کل تصتتت  یمتاندهباق  یادگیریبر استتتاس 

𝐽(𝑥)}(  یمانده)باق − 𝐼(𝑥)} یگرد  یها. روشگیردیدر نظر م ستتازیینهعنوان هدف بهبا مه را به یربدون مه و تصتتو یرتصتتو ینب 

ارتباف را  ینا توانی( ارتباف دارد و مASMنام )به یبا روشت  یماندهباق  یادگیریمعتقدند که   POGANو    DRL   ،SID-HLمانند

 :آورددستبه  ASM  یفبا بازتعر

(33                            )     𝐼(𝑥) = 𝐽(𝑥) + (𝐴 − 𝐽(𝑥))(1 − 𝑡(𝑥)) = 𝐽(𝑥) + 𝑟(𝑥), 

  r (x) = (A - J (x))(1 - t (x)) صتتورتبه توانیرا م (r (x)) مه گرفته یرموجود در تصتتو یاستتت که خطا ینفرض بر ا در اینجا

عبارت به .است  یروابسته به خود تصو یگنالس یکهم   t (x) بدون مه و یرتصو  J (x)شدت مه است،   Aرابطه،  ینداد. در ا  یشنما

مه گرفته  یرموجود در تصتو  یخطا  کندیم  یشتبکه ستع  یم،( را حدس بزنJ (x)بدون مه ) یرتصتو  یماًمستتق ینکها یجاهتر، بستاده

(r (x) را )یربه تصتو  توانیمیمه گرفته، م  یرخطا از تصتو ین. با کم کردن ایردبگ  یاد ( بدون مهJ (x) = I (x) - r (x)برست )در   .یم

 :اندهای مختلف مقایسه شدهبا توجه به ویژگی POGAN و GCANet  ،DRL  ،SID-HL زدایی شامل، چهار الگوریتم مه9جدول  
 POGAN و GCANet ،DRL ،SID-HL زدایی شاملچهار الگوریتم مه( مقایسه ، 9جدول  

 GCANet DRL SID-HL POGAN هاویژگی

 عالی  عالی  خوب عالی  دقت

 بال بال متوسط بال پیییدگی محاسباتی 

 زیاد  زیاد  کم زیاد  های آموزشی نیاز به داده 

 پایین پایین متوسط پایین سرعت پردازش

 عالی  خوب خوب عالی  قابلیت تعمیم

 بال بال متوسط بال حساسیت به پارامترها

 خیر بله  خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که :  9تحلیل جدول 

• GCANet  :های آموزشی زیادی  دقت عالی و قابلیت تعمیم بالیی دارد، اما پیییدگی محاسباتی آن بال است و نیاز به داده

 .دارد

• DRL  :های آموزشی کمتری دارد. دقت آن خوب است و پیییدگی محاسباتی  ویکرد یادگیری تقویتی دارد و نیاز به دادهر

 .متوسطی دارد

• SID-HL  :های  کند و نیاز به دادهدقت بسیار بال و پیییدگی محاسباتی بالیی دارد. همینین از اطلاعات عمق استفاده می

 .آموزشی زیادی دارد

• POGAN :دقت عالی و قابلیت تعمیم خوبی دارد، اما پیییدگی محاسباتی آن بال است و سرعت پردازش پایین است. 

 (Frequency Domain) حوزه فرکانس روش های    12-2

استتخراج   یبرا  یرکردن ابعاد تصتو  یاداز کم کردن و ز معمولً (CNN) ییشتیپ   یعصتب  یهاحذف مه با استتفاده از شتبکه  یهاروش

  .کندیتوجه م  یرموجود در تصتو  یکمتر به اطلاعات فرکانست  یندفرا ین. اما اکنندیبدون مه استتفاده م  یرتصتو یو بازستاز  یژگیو

 یهروش: قرار دادن تابع تجز  اولین  :حذف مه وجود دارد  یهاو شتتبکه  یفرکانستت یلتحل ی ترک یبرا یکردحال حاضتتر دو رو در

 یکعنوان به  یفرکانست  یهروش: استتفاده از تجز دومین .استت ییشتیپ  یعصتب  یموجک( درون شتبکه  یل)مثل تبد  یفرکانست

جزء فرکانس    یکرا به   یرتصتتو  یک توانیموجک م  یلعنوان مثال، با استتتفاده از تبدبه .استتت خطا یمحاستتبه یبرا  یتمحدود

معکوس   یل( و تبدDWTموجک گستتستتته )  یلاز تبد   "Wavelet U-net " یکرد. شتتبکه  یهو ستته جزء فرکانس بال تجز  یینپا

از   کند.  یابیبال باز یفیتها، را با کلبه  بدون مه، خصتوصتاً  یرمهم تصتو یاتتا بتواند جزئ  کندی( استتفاده مIDWTموجک گستستته )
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بتال  -یین(، پتاLL)  یینپتا-یینبتا ستتتطوح پتا  یدو بعتد  یهتا، موجتکψو تتابع موجتک )·(    ϕ)·(    یبعتدیتک  دهییتاستتابع مق  یقطر

(LHبال ،)-یینپا  (HLو بال ،)-( بالHHبه )شوندیمحاسبه م یرصورت ز: 

(34          )                                               

Φ𝐿𝐿(𝑚, 𝑛) = 𝜙(𝑚)𝜙(𝑛),

Ψ𝐿𝐻(𝑚, 𝑛) = 𝜙(𝑚)𝜓(𝑛),

Ψ𝐻𝐿(𝑚, 𝑛) = 𝜓(𝑚)𝜙(𝑛),

Ψ𝐻𝐻(𝑚, 𝑛) = 𝜓(𝑚)𝜓(𝑛),

 

استتخراج    یموجک برا  گابور  ییهاز تجز  MsGWNی  شتبکه  دهند.یرا نشتان م  یو عمود  یمختصتات افق ی ترتبه n و m ینجادر ا

 یررا از جهات مختلف تصتو  یاطلاعات فرکانست  تواندیم یهزاو  یرمقاد یمروش با تنظ ین. اکندیاستتفاده م یرتصتو یو بازستاز  یژگیو

 Haarهار موجک )  ییهستتاده، از تجز یهابا روش  یرتصتتو یکم کردن اندازه یجابه    EMRA-Netی  شتتبکه  استتتخراج کند.

Wavelet Decompositionاند  نشان دادهیراخ یقاتتحق  .کندیکمک م یربافت تصتو یاتروش به حفظ جزئ ین. اکندی( استتفاده م

  یابی بهبود باز یراب یموجک دوبعد یلتبداز  توانیتابع خطا، م  یا  ییشتیپ   یعصتب  یموجک درون شتبکه یلکه با قرار دادن تحل

حذف مه  یرا برا یعصتب هایشتبکهموجک و   ییهنظر یتکارها با موفق ینکرد. ااطلاعات فرکانس بال در حوزه موجک استتفاده

در حوزه فرکتانس    یتتمحتدود  یتکعنوان بته یتهفور  یعستتتر  یتلتبتد  یاز تتابع خطتا  TDN یشتتتبکته  ین،بر ا  علاوه  .کننتدیم  یت ترک

  یر تصتاو یبصتر یفیتآموزش با نظارت( ک  ی)در مرحله یردامنه و فاز تصتو یشتده بر روروش با آموزش داده ین. اکندیاستتفاده م

-Wavlet-U زدایی شامل، چهار الگوریتم مه10در جدول   .بخشدیبهبود م یخروج  یدر مرحله  یاضاف حاسباتبه م  یازرا بدون ن

net  ،MsGWN  ،EMRA-Net و TDN اندهای مختلف مقایسه شدهه ویژگیبا توجه ب: 
 TDN و Wavlet-U-net ،MsGWN ،EMRA-Net زدایی شاملچهار الگوریتم مه ( مقایسه10جدول 

 Wavlet-U-net MsGWN EMRA-Net TDN هاویژگی

 خوب عالی  خوب عالی  دقت

 متوسط بال متوسط بال پیییدگی محاسباتی 

 متوسط زیاد  زیاد  متوسط های آموزشی نیاز به داده 

 متوسط پایین پایین متوسط سرعت پردازش

 خوب عالی  خوب خوب قابلیت تعمیم

 متوسط بال بال متوسط حساسیت به پارامترها

 خیر بله  خیر خیر استفاده از اطلاعات عمق 

 نشان می دهد که : 10تحلیل جدول 

• Wavlet-U-net  :های آموزشی متوسطی دارد و برای کاربردهای  دقت عالی و پیییدگی محاسباتی بالیی دارد. نیاز به داده

 .عمومی مناس  است

• MsGWN  :های آموزشی زیادی دارد. پیییدگی محاسباتی آن متوسط است و سرعت پردازش دقت خوبی دارد و نیاز به داده

 .پایین است

• EMRA-Net  :می استفاده  عمق  اطلاعات  از  دارد. همینین  بالیی  محاسباتی  پیییدگی  و  بال  بسیار  به دقت  نیاز  و  کند 

 .های آموزشی زیادی داردداده

• TDN  :ارائه می را  پیییدگی محاسباتی متوسطی  دارد و  به دادهدقت خوبی  نیاز  برای دهد.  های آموزشی کمتری دارد و 

 .کاربردهای عمومی مناس  است

 ( Joint Dehazing and Depth Estimationصورت مشترک )عمق به  ین حذف مه و تخم  13-2

  یر تأث  شتتوند،یم  یآور( جمعLiDAR) یدارکه توستتط دستتتگاه ل  یبر دقت اطلاعات عمق  توانندیآلود ممه یطذرات معلق در مح

  طبق مدل   به حذف مه کمک کنند.  توانندیبال م یفیتعمق با ک  ینتخم  هاییتمنشتتان داده استتت که الگور  S2DNetبگذارند.  

ASMکه ب  دانیمی، م( نقشتته انتقال نورین/transmission map) (t(x) و )(نقشتته عمق/depth map) (d(x)  )یی نما یرابطه یک  

𝑡(𝑥)معکوس وجود دارد:  = 𝑒−𝛽𝑑(𝑥)  یزیکی،ف  یوابستتگ ینبر استاس ا  SDDE  ( از چهار رمزگشتاdecoderاستتفاده م )تا    کندی

 یک   SDDEطور خاص،  آموزش دهد.. به  یکپارچهصورت  بدون مه، نقشته انتقال نور و نقشه عمق را به یرنور هوا، تصتو هایینتخم



 علمی سول  و اری فررستگ/  مروری بر تکنیک های مبتنی بر یادگیری ماشین جهت مه زدایی تصاویر دیجیتال

(72) 

(  std)  یارمعکه مقدار انحراف  کندیم یشنهادمشاهده پ   ینرا بر اساس ا  (depth-transmission) انتقال-عمق یسازگار یتابع خطا

 :کند یلسمت صفر مبه یدبا( depth map)و نقشه عمق ( transmission map)جفت نقشه انتقال نور  یبرا

(35     )                                         𝐿 =∥  std (ln(𝑡pred (𝑥)/𝑑pred (𝑥))) ∥2, 

نقشته   یدهندهنشتان pred d(x)و   (predicted transmission map)  شتدهبینییشنقشته انتقال نور پ   یدهندهنشتان pred t(x) ینجادر ا

( را cascaded network) یآبشتار یشتبکه یکبهبود عملکرد حذف مه،   یبرا  TSDCN-Net  یشتبکه  استت.  شتدهبینییشعمق پ 

 ینکه ا  دهندینشتتان م  یکم  یشتتگاهیآزما  یجکرده استتت. نتا یاطلاعات عمق طراح  بینییشبا پ   یادو مرحله یهاروش یبرا

،  S2DNet زدایی شتتامل، ستته الگوریتم مه11در جدول    دقت کار حذف مه را بهبود بخشتتد.  تواندیمشتتترک م  ینروش تخم

SDDE و TSDCN-Net اندهای مختلف مقایسه شدهبا توجه به ویژگی: 
 TSDCN-Net و S2DNet ،SDDE زدایی شاملسه الگوریتم مه ( مقایسه 11جدول 

 S2DNet SDDE TSDCN-Net هاویژگی

 عالی  خوب عالی  دقت

 بال متوسط بال پیییدگی محاسباتی 

 زیاد  متوسط زیاد  های آموزشی نیاز به داده 

 پایین متوسط پایین سرعت پردازش

 عالی  خوب عالی  قابلیت تعمیم

 بال متوسط بال حساسیت به پارامترها

 بله  خیر بله  استفاده از اطلاعات عمق 

 نشان می دهد که : 11تحلیل جدول 

• S2DNet  :های آموزشی زیادی دارد و برای کاربردهای پیشرفته  دقت عالی و پیییدگی محاسباتی بالیی دارد. نیاز به داده

 .مناس  است

• SDDE  :های آموزشی کمتری دارد و برای  دهد. نیاز به دادهدقت خوبی دارد و پیییدگی محاسباتی متوسطی را ارائه می

 .کاربردهای عمومی مناس  است

• TSDCN-Net  :های  کند و نیاز به دادهدقت عالی و پیییدگی محاسباتی بالیی دارد. همینین از اطلاعات عمق استفاده می

 .آموزشی زیادی دارد

 نتیجه گیری   - 3

های مختلف پیشتنهاد  در نهایت برای رستیدن به یک جمع بندی کلی و برای نشتان دادن یک تصتویر کلی از نقاف ضتعف روش

دلیل نبود هب [3,4,6,28,44]های مبتنی بر خطا مانند  روش استتت.انجام شتتده 12ای در جدول شتتده تاکنون، یک کار مقایستته

پویا و تطبیقی نیستتند و ثابت حستاب   [11,25]های مبتنی بر ویژگی و الگوی آماری تصتویر مرجع همواره تقریبی هستتند. روش

در مواقعی که تصتویر ثابت و مقدار ویژگی صتفر استت دچار مشتکل   [15]شتوند، بنابراین در شترایط مختلف افت کارایی دارند.  می

کارایی   اند و معمولًشتتدهراحیعمومی ط [17,36,47,49]موزش داده شتتده مانند  آهای پیش عدم تعریف لگاریتم استتت. شتتبکه

همه   [52-7,50]های مختلف تصتتویر دارای مه مانند  های مبتنی بر ارتباف بین بخشنستتبی مناستتبی در حذف مه دارند. روش

الگوی زمان فرکانس    [29,53]شتوند. تبدیل موجک آماری هستتند و در شترایط مختلف منجر به بروز خطاهای عدم قطعیت می

نیز بته   [54,55]هتای متاننتد  هتا دارد. روشهتا و جهتتتری نستتتبتت بته تبتدیتل فوریته دارد امتا مشتتتکلاتی در متدل کردن منحنیقوی

های  های اضتافه عمق و رادار یا ستنستور نیاز دارند که همیشته در دستترس نیستت. با توجه به این ایرادات هنوز نیاز به روشداده

 شود. بهتر مه در شرایط مختلف و حذف آن احساس میمبتنی بر هوش مصنوعی و تطبیقی با هدف الگو کردن 

 یا اش  یبندو دسته  یصتشخ  ی حذف مه برا  یتاهم  1-3

  یااش  یصتشخ  های یتم الگور  یرا برا  یمشکلات مختلف  تواندیم  یرکه وجود مه در تصو  دهند ی[ نشان م3شده ]انجام  تحقیقات

  یرقابل غ   بینییشو پ (  Inaccurate Localizations)نادرست    یابی مکان  (،Missing Targets)  یاکند، مانند جا افتادن اش  یجادا

  مشکل   یجاد اند که مه باعث اکرده  یان ب  یراخ  یکارها  ین،. همین(Unconfident Category Predictionیء ) نوع ش  یناناطم
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سطح    ی کارها  یبرا  پردازشیشپ   یمرحله  یک عنوان  حذف مه به  یندطور معمول، فرابه  .شودیم   یرتصو  یصحنه   یی در درک معنا

-AODو    یااش  ییشناسا  یتم[ الگور3و همکاران ]  لی  .شودیم ها جداگانه انجامو از آن   شودیمدر نظر گرفته  یوترکامپ  یناییب  یبال

Net   یااش  یصبه بهبود عملکرد تشخ  تواندیحذف مه م  یتمکه الگور  دادندنشان    یجاند و نتا کرده  سازیینه طور مشترک بهرا به 

است   نآموزش مشترک ممک  یندر ح  یاآشکارساز اش  یپارامترها  یقدق  یمکه تنظ  کندیم  یشنهاد[ پ 5]  LEAALکمک کند.  

  یات شود. برخلاف عمل  یدهدآموزش   یشاز پ   ییزداشده توسط شبکه مه   یدبدون مه تول  یربه تصاو  یلآشکارساز متما  یکمنجر به  

  یو پارامترها  کندیاستفاده م  ییزدامه   یبرا  یکمک  یفهوظ  یکعنوان  به  یااش  ییاز شناسا  LEAALو همکاران،    یل  یقدق  یمتنظ

 .شوندینم یروزرسانآموزش به ینددر طول فرآ املطور کبه یاآشکارساز اش
 های مختلف حذف مه و نقاط قوت و ضعف آنها( مقایسه روش12جدول 

 دقت بالا دسته بندی 
انعطاف  

 چذیری 

داده های  

 اموزشی

تعمیم 

 پذیری 
عدم نیاز به 

HW 

حساسیت  

 ارامتر پبه 

احتمال  

 بیشبرازش

پیچیدگی  

 زمانی

 A ✓   ✓     و t (x) یادگیری مشترک

 ✓ ✓  ✓ ✓  ✓  بدون جاسازی  ASM استفاده از
    ✓  ✓  ✓ آگاه -روش های سطح

   ✓  ✓  ✓ ✓ ادغام چند عملکردی 

     ✓ ✓ ✓  تبدیل و تجزیه ورودی 

  ✓ ✓  ✓ ✓ ✓  روش های مبتنی بر دانش انتقالی

     ✓ ✓ ✓  تبدیل فضای رنگی 

   ✓ ✓ ✓ ✓  ✓ یادگیری متضاد 

   ✓  ✓  ✓ ✓ خروجی غیرقطعی

     ✓  ✓  ( Retinexمدل رتینکس )

   ✓ ✓    ✓ یادگیری باقیمانده 

     ✓  ✓  حوزه فرکانس

 ✓ ✓ ✓     ✓ حذف مه و تخمین عمق مشترک 

 

UDnD  [20]  یتکحتذف مته و    یشتتتبکته  یتک( بتا آموزش مشتتتترک  یءشتتت  یصهر دو روش )حتذف مته و تشتتتخ  یتایاز مزا 

با   یءشت یصتشتخ  ی. شتبکهکندی( استتفاده مdense-awareتراکم ) یصتشتخ  یتبا قابل یااشت  یاچندمنطقه یدهندهیصتشتخ

 ییه( و ناحRegion Proposal Network) یهناح یشتتتنهادپ   یکه در شتتتبکه  یابیو مکان یبنداستتتتفاده از اصتتتطلاحات طبقه

به کار    UDnDکه توستط   اییفهآموزش چندوظ یکرد. روشتودیمآموزش داده  شتود،ی( استتفاده مRegion of Interestموردعلاقه )

تراکم    ستطوح  یحوزه برا یکدرون   یماندهباق  یهامختلف و شتکاف یهاحوزه ینب  یافتهکاهش  یهاشتکاف  تواندیم شتود،یمگرفته

 .یردرا در نظر بگ  فاوتمت

(  ASMرا بدون استتتتفاده از مدل ) یوترکامپ  یناییب  یستتتطح بال  یحذف مه و کارها توانیاند که منشتتتان داده  یراخ یقاتتحق

تا از   کنتدیم ی ترک یکپتارچهچارچوب    یکرا در  ییزداو مه  ییمعنتا  بنتدییم[ تقستتت24]  SDNet  صتتتورت همزمان انجتام داد.به

در  یکنقشتتته تفک  هایبینییشپ  ییهاستتتتفاده کند. با تعب ستتتازیینهبه یندفرآ یبرا  یتمحدود یکعنوان به  ییاطلاعات معنا

و تابع   هایکستتلتک پ تک  یبرا یبندطبقه یمشتتترک از تابع خطا  ستتازیینهبه  یکطور همزمان به  SDNetحذف مه،   یشتتبکه

 عبارت است از:(  Classification loss) یبندطبقه یان. زدهدیانجام م یونرگرس یخطا

(36       )                                                 𝐿sem (𝑠, 𝑠
∗) = −

1

𝑃
∑  𝑖 𝑠𝑖

∗log,(𝑠𝑖), 

 یقو دق  یدستت  یگذاربرچست   یدهنده؛ نشتانi(  یکستل)پ  یتموقع یبرا  یبندطبقه  بینییشپ  is ها؛یکستلتعداد کل پ   Pینجادر ا

کردن  ی اند که با ترک[ نشتان داده20، 24، 45] یراخ یقاتتحق .( استتground-truth semantic annotation)  یتآن موقع یبرا

روش مشتترک  ینصتورت همزمان انجام داد. اکارها را به  ینا توانیحذف مه، م یهابا شتبکه یااشت  یصو تشتخ یکتفک  یکارها

 گرفته  یاد  هاییژگیا ویررا کاهش دهد، ز  یبار محاستتتبات یتا حدود  تواندیم یوترکامپ  یناییب  یستتتطح بال  یحذف مه و کارها

حذف مه را   یینهپژوهش در زم  یو کاربردهااهداف    تواندیم یکردرو ینا ین،در هر دو بخش قابل اشتتراک هستتند. همین  شتده

 گسترش دهد.
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 حذف مه   ی( برا End-to-End CNNسرتاسر )  یچشیپ  یعصب  یهاشبکه  2-3

که معمولً از   شتتودیاستتتفاده م ASM بر عدم استتتفاده از  ینظارت شتتده مبتن  هاییتمالگور  یبرا  "End-to-End" اصتتطلاح

بدون مه را   یرتصتو  یکو   گیرندیم یعنوان ورودآلود را بهمه یرتصتو یکاند که شتدهیلمناست  تشتک یبا طراح یعصتب یهاشتبکه

ها اشتاره  آن  ینتراند که در ادامه به مهمشتدهستاخته یمختلف  هاییدهها بر استاس اشتبکه ینند. اکنیم یدتول یعنوان خروجبه

 :کنیمیم

 ]. FFA-Net [30،]] GridDehazeNet 32 [،] SAN 18[،] HFF 56 :توجه یزممکان -

 .] CAE 22 [یی:رمزگشا-ییرمزگشا -

 . CEDH [23]-123بر بلوک متراکم:  یمبتن -

 . MSBDN، DSEU [8][37]   :شکل U -ساختار -

 DMHN [56 .] :یمراتبشبکه سلسله  -

  4kDehazing.[57]  :درنگیشبکه ب یادگیریادغام با   -

  یادگیری   یهااند که مدلاند و نشتان دادهحذف مه داشتته  یبر کل حوزه یمهم  یرتأث  End-to-Endکانولوشتنال  یعصتب یهاشتبکه

 باشند. یدحذف مه مف یبرا  توانندیم  یمتعدد یقعم

 ( چالش های مساله مه زدایی تصاویر دیجیتال 13جدول 

 راهکارهای احتمالی تأثیر بر تصویر  علت اصلی چالش

ابهام در مدل 

 پراکندگی نور

عدم قطعیت در تخمین نور جو و نقشه  

 انتقال 

کاهش دقت در مناطق با مه غلیظ یا 

 نورپردازی پیییده 

های فیزیکی با یادگیری عمیق )مثل ترکی  مدل

 های مبتنی بر توجه( شبکه

 ها اختلال رنگ
تخمین نادرست نور جو یا اصلاح 

 ازحد طیف رنگ بیش

های غیرطبیعی در آسمان یا  رنگ 

 سطوح روشن

های رنگی در تابع هزینه استفاده از محدودیت

 شبکه عصبی

 از بین رفتن جزئیات
ها هنگام حذف مه یا حذف ناخواسته بافت

 تقویت نویز 

ها یا افزایش نویز در محو شدن لبه

 مغز )مثل برگ درختان(مناطق کم

سازی نقشه انتقال با فیلترهای حفظ بهینه

 ( Guided Filter مثل)جزئیات

 پردازش زمان واقعی
 های پیییده محاسبات سنگین در مدل

(GANsهای عمیق، شبکه) 

تأخیر در پردازش تصاویر با رزولوشن 

 بال یا ویدیوها 

 معل) های سبککاهش پارامترهای مدل با معماری 

 افزارهای خاص یا استفاده از سخت

 پذیری عدم تعمیم 
های مصنوعی )آموزش( و  تفاوت بین داده 

 تصاویر واقعی )تست( 

عملکرد ضعیف در شرایط نوری متنوع 

 های نامتعارف یا مه

 های آموزشی با تصاویر واقعی وافزایش داده 

Augmentation 

بررستی ستوابق موجود می توان در نهایت به چالش های اصتلی در حوزه پژوهش های مستاله مه زدایی تصتاویر دیجیتال رستید. با 

 عبارتند از: زدایی تصاویرهای اصلی در زمینه مهچالش

و نور محیط )مثل نور خورشید( اغل  غیرخطی و وابسته به عمق   مه رابطه بین  :های فیزیکی پراکندگی نورابهام در مدل .1

است مه  مثلا  .صحنه  با  مناطق  تخمیندر  غلیظ،  جو های  انتقال و (Atmospheric Light) نور   Transmission) نقشه 

Map) دقت کمتری دارد. 

های آسمان یا سطوح سفید  ازحد، رنگهای سنتی ممکن است با اصلاح بیشعلت: روش:  های طبیعی تصویراختلال در رنگ .2

 .صورت غیرواقعی نمایش دهندرا به 

های ظریف )مثل برگ درختان(  را تقویت کنند یا بافت نویز های قوی ممکن استچالش: الگوریتم:  از بین رفتن جزئیات ریز .3

 .را محو کنند

برای تصاویر با رزولوشن بال یا ویدیوها به منابع محاسباتی سنگین   ( GANs مثل)   های پیییدهمدل:   پردازش در زمان واقعی  .4

 .نیاز دارند

ممکن است شرایط نوری یا غلظت مه در   (RESIDE مثل) های مصنوعیداده:    های آموزشی با دنیای واقعی عدم تطابق داده .5

 .تصاویر واقعی را پوشش ندهند

ی بیان شده  هاچالش.تر فراهم شودشود تا امکان تحلیل سادهای ارائه میمقایسه 13 زدایی تصاویر در جدولهای اصلی مهچالش

. از ستوی دیگر اولویت را دشتوارتر کند پردازش زمان واقعی ممکن استت   پذیریتعمیم مثلاً بهبودبعضتا وابستتگی متقابل دارند  



  1404بستان  تا   -   دوم  شماره    - سوم  سال    -   ها ها و پردازش داده نشریه هوشمندسازی سیستم    

(75) 

در کاربردهای پزشتتکی،  یندی راهکارها در بررستتی و پاستتخ به این چالش ها می بایستتت در نظر گرفته شتتود به عنوان مثال  

 .تر استمهم سرعت پردازش جزئیات از حفظ

مستتهله حذف مه از تصتتاویر دیجیتال به عنوان یک چالش مهم در زمینه بینایی کامپیوتری مطرح استتت. وجود مه در تصتتاویر  

بینی  یابی نادرستت و پیشهای تشتخیص اشتیا ایجاد کند، از جمله جا افتادن اشتیا، مکانتواند مشتکلاتی جدی برای الگوریتممی

های پردازش ضروری برای بهبود عملکرد سیستمغیرقابل اطمینان نوع شیء. به همین دلیل، حذف مه به عنوان یک مرحله پیش

بینایی کامپیوتری در کاربردهای مختلف، از جمله خودروهای خودران، نظارت تصتویری و تشتخیص اشتیا، اهمیت دارد. با افزایش 

کارآمد برای حذف مه و بهبود کیفیت تصاویر  های مؤثر و  های هوش مصنوعی و یادگیری ماشین، نیاز به روشاستفاده از فناوری

 .شوددر شرایط مختلف بیش از پیش احساس می

گذارند. این ستازی مستهله حذف مه شتامل شتناستایی و تجزیه و تحلیل عوامل مختلفی استت که بر کیفیت تصتویر تأثیر میمدل

های ریاضی  سازی این مسهله، معمولً از تکنیکهای فیزیکی مه هستند. برای مدلعوامل شامل نور محیط، عمق صحنه و ویژگی

کنند تا رابطه بین مه و  ها به ما کمک میشتود. این مدلهای انتقال استتفاده میهای پراکندگی نور و نقشتهو فیزیکی مانند مدل

هتای مؤثری برای حتذف مته از تصتتتاویر توستتتعته دهیم. همینین، استتتتفتاده از نور محیط را بهتر درک کنیم و بته تبع آن، روش

های آموزشتی برای بهبود دقت و  که از دادهدهد  های یادگیری ماشتین به ما این امکان را میهای عصتبی عمیق و تکنیکشتبکه

 .برداری کنیمها بهرهکارایی الگوریتم

های  های مبتنی بر ویژگی، روشهای مبتنی بر خطا، روششتوند: روشهای حذف مه به طور کلی به چند دستته تقستیم میروش

[، به دلیل عدم وجود تصتویر مرجع، 44،  28،  6،  4،  3های مبتنی بر خطا، مانند ]های آماری. روششتده و روشآموزش دادهپیش

[ بته دلیتل عتدم تطبیق بتا  25،  11هتای مبتنی بر ویژگی و الگوهتای آمتاری ]دهنتد. در مقتابتل، روشمعمولً نتتایج تقریبی ارائته می

[ معمولً کارایی مناسبی  49، 47،  36،  17شده ]آموزش دادههای پیششرایط متغیر، در برخی موارد کارایی کمتری دارند. شبکه

های آماری که به تحلیل روابط بین ینین، روشدر حذف مه دارند، اما ممکن استت در شترایط خاص دچار محدودیت شتوند. هم

توانند منجر به بروز خطاهای عدم قطعیت شتتوند. از ستتوی دیگر، تبدیل  [ می52-50،  7پردازند ]های مختلف تصتتویر میبخش

هتا  هتا و جهتتستتتازی منحنیتری نستتتبتت بته تبتدیتل فوریته دارد، امتا در متدلفرکتانس قوی-[ نمتاینتدگی زمتان53،  29موجتک ]

دهد که هر روش دارای مزایا و معای  خاص خود استت و هنوز نیاز به توستعه مشتکلاتی دارد. به طور کلی، این مقایسته نشتان می

 .شودهای جدید و ترکیبی احساس میروش

های  های فیزیکی پراکندگی نور، اختلال در رنگزدایی تصتتتاویر دیجیتتال شتتتامل ابهام در مدلهای اصتتتلی در حوزه مهچالش

های آموزشتی با شترایط واقعی استت. ابهام در طبیعی، از بین رفتن جزئیات ریز، نیاز به پردازش در زمان واقعی و عدم تطابق داده

هتای پراکنتدگی نور بته دلیتل غیرخطی بودن رابطته بین مته و نور محیط، بته ویژه در شتتترایط غلیظ، دقتت تخمین نور جو و  متدل

های آستمان یا ستطوح روشتن ها نیز ممکن استت منجر به نمایش غیرواقعی رنگدهد. اختلال در رنگنقشته انتقال را کاهش می

یف را محو کنند. پردازش در زمان واقعی نیز های ظرهای قوی ممکن استت نویز را تقویت کنند یا بافتشتود. همینین، الگوریتم

های  ستاز باشتد. در نهایت، عدم تطابق دادهبه منابع محاستباتی ستنگین نیاز دارد که ممکن استت در کاربردهای عملی مشتکل

 .ها در شرایط نوری متنوع شودتواند منجر به عملکرد ضعیف الگوریتمآموزشی با شرایط واقعی می

هتای مؤثر و بنتدی، حتذف مته از تصتتتاویر دیجیتتال یتک چتالش مهم در زمینته بینتایی کتامپیوتری استتتت کته نیتاز بته روشدر جمع

هایی برای بهبود عملکرد های یادگیری عمیق و هوش مصتنوعی، امیدواریهای اخیر در تکنیککارآمد دارد. با توجه به پیشترفت

های متعددی در این زمینه وجود دارد که نیاز به تحقیقات بیشتتتر  های حذف مه وجود دارد. با این حال، چالشو دقت الگوریتم

سازد. به طور کلی، این حوزه همینان به عنوان یک موضوع جذاب و فعال در تحقیقات های نوآورانه را ضروری میو توسعه روش

 .علمی و صنعتی باقی مانده است
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