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In medical data extraction, the gene dimension is often much
larger than the sample size. To address this issue, we need to use
a feature selection algorithm to select gene feature subsets with a
strong correlation with the phenotype to ensure the accuracy of
subsequent analyses. This research presents a new three-stage
hybrid gene feature selection method, which combines a variance
filter, extremely randomized tree, and whale optimization
algorithm. Initially, a variance filter is employed to reduce the
dimension of the gene feature space, and then an extremely
randomized tree is utilized to further reduce the gene feature set.
Finally, the whale optimization algorithm is applied to select the
optimal gene feature subset. We evaluated the proposed method
using the K-nearest neighbors (KNN) classifier on four published
gene expression profile datasets and compared it with other gene
selection algorithms. The results demonstrate that the proposed
method has significant advantages in various evaluation
indicators.

Introduction

Biangene refers to a process in which the
activity of hundreds and thousands of genes is

All living things, with the exception of
Russians, are made of cells. Humans have three
cells, which are located in the nucleus of each
cell, chromosomes, and inside the
chromosomes, (deoxyribonucleic acid) falls.
Parts of DNA which carry genetic messages,
are called genes. Genes contain instructions for
making proteins, which are large molecules and
form the basis of the structure of any toxic
organ. All the cells in an organ have the same
genes, but these genes may have different
expressions at different times and conditions.
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examined at the level of small arrays at the
same time to detect structural changes and the
activity of the genes in the test should be
determined with the available samples.
Microarray technology is a leading technology
in molecular biology when it comes to the
contribution  of  information in  the
quantification of hundreds or thousands of
genes that are used in diagnosing various
diseases and predicting the possible outcome of
a disease. Genes that are regulated by disease
conditions can be analyzed through expression
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extracted from sample microarray data. Also,
these measurements help to investigate cancer
for clinical medicine at the biological and
molecular level [1]. Cancer can change the gene
expression profile of body cells. This fatal
genetic disease is caused by mutations or
epigenetic changes. Therefore, microarray data
are used in clinical diagnosis to detect down- or
up-regulated gene expression [2], which is the
reason for the activation of some oncogenic
pathways, generating new biomarkers and
leading to cancer disease. However, this
approach is costly and time consuming. In
addition, it is not clinically applicable to all
patients [3]. Algorithms used in data analysis
not only do not help researchers due to their
limitations, but also represent a major setback
for microarray technology. Microarray data
analysis has been used as a resource for gene
expression profiling for decades [4]. However,
it suffers from noise and the difficulty of range
detection  because it includes  both
transcriptome and genomic references. Mainly,
it uses sequence-specific hybridization probe
combined with fluorescence detection to
estimate gene expression levels. Genes that
play an important role in determining the
phenotype are identified by comparing gene
expression profiles from different types of
tissues. Several types of clinical courses are
required for cancer classification and
prognosis. Also, the diagnosis of cancer is very
slow. Machine learning [5] was invented to
overcome the problems of conventional
methods. Machine learning is a branch of
artificial intelligence that is used to identify
relationships  between data by finding
underlying patterns using past experience and
learning. Machine learning becomes essential

2. Method of using microarray

In the field of genetic technology, in addition to
traditional methods such as Norton staining to
measure gene expression, new technologies
such as microarrays are used, which are among
the newest methods [9]. Microarrays enable
simultaneous research on tens of thousands of
genes. This method starts with the assumption
of two mRNA samples from two different
samples, which may contain different copies of
genes. Microarray probes that target specific
genetic sequences help identify complementary
sequences in samples.
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in the era of big data, as it becomes increasingly
difficult for humans to find trends and patterns
in data to predict future outcomes [6]. Hence,
machine learning replaces humans to identify
underlying patterns in data and predict the
future for appropriate decision making.
Machine learning extracts its own features with
almost no human intervention and then uses
these features to make predictions. Machine
learning is implemented almost everywhere. Its
typical applications [7] are in natural language
processing, prediction, flight control and
biology to recognize the sequence of proteins
and RNA. The effectiveness of gene selection
is evaluated by the accuracy of classification
methods, which is very critical. There are also
different types of machine learning-based
classification methods that can be used by
selecting gene features to  improve
classification  accuracy results.  Feature
selection [8] is used to select important
information for the considered problems.
Different methods used in feature selection
include: filter-based, overlay models, and
embedded or hybrid models. In order to freely
select feature subsets from each learning
method, the filter uses a threshold value and a
score. Envelopment models use the predictive
accuracy of predefined learning techniques.
The embedded model process allows the use of
different classes of learning model interactions.
Various methods have been used in recent
years, but the diagnosis of any human disease is
still a very challenging task for those involved
in the health care organization, which is
necessary by increasing the accuracy of disease
classification by selecting the appropriate
features.

The work process is as follows: first, a specific
sequence is prepared for each probe. The
samples are then stained with different colors
(usually green and red). Samples are mixed and
placed on the microarray to react with the
probes (Figure 1). After mixing and filtering,
the abundance of dyes is measured for further
evaluation (Figure 2). Scanned images from the
microarray put numerical data into matrices that
are ready for analysis after preprocessing
including missing data removal, normalization,
and thresholding. The analysis of the obtained
models can include the classification of
samples, clustering and other analyses, which
ultimately lead to the examination and
presentation of the results. This technology
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allows scientists to comprehensively and
accurately study the expression of genes and

their interactions [9]
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Figure 2 : Scanning the microarray

3. Background

High-dimensional cancer datasets pose a
fundamental problem for machine learning
techniques because the pattern subset is much
smaller than the feature subset. The number of
classification features required for detailed
analysis also increases due to these large-scale
medical datasets [10]. The classification
accuracy is strongly affected [11]. Based on the
labels available for each training data, two
distinct classes of gene selection techniques can
be distinguished: supervised and unsupervised
[12]. Supervised gene selection approaches are
used only when class labels are available

The act of feature selection for data
classification by applying multiple principal
component analysis in the sparse method has
been investigated in the article [13]. In this
article, multiple principal component analysis
algorithm is used in thin method to analyze the
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gene expression samples of healthy and
diseased samples. Components that are less
than one limit are considered as zero. Genes
with zero loading among all samples (healthy
and diseased) are removed before extracting
feature genes. Characteristic genes are genes
that are differentially involved in changes in
healthy and diseased samples and thus can be
used in classification. In this article, multiple
principal component analysis algorithm is used
to remove redundant features in healthy and
diseased samples. In other words, in a
classification of two classes (healthy and
diseased), two stages of principal component
analysis will be used. Finally, applying the
multiple  principal ~ component  analysis
algorithm in the thin method on healthy and
diseased samples reduces the set of genes
expressing the main changes in both healthy
and diseased groups.

Dwivedi and Ashok Kumar adopted artificial
neural network for gene  expression
classification, which is cross-validation.
Furthermore, all samples were successfully
identified and the models were validated using
independent test data. However, this work
suffers  from  overfitting and  higher
computational complexity [14]

Liu et al [15] presented a versatile strategy for
cancer gene expression classification by gene
selection and parameter tuning while using
different datasets through cross-validation. Six
conventional approaches were used to compare
the performance of the proposed method, which
was shown to be superior in terms of finding
cancer genes. However, choosing a suitable
kernel is difficult and also suffers from
ambiguity. Ayad et al [16] have proposed a
modified  k-nearest neighbor, a new
classification method for gene expression data.
This implementation is designed to improve the
performance of KNN. However, the feature
selection approach has not been considered and
it is very difficult to extract deep features with
KNN. In [32-34], the authors reviewed and
compared the state-of-the-art combinatorial
strategies that use sophisticated biologically
inspired evolutionary techniques. In addition,

they have also presented various new
approaches for cancer gene expression
classification by gene selection with

shortcomings and possible future solutions to
increase classification accuracy
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4. Proposed method

In the proposed approach, a three-stage hybrid
feature selection method is presented that
combines the filter method and the wrapper
method. In the first step, a variance filter will be
used to remove genes that do not meet the
variance criterion. In the second step, it uses the
Extremely Random Tree (ERT) algorithm to
sort the importance of gene subsets obtained in
the previous step and further reduce the subset

of gene features. In the third step, input the gene
subset obtained in the second step into the
Whale Optimization Algorithm (WOA) to
obtain the best gene feature subset. Through the
analysis and comparison of experimental
results, it will be shown that the proposed
method has obvious advantages in the
performance of gene feature selection, the
number of selected genes, and the calculation
time. The flowchart of the proposed method is
presented in Figure 3.

The original
dataset
Data
preprocessing
v
2 (o)
ERT Result
The initial gene Evaluation |,
set criteria
v 4
+| Calculate the fitness by
WOA, Select best Classifier
solution
Update |p§|v1dua| Training set
position
A
Terminating The best gene 10- fold CV Testing s

condition? subset

Figure 3: Flowchart of the proposed method

4.1. First phase( Variance filter) Variance filtering is a simple filtering method
that can quickly remove low-variance genes

with poor classification performance. Removed
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redundant feature genes from high-throughput
data with an adaptive variance filter, which
effectively improved cancer classification
performance. Variance filter is a feature
selection method based on calculating the
variance of each feature in the dataset. The basic
idea is that features with low variance are less
informative than making decisions or
predictions and may be less useful. Therefore, by
removing the features that are below a certain
variance threshold, it is possible to reduce the
number of features to be examined and thus,
reduce the complexity of the model and the
training time.

Due to its simplicity and high speed compared to
more complex feature selection methods such as
wrapper or combination methods, this method is
useful in cases where large data are investigated.

Variance filter is a simple method to select
features based on their variance. The basic idea
is that features that change little in the data set
(low variance) provide less information for
modeling and may be less useful. As a result,
these features can be removed to improve model
performance and reduce data dimensionality.
The formula for calculating the variance of a
feature is as follows (Equation 4-1):

Var (X)=1/n Y, (i=1)"n*(X_i-pn)"2 (8]

in which:

Var(X) is the variance of feature X.

n is the number of samples in the dataset.

X_i is the value of the i-th instance of feature X.

p is the average value of feature X, which is
obtained by the formula p=1/n ) (i=1)"nix i.

After calculating the variance for each feature,
the features whose variance is below this
threshold can be removed using a set threshold.
This method is especially useful in large datasets
that have many features to reduce computational
complexity and avoid overfitting.

In this method, the variance threshold will be set
to 0.05 so that feature genes can be quickly
examined in a large range.

4.2. Second phase (Extremely random tree)
(ERT)

It is similar to random forest, which is a machine
learning algorithm consisting of multiple
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decision trees. Unlike random forest, ERT uses
all training samples to obtain each decision tree
and splits the decision tree by randomly
selecting nodes. Liang et al [20] identified
promoters and their strength through ERT
feature selection. In other words, the highly
random trees algorithm is a tree-based ensemble
method for supervised classification and
regression problems presented by Geurts et al.
[21]. In 2006 and abbreviated as Extra Trees
(ET). ET is a variant of random forest (RF),
which basically involves robust randomization
of both features and cut point selection while
splitting a tree node. In the extreme case, it
builds completely random trees whose structure
is independent of the output values of the
learning sample. The main difference between
redundant trees and random forest is as follows:

a) Random forest uses the bagging model, which
is randomly sampled as the training set of the
sub-decision tree, while additive trees use all
training samples to obtain each sub-decision
tree.

b) When selecting and dividing feature points,
the random forest selects the optimal feature
value based on the Gini coefficient criterion or
information gain, just like a traditional decision
tree. Extra trees choose a completely random
feature value to split the decision tree.

The advantages of redundant trees algorithm are
computational efficiency and the variance of the
decision tree is reduced, so its generalization
ability is stronger than random forest. During
forest construction by additional trees, for each
feature, the normalized total reduction of the
Gini coefficient used to split the feature
decisions is calculated, which is called the
importance of the Gini coefficient. After the
Gini is ranked in descending order of
importance, the first k features can be selected as
needed.

4.3. The third phase (whale optimization
algorithm) (WOA)

As mentioned in the previous chapter, the WOA
algorithm aims to optimize time by simulating
the hunting behavior of humpback whales in
nature, such as group search of whales,
encirclement, chasing and attacking the prey.
WOA is divided into two stages of exploration
and development. During the exploration phase,
whales search for prey randomly. During
development, whales adopt two hunting modes:
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converging encirclement and spiral bubble

netting.

5. Data set

To facilitate comparison, we used five commonly
used cancer microarray datasets, namely colon,
leukemia, prostate tumor, and lung cancer. The
colon and leukemia datasets were obtained from
the Bioinformatics Research Group at Pablo de
Olavide University (2014), while the prostate
tumor and lung cancer datasets were obtained from
the Gene Expression Model Selector at VVanderbilt
University (2005). The characteristics of these
datasets are presented in Table 1-4 and were
selected based on a range of factors, including the
number of patterns, genes, and classes. It is worth
noting that the results were different for different
genes in this cancer microarray data set.

Genes with a wider range may dominate over genes
with a smaller range, which can bias the selection
process. To address this issue, the maximum-
minimum normalization technique is used. In
addition, many medical datasets have missing data.
To solve this problem, the average of the available
values for the corresponding gene is used to fill in
any missing values.

6. Evaluation criteria

After designing and building a model or
algorithm, the most important next steps are to
evaluate its efficiency, accuracy, and stability.
This section presents methods for evaluating the
proposed model. The existence of various
criteria for measuring the efficiency of
algorithms is a matter that requires strong
arguments for choosing efficiency evaluation
criteria, because the way to measure and
compare the performance of algorithms strongly
depends on the selected criteria. First, several
terms are introduced to gain a deeper
understanding of the evaluation process.

* Sensitivity and detectability: sensitivity and
detectability are two key indicators for the
statistical performance evaluation of the results of
binary classification tests, which are known as
classification functions in the science of statistics.
In general, the analysis results can be divided into
two groups of positive and negative data. The test
and evaluation methods separate these results into
these two categories and then measure and describe
the quality of the algorithm using sensitivity and
detectability indicators. After analyzing the data,
the categories are done as follows:

1- True Positive (TP): when the algorithm
correctly classifies the sample as positive.

2- False Positive (FP): When the algorithm
mistakenly classifies a sample as positive,
while the sample is negative.

3- True Negative (TN): when the algorithm
correctly classifies a sample as negative.

4- False negative (FN): when the algorithm
wrongly classifies a sample as negative, while
the sample is positive.

Therefore, when the algorithm predicts the
instance class incorrectly, the result will be as
FP or FN, and when the algorithm correctly
predicts the instance class, the result will be TN
or TP.

«Confusion matrix: In the field of artificial
intelligence, the confusion matrix is known as a
tool for displaying the performance evaluation
results of algorithms. This type of
representation is mostly used in supervised
machine learning algorithms, but is also useful
in unsupervised learning, in which case it is
called a matching matrix. The confusion matrix
is organized so that each column represents the
predicted values and each row represents the
actual values.

Anticipated class

negative
Correct negative false
Real class (True Psitive) (False Negative)

negative

(False Positive)

false negative Correct
(True Negative)

The general shape of the clutter matrix : & Figure
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In short, the results of each analysis should be
classified into four categories including true
positives, false positives, true negatives, and false
negatives in order to provide an accurate
assessment of the quality of the analysis and
determine the efficiency of the algorithm for
different applications.

7. Simulation environment

To implement the proposed method , MATLAB

2022 This software has been used for modeling .

A computer equipped with a Core i® night is on
processorwith 6GB of main memory and

. operating system has been installed Windows )

8. Evaluation of the results

Average precision , recall , detection , accuracy
and averageF The categories are shown in Tables
1 several test on Roy datasets known and . to ¥
usual do have been and Results with some from
methods advanced comparison have been this
: Methods IncludesABCD ,CDNC ,BHAPSO
andMOABCD To compare the effectiveness are
-non of three gene selection methods , a
parametric statistical test called Wilcoxon was
This statistical method has a used in this study .
significant difference between the proposed
It calculates the techniques . method and others .
The hypothesis is that at the beginning of the
comparison of the three methods of gene

selection, there is no significant difference in
performance . The results of the statistical test are
presented in the last line of all tables. If the p-
value is less than or equal to the significance level
a significant difference is assumed . The ,of +/+0
results of the Lecoxon statistical test show that the
null hypothesis is rejected , which indicates a
significant difference between the proposed
method and other gene selection techniques . The
proposed method compared to superiority of the
the others is indicated by a positive sign (+) ,
indicates that the ( -while a negative sign (
proposed method has no advantage . , and the
equal sign (=) indicates the absence of a
significant difference between the three methods
. of comparison
In all cancer microarray datasets , the proposed
method ranked first among the three comparable
methods and had the highest classification
In the cancer microarray . ( accuracy ( Table ¥
was dataset , the prediction method 's recall
, ranked highest, the results are shown in Table ¥
where the prediction method was consistently
better than the The methods were superior in all
shows that the proposed method datasets . Table ¥
performs better than other methods in terms of
also and 7 category recognition . had is Tables &
show the proposed method compared to other
methods in terms of accuracy parameter and
averageFis superior

Table 1: Comparison of the accuracy of the proposed method with other methods

MOABCD CDNC  BHAPSO  ABCD Suggested Data set
method
87.24 86.63 82.14 83.57 91.16 Colon
85.91 90.44 85.51 88.57 95.5 Leukemia
88.02 82.30 78.15 80.50 89.33 Prostate tumor
82.56 91.89 87.15 89.41 93.00 Lung cancer
+ + + + Wilcoxon

Comparison of recall of the proposed method with other methods : ¥ Table

MOABCD CDNC BHAPSO ABCD  >udgested Data set
method
87.24 86.33 82.84 93.17 95.61 Colon
7521 70.04 65.11 70.02 75.23 Leukemia
81.22 86.20 87.51 87.32 88.56 Prostate tumor
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70.62 71.13 72.20 84.35 83.12 Lung cancer

+ + + + Wilcoxon

Comparison of detection of the proposed method with other methods : ¥ Table

MOABCD CDNC  BHAPSO  ABCD S‘;?gtisggd Data set
87.24 86.63  82.14 83.57 81.66 Colon
73.91 80.21  8L.77 82.57 85.52 eukemia
81.02 82.30 78.15 80.50 83.01 Prostate tumor
62.56 61.89 67.15 69.41 72.15 Lung cancer
+ + + + Wilcoxon

Comparing the accuracy of the proposed method with other methods : Table ¥

Suggested

MOABCD CDNC BHAPSO ABCD Data set
method
87.24 85.63 92.14 93.57 93.65 Colon
95.91 90.44 95.51 92.57 96.12 Leukemia
79.02 78.60 78.15 82.50 90.33 Prostate tumor
80.56 81.89 83.15 84.41 89.00 Lung cancer
+ + + + Wilcoxon

Comparison of the average : ¢ TableF of the proposed method with other methods

Suggested

MOABCD CDNC BHAPSO ABCD Data set
method
77.03 76.12 80.44 81.53 81.66 Colon
85.91 91.23 95.01 92.23 95.82 Leukemia
88.96 83.30 80.15 82.50 89.03 Prostate tumor
92.23 91.62 93.21 91.41 95.00 Lung cancer
+ + + + Wilcoxon

Comparison of average execution time The proposed method with other methods :7 Table

Suggested

MOABCD CDNC BHAPSO ABCD
method

Data set
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110.21 80.12 96.21
605.39 76.41 88.41
1568.83 313.46 651.97
401.36 640.82 581.42

89.62 65.43 Colon
89.15 87.49 Leukemia
312.74 281.39 Prostate tumor
927.65 514.73 Lung cancer

established superior is and this order it particle
an approach hopeful doer for direct object to
for choice Gene in diagnosis cancer conversion
does

9. Conclusion

Based on the research, the hypothesis that the
use of machine learning algorithm with feature
selection can identify a compact subset of
predictive genes, which in turn improves the
accuracy of cancer classification, has been
successfully proven. In this method, the
application of highly random tree algorithm and
whale optimization in order to select optimal
features have played a central role. The
analyzes have shown that the combination of
the strongly random tree algorithm with the
whale optimization approach has a high ability
to identify and select key genes with high
importance in predicting and accurately
classifying cancer types. This set of compact
features not only reduces the complexity of the
classification model, but also helps to reduce
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