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Abstract–Image retrieval from large-scale databases poses a significant challenge in computer 
vision due to the limitations of traditional text-based and content-based methods in capturing the 
full spectrum of visual features, often resulting in a "semantic gap." A novel approach, called the 
Multi-Scale Convolutional Fusion Network (MSCFNet), has been proposed to enhance both 
accuracy and efficiency in image retrieval by utilizing multi-scale convolutional layers. MSCFNet 
leverages filters of various sizes to simultaneously extract fine, medium, and large-scale features, 
providing a richer and more comprehensive representation of images. This approach enables better 
detection of diverse patterns and visual details, significantly improving image matching and 
retrieval performance. Additionally, MSCFNet reduces model complexity by employing the 
"addition" operation for feature fusion, maintaining computational efficiency without increasing 
the dimensionality of the feature maps. MSCFNet is implemented in two variants, one with 2 
multi-scale layers and another with 4 layers, and evaluated across three benchmark datasets: 
CIFAR-10, CIFAR-100, and Fashion-MNIST. The results show that MSCFNet consistently 
outperforms more complex models such as ResNet18 and ResNet50, achieving up to 74.43% 
accuracy on CIFAR-10, 38.87% on the more challenging CIFAR-100, and 92.47% on Fashion-
MNIST. Furthermore, MSCFNet significantly reduces the number of parameters and training time, 
with the 2-layer version achieving a training time of just 113.1 seconds on CIFAR-10 while 
maintaining high accuracy. The 4-layer version demonstrates superior performance, improving 
accuracy and F-Score across all datasets. MSCFNet's ability to balance accuracy, computational 
efficiency, and reduced complexity makes it well-suited for deployment in resource-constrained 
environments. 
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1. Introduction 
 

Image retrieval is one of the most critical and widely 

used domains in artificial intelligence and image processing, 

having gained significant importance due to the rapid 

growth of visual data in recent decades [1]. This technology 

refers to the process where specific algorithms are utilized 

to retrieve similar or related images from a large database. 

Image retrieval has numerous applications across various 

fields, including medicine, security, identity recognition, 

and web image search [2-4]. However, challenges such as 

variations in lighting conditions, viewing angles, and image 

noise have necessitated the development of more advanced 

and precise methods in this area [5, 6]. 

Artificial Neural Networks, particularly Convolutional 

Neural Networks (CNNs), have emerged as one of the most 

powerful tools for addressing complex problems in image 

processing and retrieval. CNNs have rapidly established 

themselves among other machine learning methods due to 

their high capability in extracting complex and functional 

features from images. These networks extract local features 

of images, such as edges, patterns, and textures, through 

convolutional layers, thereby transforming images into 

compact and meaningful representations that can be utilized 

for image retrieval, object recognition, and classification [7, 

8]. 

Feature extraction in CNNs is of paramount importance 

as these features directly determine the network's final 

performance in various tasks. The more accurate and 

comprehensive the extracted features, the more precisely 

the network can analyze images and deliver better results in 

image retrieval. Therefore, optimizing the feature extraction 

process through better design of convolutional layers and 

the use of image preprocessing techniques can have a 

significant impact on the network's efficiency and accuracy 

[9, 10]. 

In this paper, a novel approach named "Multi-Scale 
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Convolutional Fusion Network" (MSCFNet) is proposed to 

enhance the feature extraction process in CNNs. Instead of 

using filters of the same size in each layer, MSCFNet 

employs filters of different sizes, i.e., 3×3, 5×5, and 7×7, in 

parallel within a single layer. This approach allows the 

network to simultaneously extract features relevant to fine, 

medium, and large scales from images. Unlike traditional 

methods where uniform filters may limit the network's 

ability to recognize multi-scale features, MSCFNet 

enhances the network's capability in detecting and 

extracting richer and more diverse features by leveraging 

multi-scale filters. 

The main innovation of this method lies in the 

simultaneous use of multi-scale filters within a single layer, 

enabling the network to respond more accurately to 

different image features. This approach not only increases 

the accuracy of the network in retrieving complex images 

but also reduces dependency on specific scales, enhancing 

the network's flexibility in processing images under various 

conditions. Additionally, this method can be used as a 

preprocessing stage alongside other advanced techniques to 

improve the overall performance of the network. 

Compared to baseline methods, the proposed approach, 

due to the use of parallel filters with varying sizes, is 

capable of extracting features that might be overlooked by 

traditional methods. For example, in a complex image, 

patterns and details appearing at different scales can be 

simultaneously identified and extracted by multi-scale 

filters. This not only increases the accuracy of image 

retrieval but also enables the identification of more 

complex and multidimensional patterns. 

In summary, the proposed method offers multiple 

advantages, including increased accuracy in image retrieval, 

reduced scale dependency, and enhanced network flexibility 

in various imaging conditions. These benefits, along with 

the introduced innovations, make this method a powerful 

tool for improving the performance of CNNs in image 

retrieval applications. The remainder of this paper will 

detail the proposed method, evaluate it on various datasets, 

and compare it with existing methods. 

The second section of this paper explores related work, 

providing a comprehensive review of existing methods and 

their limitations. The third section introduces the objectives 

of the proposed method, detailing the structure and 

processes of MSCFNet. Section 4 focuses on the evaluation 

of the proposed model, while Section 5 presents the results 

of the experiments and simulations conducted on 

benchmark datasets. Finally, Section 6 concludes the paper, 

summarizing key findings and outlining potential avenues 

for future research. 

2. Related Work 

 

Image retrieval has emerged as one of the key areas in 

image processing and artificial intelligence, attracting 

significant attention. This technology, which involves 

searching for related or similar images from large databases, 

faces challenges such as variations in lighting conditions, 

viewing angles, and noise present in the images. Therefore, 

improving existing methods to enhance the accuracy and 

efficiency of this technology has always been a primary 

goal for researchers. 

Convolutional Neural Networks (CNNs) have become 

the gold standard for solving various image retrieval 

problems due to their remarkable ability to extract complex 

features from images. CNNs are composed of multiple 

layers, each responsible for extracting different features 

from the input image. Each layer typically includes filters 

of specific sizes that are employed to recognize certain 

patterns and features within the image. Early architectures, 

such as LeNet [11] and AlexNet [12], achieved 

considerable accuracy in image recognition and 

classification by utilizing multiple convolutional layers 

with fixed filters. These methods were particularly effective 

in identifying simple features such as edges and basic 

textures, but they encountered limitations when faced with 

more complex images and the need for multi-scale feature 

extraction. 

With advancements in deep learning techniques, 

researchers have found that utilizing filters of different sizes 

in various network layers can facilitate the extraction of 

more diverse and precise features. In this regard, the 

VGGNet architecture [13] marked a significant 

advancement. By using fine filters (such as 3x3) in deeper 

layers, VGGNet achieved notable results in various image 

processing tasks. However, while VGGNet succeeded in 

recognizing complex features, it still required sequential 

processing across layers, which did not fully support 

simultaneous multi-scale feature extraction. 

One of the most important developments in multi-scale 

feature extraction was the introduction of the Inception 

architecture by Google. For the first time in the GoogLeNet 

network, this architecture employed multiple filters of 

varying sizes in parallel within a single layer [14]. This 

approach allowed the network to extract both local and 

global features from the image simultaneously, resulting in 

higher accuracy and efficiency in tasks such as object 

detection and image retrieval. The Inception architecture, 

through the combination of different-sized filters, 

significantly improved the performance of CNNs. However, 

this architecture also introduced challenges, such as 
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structural complexity and the need for precise parameter 

tuning [15]. The complexity of these structures made their 

implementation and optimization more difficult, 

particularly in large-scale and practical applications. 

As CNNs continued to evolve, researchers sought ways 

to increase the depth of networks and improve their 

performance in image recognition and classification. This 

led to the introduction of the ResNet architecture, which, by 

adding skip connections, enabled the training of much 

deeper layers [16]. These skip connections allowed the 

network to mitigate issues such as gradient instability and 

saturation, ensuring improved stability and accuracy. 

However, the primary focus of ResNet was on increasing 

network depth, without specifically addressing the 

challenge of simultaneous multi-scale feature extraction. 

To address the limitations of traditional image retrieval 

methods, new approaches have been proposed to reduce the 

semantic gap between image features and human perception. 

For example, deep neural network (DNN)-based 

approaches for saliency prediction and the use of image 

quality assessment (IQA) algorithms have been introduced 

to select high-quality and salient regions. These methods 

aim to mimic human visual perception by combining these 

regions and applying constraint-based metrics [17]. 

Moreover, deep learning techniques in content-based 

image retrieval (CBIR) have been extensively explored [18]. 

These techniques automatically extract more complex 

features from images, resulting in significant improvements 

in image retrieval performance. Recently, there has been 

growing interest in the development of image retrieval 

methods using hybrid models that combine visual and 

textual features [19]. These approaches have proven 

particularly effective in specialized applications such as 

person re-identification, product retrieval in e-commerce, 

and image retrieval in scientific and historical domains [20]. 

To further address the challenges posed by the semantic 

gap and improve image retrieval efficiency, deep learning 

and hashing-based methods have been introduced. Hashing, 

as an efficient method for nearest-neighbor search in large-

scale data, transforms high-dimensional descriptive features 

into low-dimensional Hamming space. While this method 

allows for faster retrieval on a large scale, it may result in 

reduced retrieval accuracy compared to traditional methods. 

Consequently, novel methods, such as multi-view hashing 

models leveraging deep neural networks, have been 

proposed to preserve diverse data features and enhance 

retrieval accuracy [21]. 

Other approaches, employing deep learning and adaptive 

weight fusion, have been developed to preserve privacy in 

encrypted image retrieval. By combining low-level and 

high-level features, and using dimensionality reduction and 

local hashing techniques, these methods improve the 

efficiency and security of image retrieval in cloud 

environments [22]. 

In the field of remote sensing images, content-based 

image retrieval (CBRSIR) has also attracted significant 

attention. In this context, deep hashing models using 

convolutional neural networks and adversarial learning 

have been employed to learn compact features and map 

them to compressed hash codes, improving the accuracy 

and efficiency of large-scale image retrieval [23, 24]. 

Despite the significant advancements introduced by 

models like VGGNet, Inception, and ResNet, each of these 

architectures presents certain limitations, particularly in 

terms of multi-scale feature extraction, computational 

efficiency, and model complexity. VGGNet, for instance, 

relies heavily on sequential processing, with fixed filter 

sizes across deeper layers. While effective in recognizing 

basic features, VGGNet's sequential nature limits its ability 

to simultaneously capture multi-scale features within a 

single layer. As a result, VGGNet may miss important 

visual information, especially in images where critical 

features appear at different scales. In contrast, MSCFNet 

leverages multi-scale convolutional layers, enabling the 

extraction of diverse features (fine, medium, and large) at 

the same time, which significantly improves its ability to 

handle more complex visual patterns. By applying parallel 

filters of varying sizes within each layer, MSCFNet 

provides a more comprehensive feature set without the need 

for a deeper network. 

The Inception architecture introduced a similar multi-

scale strategy by using filters of different sizes in parallel, 

allowing for both local and global feature extraction. 

However, the structural complexity of Inception increases 

the demand for parameter tuning and results in a heavier 

computational load, particularly due to its multi-branch 

design. This makes its implementation challenging, 

especially in environments with limited computational 

resources. MSCFNet improves upon Inception by using a 

simplified architecture that achieves comparable or better 

results through parallel filter application combined with the 

addition operation to merge features. This streamlined 

design reduces the need for tuning complex branches while 

maintaining multi-scale feature extraction, resulting in a 

model that is lighter and more computationally efficient. 

ResNet, another important advancement, introduced skip 

connections that allowed for the training of extremely deep 

networks, which solved issues like the vanishing gradient 

problem. While ResNet is highly effective for deep 

hierarchical feature extraction, its reliance on depth comes 
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at the cost of increased training time and a higher risk of 

overfitting on smaller datasets. Furthermore, ResNet's 

architecture does not explicitly address multi-scale feature 

extraction, meaning its performance might not be optimal in 

cases where diverse feature scales are important. MSCFNet, 

on the other hand, mitigates this limitation by focusing on 

multi-scale feature extraction with fewer layers. By using 

filters of different sizes within a shallower architecture, 

MSCFNet achieves higher accuracy and faster training 

times compared to deeper networks like ResNet50, as 

evidenced by the experimental results. This balance 

between depth and scale makes MSCFNet more suitable for 

resource-constrained environments without sacrificing 

performance. 

The choice to use the addition operation instead of 

concatenation in MSCFNet also contributes to its 

computational efficiency. While concatenation increases the 

dimensionality of feature maps, leading to higher memory 

and processing requirements, addition maintains a constant 

feature map size. This not only preserves the integrity of 

multi-scale features but also reduces the overall 

computational load, which is critical in real-time or large-

scale applications. Compared to Inception, which uses a 

more complex merging mechanism, MSCFNet's addition 

operation simplifies the integration of features across 

different scales, resulting in a more streamlined and faster 

model. 

In summary, MSCFNet directly addresses the limitations 

of prior models by introducing a multi-scale, lightweight 

architecture that balances feature richness, computational 

efficiency, and model simplicity. It outperforms more 

complex architectures like ResNet and Inception, 

particularly in scenarios where computational resources are 

limited or real-time performance is essential. These 

innovations in MSCFNet provide a more adaptable and 

scalable solution for modern image retrieval tasks, 

positioning it as a strong alternative to existing deep 

learning models. In the next section, we will describe the 

architecture and methodology of MSCFNet in detail, 

demonstrating how this model leverages its multi-scale 

capabilities to outperform traditional CNN architectures in 

accuracy, training time, and computational cost. 

 

 

3. Proposed Method 
 

In this section, a novel method for multi-scale feature 

extraction in Convolutional Neural Networks (CNNs) is 

introduced, aiming to enhance the accuracy and efficiency 

of image retrieval. Traditional methods typically use filters 

of the same size in each layer of the network, which may 

result in the loss of valuable information at different image 

scales. Therefore, a new approach is proposed in which 

MSCFNet utilizes multi-scale filters to improve the 

network’s ability to extract comprehensive and meaningful 

features from images. Figure 1 illustrates the flowchart of 

the proposed MSCFNet architecture. The diagram 

demonstrates the process of feature extraction using 

multiple convolutional layers with varying filter sizes (3×3, 

5×5, and 7×7), which operate in parallel. The outputs from 

these layers are then merged through an addition operation 

to create a unified feature map. This feature map is 

subsequently passed through a Max Pooling layer to reduce 

dimensionality, resulting in a final feature map that can be 

utilized for image classification or retrieval tasks. The 

multi-scale approach employed by MSCFNet allows for the 

simultaneous capture of both fine and coarse features, 

improving accuracy and computational efficiency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.A diagram showing the architecture of MSCFNet. 

 

The proposed neural network, MSCFNet, consists of 

multiple convolutional layers, where filters of varying sizes 

are employed in each layer. These filters are arranged in 

parallel within a single layer and are applied simultaneously 

to the input image. In this way, as shown in Figure 2, each 

filter extracts features corresponding to different image 

scales, and the results from these filters are subsequently 

combined to create a comprehensive and multi-scale 

representation of the image. 

• Fine filters (3x3): These filters are suitable for extracting 

fine details and small edges within the image, such as sharp 

boundaries and precise details. Fine filters are particularly 

effective for recognizing small local patterns, which may be 

more critical in the initial layers of the network. 
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capture larger patterns and more complex 
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scale features that may arise from the combination of 

multiple smaller patterns.
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broader features and larger structures

These filters are capable of recognizing large

and shapes, which are typically used in the later stages of 

the network for final classification tasks.

In the next stage, instead of processing the features 

extracted by each

combined using an "addition" operation. By using the 

"addition" method to merge the features extracted from 

different filters, MSCFNet can achieve an integrated 

representation of the image that simultaneously covers a

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 

filter. The result of this summation is a unified feature map 

that encompasses information from all image scales. This 
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the network for further processing. This process is repeated 
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the network retains multi

entire processing pipelin

The addition method in convolutional neural networks 

offers several key advantages. 
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retain critical information from all scales in the fi

map. This allows MSCFNet to simultaneously process and 
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of the feature map, the addition method ke
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(b) 

Fig. 2.a) Original Image from Fashion MNIST. b) Fine Features (3×3). C) 

Medium Features (5x5 filter). D) Large Features (7x7 filter)

 Medium filters (5x5): Medium

capture larger patterns and more complex 

the image. These filters allow the network to identify mid

scale features that may arise from the combination of 

multiple smaller patterns.

 Large filters (7x7): Large filters are employed to identify 

broader features and larger structures

These filters are capable of recognizing large

and shapes, which are typically used in the later stages of 

the network for final classification tasks.

In the next stage, instead of processing the features 

extracted by each

combined using an "addition" operation. By using the 

"addition" method to merge the features extracted from 

different filters, MSCFNet can achieve an integrated 

representation of the image that simultaneously covers a

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 

filter. The result of this summation is a unified feature map 

that encompasses information from all image scales. This 

final feature map is then passed to the subsequent layers of 

the network for further processing. This process is repeated 

in each layer that utilizes multi

the network retains multi

entire processing pipelin

The addition method in convolutional neural networks 

offers several key advantages. 

 Preservation of Information Integrity: By summing the 

features extracted from different filters, the network can 

retain critical information from all scales in the fi

map. This allows MSCFNet to simultaneously process and 

analyze features at different scales.

 Reduction in Computational Complexity: Unlike the 

concatenation method, which increases the dimensionality 

of the feature map, the addition method ke
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Medium filters (5x5): Medium

capture larger patterns and more complex 

the image. These filters allow the network to identify mid

scale features that may arise from the combination of 

multiple smaller patterns. 

Large filters (7x7): Large filters are employed to identify 

broader features and larger structures

These filters are capable of recognizing large

and shapes, which are typically used in the later stages of 

the network for final classification tasks.

In the next stage, instead of processing the features 

extracted by each filter separately, these features are 

combined using an "addition" operation. By using the 

"addition" method to merge the features extracted from 

different filters, MSCFNet can achieve an integrated 

representation of the image that simultaneously covers a

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 

filter. The result of this summation is a unified feature map 

that encompasses information from all image scales. This 

map is then passed to the subsequent layers of 

the network for further processing. This process is repeated 

in each layer that utilizes multi

the network retains multi-scale information throughout the 

entire processing pipeline. 

The addition method in convolutional neural networks 

offers several key advantages. 

Preservation of Information Integrity: By summing the 

features extracted from different filters, the network can 

retain critical information from all scales in the fi

map. This allows MSCFNet to simultaneously process and 

analyze features at different scales.

Reduction in Computational Complexity: Unlike the 

concatenation method, which increases the dimensionality 

of the feature map, the addition method ke
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Medium Features (5x5 filter). D) Large Features (7x7 filter)

Medium filters (5x5): Medium-sized filters are used to 

capture larger patterns and more complex 

the image. These filters allow the network to identify mid

scale features that may arise from the combination of 

Large filters (7x7): Large filters are employed to identify 

broader features and larger structures within the image. 

These filters are capable of recognizing large

and shapes, which are typically used in the later stages of 

the network for final classification tasks. 

In the next stage, instead of processing the features 

filter separately, these features are 

combined using an "addition" operation. By using the 

"addition" method to merge the features extracted from 

different filters, MSCFNet can achieve an integrated 

representation of the image that simultaneously covers a

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 

filter. The result of this summation is a unified feature map 

that encompasses information from all image scales. This 

map is then passed to the subsequent layers of 

the network for further processing. This process is repeated 

in each layer that utilizes multi-scale filters, ensuring that 

scale information throughout the 

The addition method in convolutional neural networks 

offers several key advantages.  

Preservation of Information Integrity: By summing the 

features extracted from different filters, the network can 

retain critical information from all scales in the fi

map. This allows MSCFNet to simultaneously process and 

analyze features at different scales. 

Reduction in Computational Complexity: Unlike the 

concatenation method, which increases the dimensionality 

of the feature map, the addition method ke

Multi Scale Convolutional Fusion Network for Image Retrieval

) Original Image from Fashion MNIST. b) Fine Features (3×3). C) 

Medium Features (5x5 filter). D) Large Features (7x7 filter) 

sized filters are used to 

capture larger patterns and more complex textures within 

the image. These filters allow the network to identify mid

scale features that may arise from the combination of 

Large filters (7x7): Large filters are employed to identify 

within the image. 

These filters are capable of recognizing large-scale patterns 

and shapes, which are typically used in the later stages of 

In the next stage, instead of processing the features 

filter separately, these features are 

combined using an "addition" operation. By using the 

"addition" method to merge the features extracted from 

different filters, MSCFNet can achieve an integrated 

representation of the image that simultaneously covers a

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 

filter. The result of this summation is a unified feature map 

that encompasses information from all image scales. This 

map is then passed to the subsequent layers of 

the network for further processing. This process is repeated 

scale filters, ensuring that 

scale information throughout the 

The addition method in convolutional neural networks 

Preservation of Information Integrity: By summing the 

features extracted from different filters, the network can 

retain critical information from all scales in the final feature 

map. This allows MSCFNet to simultaneously process and 

Reduction in Computational Complexity: Unlike the 

concatenation method, which increases the dimensionality 

of the feature map, the addition method keeps the feature 
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combined using an "addition" operation. By using the 
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representation of the image that simultaneously covers all 

scales. This process is carried out by summing the values at 

each pixel position from the feature maps generated by each 
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that encompasses information from all image scales. This 

map is then passed to the subsequent layers of 

the network for further processing. This process is repeated 

scale filters, ensuring that 
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features extracted from different filters, the network can 

nal feature 

map. This allows MSCFNet to simultaneously process and 

Reduction in Computational Complexity: Unlike the 

concatenation method, which increases the dimensionality 

eps the feature 

map's dimensions constant. This reduces computational 

complexity and memory usage, resulting in improved 

overall network performance.

• 

process, features that are consistent across different

and recognized as important patterns become more 

prominent. This can enhance the network’s accuracy in 

identifying and retrieving images.

• 

and fast, making it easy to implement in various CNN 

architectures. This method also simplifies parameter 

optimization, as the dimensions of the feature maps remain 

unchanged during processing.

By employing this method, MSCFNet can more effectively 

handle variations in images and identify the key features 

tha

and efficiency of the network in image retrieval are 

improved.

After extracting features using multi

merging them through the addition method, the next step in 

the processing pipeli

selection of important and prominent features. For this 

purpose, Max Pooling layers are utilized.

Max Pooling is one of the most popular methods in CNNs, 

used to reduce the dimensionality of feature maps and 

select th

downsampling operation that divides the feature maps into 

smaller patches and selects the maximum value within each 

patch. This process helps reduce the size of the feature 

maps and highlight the stronger and mo

features.

• 

Pooling is a reduced feature map, where only the most 

prominent values are retained, and unnecessary information 

and noise are discarded.

The Max pooling method in convolutional 

offers several key advantages. 

• 

Complexity: Max Pooling reduces the dimensionality of the 

feature map, which in turn decreases computational 

complexity in the subsequent layers of the network.

reduction in dimensions allows the network to operate 

faster and with fewer computational resources.

• 

advantages of Max Pooling is its ability to retain the most 

prominent and important features. T

typically have larger values, represent key information 

within the image and help improve the model’s accuracy in 

image recognition and retrieval.

• 
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map's dimensions constant. This reduces computational 

complexity and memory usage, resulting in improved 

overall network performance.

 Enhancement of Key Features: During the summation 

process, features that are consistent across different

and recognized as important patterns become more 

prominent. This can enhance the network’s accuracy in 

identifying and retrieving images.

 Ease of Implementation: The addition method is simple 

and fast, making it easy to implement in various CNN 

rchitectures. This method also simplifies parameter 

optimization, as the dimensions of the feature maps remain 

unchanged during processing.

By employing this method, MSCFNet can more effectively 

handle variations in images and identify the key features 

that appear at different scales. Consequently, the accuracy 

and efficiency of the network in image retrieval are 

improved. 

After extracting features using multi

merging them through the addition method, the next step in 

the processing pipeli

selection of important and prominent features. For this 

purpose, Max Pooling layers are utilized.

Max Pooling is one of the most popular methods in CNNs, 

used to reduce the dimensionality of feature maps and 

select the most salient information. Max Pooling is a 

downsampling operation that divides the feature maps into 

smaller patches and selects the maximum value within each 

patch. This process helps reduce the size of the feature 

maps and highlight the stronger and mo

features. 

 Creation of a Reduced Feature Map: The output of Max 

Pooling is a reduced feature map, where only the most 

prominent values are retained, and unnecessary information 

and noise are discarded.

The Max pooling method in convolutional 

offers several key advantages. 

 Reduction of Dimensionality and Computational 

Complexity: Max Pooling reduces the dimensionality of the 

feature map, which in turn decreases computational 

complexity in the subsequent layers of the network.

reduction in dimensions allows the network to operate 

faster and with fewer computational resources.

 Preservation of Prominent Features: One of the main 

advantages of Max Pooling is its ability to retain the most 

prominent and important features. T

typically have larger values, represent key information 

within the image and help improve the model’s accuracy in 

image recognition and retrieval.

 Resistance to Small Variations: Max Pooling helps the 
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map's dimensions constant. This reduces computational 

complexity and memory usage, resulting in improved 

overall network performance.

Enhancement of Key Features: During the summation 

process, features that are consistent across different

and recognized as important patterns become more 

prominent. This can enhance the network’s accuracy in 

identifying and retrieving images.

Ease of Implementation: The addition method is simple 

and fast, making it easy to implement in various CNN 

rchitectures. This method also simplifies parameter 

optimization, as the dimensions of the feature maps remain 

unchanged during processing.

By employing this method, MSCFNet can more effectively 

handle variations in images and identify the key features 

t appear at different scales. Consequently, the accuracy 

and efficiency of the network in image retrieval are 

After extracting features using multi

merging them through the addition method, the next step in 
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offers several key advantages. 

Reduction of Dimensionality and Computational 

Complexity: Max Pooling reduces the dimensionality of the 
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network remain robust to small variations in the image 

(such as minor noise or changes in lighting). This allows 

MSCFNet to handle a greater diversity of images while 

maintaining high accuracy. 

The combination of Max Pooling with multi-scale filters 

and feature merging allows MSCFNet to more accurately 

extract important features from images, leading to 

significant improvements in image retrieval. This method 

also helps reduce the complexity of the network and 

increase processing speed, which is especially important for 

real-world, large-scale applications. 

In summary, the proposed method, MSCFNet, integrates 

multi-scale filters, feature merging using the addition 

method, and Max Pooling to enable the CNN to extract and 

process key features from images with higher accuracy and 

efficiency. This method not only improves the accuracy of 

image retrieval but also reduces computational complexity, 

making it an ideal choice for real-world, large-scale 

applications. 

 

 

4. Performance Evaluation 

 

In this section, the performance of the proposed model, 

MSCFNet, is evaluated using three well-known datasets: 

CIFAR-10, CIFAR-100, and Fashion-MNIST. These 

datasets are widely utilized in deep learning and computer 

vision to assess the effectiveness of different models. 

1. CIFAR-10 Dataset: CIFAR-10 consists of 60,000 32x32 

colored images distributed across 10 different categories. 

This dataset is considered a standard for evaluating models 

in the field of image classification. The proposed model 

was first trained on this dataset, and its performance was 

subsequently evaluated. Metrics such as accuracy, F-Score, 

the number of parameters, and training time were employed 

for the assessment. 

2. CIFAR-100 Dataset: CIFAR-100 is similar to CIFAR-10 

but comprises 100 different categories, with each category 

containing 600 images. The higher number of classes poses 

a greater challenge for models. The proposed model was 

also trained on this dataset, and its performance was 

evaluated using the same metrics as mentioned above. 

3. Fashion-MNIST Dataset: Fashion-MNIST contains 

70,000 28x28 grayscale images of clothing items divided 

into 10 categories. This dataset serves as a more complex 

alternative to the MNIST dataset and is suitable for 

evaluating models designed for object recognition. The 

proposed model was also evaluated on this dataset. 

The proposed Multi-Scale Convolutional Fusion Network 

(MSCFNet) was implemented in two architectures: one 

with two multi-scale convolutional layers and another with 

four such layers. Each layer comprised 3x3, 5x5, and 7x7 

filters, applied in parallel and then merged using the 

addition operation. In the two-layer architecture, after each 

convolutional layer, Max Pooling was applied to reduce the 

dimensionality, and the resulting features were fed into 

fully connected layers. In the four-layer architecture, two 

additional convolutional layers were introduced, enabling 

the extraction of more complex features and enhancing the 

model's accuracy. This flexible design allowed the 

evaluation of the model at different levels of depth and 

complexity. 

The proposed MSCFNet was compared with three other 

models: a CNN with five convolutional layers, ResNet18, 

and ResNet50. In this comparison, the models were 

evaluated in terms of accuracy, F-Score, the number of 

parameters, and training time. The results demonstrated that 

MSCFNet, in both architectures (two and four layers), 

achieved a balanced trade-off between accuracy and model 

complexity by utilizing its multi-scale structure. Compared 

to the standard CNN, MSCFNet provided higher accuracy 

with fewer parameters and more efficient training times. 

Additionally, when compared to ResNet18 and ResNet50, 

the MSCFNet models with fewer layers and a simpler 

structure offered competitive performance, making them 

particularly suitable for environments with limited 

resources or a need for faster training. The results of this 

evaluation are presented and analyzed below. 

 

4.1. Analysis of Experimental Results 

 

The experimental results are presented in three sections for 

each dataset. In this section, the model's performance is 

analyzed and compared based on the mentioned metrics. 

Specifically, the model's accuracy in recognizing different 

categories, its efficiency under varying conditions, as well 

as its complexity and the time required for training, will be 

evaluated. This analysis will help identify the strengths and 

weaknesses of the proposed model, providing insights into 

potential improvements for future development. 

 

• Evaluation and Analysis of Results on the 

CIFAR-10 Dataset 

 

The results of the comparison between five different models, 

including CNN (5 layers), ResNet18, ResNet50, MSCFNet 

(2 layers), and MSCFNet (4 layers), are presented in Table 

1. These models were evaluated based on the metrics of 

accuracy, F-Score, number of parameters, and training time. 

The analysis of these results is provided below. 
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Table 1. The caption must be followed by the table 

 

Performance of CNN (5 layers): The CNN model with five 

convolutional layers is a simple and standard model that 

achieved an accuracy of 51.03% and an F-Score of 49.38% 

in this comparison. Given its relatively low number of 

parameters (122,570) and short training time (40.965 

seconds), this model is a suitable option for applications 

with limited computational resources. However, due to its 

shallow depth and lack of advanced mechanisms such as 

skip connections or multi-scale feature extraction, this 

model is unable to compete with more complex models and 

exhibits comparatively lower performance. 

Performance of ResNet18 and ResNet50: The ResNet18 

model achieved an accuracy of 67.98% and an F-Score of 

63.34%, outperforming the CNN model. This improvement 

is attributed to the deeper architecture and the use of skip 

connections, which enable the extraction of more complex 

features from images. However, the large number of 

parameters (11,184,778) and long training time (646.67 

seconds) increase the model's complexity. The ResNet50 

model, on the other hand, exhibited weaker performance 

with an accuracy of 36.00% and an F-Score of 28.91%. 

This decrease in performance may be due to the model's 

higher complexity and the need for more precise 

hyperparameter tuning. Furthermore, ResNet50, with its 

very high number of parameters (23,608,202) and long 

training time (394.49 seconds), faced issues with 

convergence and extracting appropriate features. 

Performance of MSCFNet (2 layers and 4 layers):The 

proposed MSCFNet method, in both its 2-layer and 4-layer 

versions, demonstrated significantly better performance 

compared to the other models. The 2-layer MSCFNet 

achieved an accuracy of 70.75% and an F-Score of 70.60%, 

while the 4-layer MSCFNet obtained an accuracy of 74.43% 

and an F-Score of 74.42%. These results show that the use 

of multi-scale convolutional layers and the fusion of 

various features improves model performance. Additionally, 

the reduced number of parameters (881,994 for 2 layers and 

1,070,794 for 4 layers) and shorter training time (113.1 and 

159.76 seconds, respectively) are further advantages of 

MSCFNet. These results demonstrate that MSCFNet, with 

its simpler and more efficient architecture, can achieve 

higher accuracy compared to more complex models. 

• Evaluation and Analysis of Results on the 

CIFAR-100 Dataset 

In this section, the results of the evaluation of various 

models, including CNN (5 layers), ResNet18, ResNet50, 

and the two versions of MSCFNet (2 layers and 4 layers), 

on the CIFAR-100 dataset are analyzed. Due to the 

presence of 100 different classes and the high diversity of 

images, this dataset poses greater challenges for the models. 

The results obtained based on the metrics of accuracy, F-

Score, number of parameters, and training time are 

presented in Table 2. 

 
Table.2.Performance Comparison: Results on CIFAR-100 

 

 

Performance of CNN (5 layers): The CNN model with five 

layers is the simplest model in this comparison, achieving 

an accuracy of 28.79% and an F-Score of 27.26%. The 

number of parameters in this model is relatively low 

(128,420), and the training time is also relatively short 

(84.80 seconds). These results indicate that in resource-

constrained environments, this model may be a suitable 

choice. However, in terms of accuracy, it lags behind the 

other models. 

Performance of ResNet18 and ResNet50: The ResNet18 

and ResNet50 models achieved accuracies of 24.8% and 

27.45%, and F-Scores of 15.78% and 26.43%, respectively, 

which are lower than expected. Although these models have 

potential due to their deeper layers and the use of skip 

connections, the weak results may be attributed to the 

overly complex architecture and the need for more precise 

parameter tuning. The large number of parameters in these 

models (11,230,948 for ResNet18 and 23,792,612 for 

ResNet50) also results in longer training times (679.17 and 

737.81 seconds, respectively), which could pose challenges 

in resource-limited environments. 

Performance of MSCFNet (2 layers and 4 layers): The 

proposed MSCFNet method, in both its 2-layer and 4-layer 

Method Accuracy F-Score Parameters# Training 

time 

(seconds) 

CNN (5 

layers) 

51.03 49.38 122570 40.965 

ResNet18 67.98 63.34 11184778 646.67 

ResNet50 36.00 28.91 23608202 394.49 

MSCFNet (٢ 

layers) 

70.75 70.60 881,994 113.1 

MSCFNet (٤ 

layers) 

74.43 74.42 1070794 159.76 

Method Accuracy F-

Score 

Number of 

parameters 

Training 

time 

(seconds) 

CNN (5 

layers) 

28.79 27.26 128420 84.80 

ResNet18 24.8 15.78 11230948 679.17 

ResNet50 27.45 26.43 23792612 737.81 

MSCFNet (٢ 

layers) 

38.51 37.83 893604 107.98 

MSCFNet (٤ 

layers) 

38.87 38.74 1082404 192.86 
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architectures, demonstrated superior performance compared 

to the other models. The 2-layer MSCFNet achieved an 

accuracy of 38.51% and an F-Score of 37.83%, while the 4-

layer MSCFNet achieved an accuracy of 38.87% and an F-

Score of 38.74%. These results indicate that MSCFNet 

effectively extracts various image features and outperforms 

more complex models such as ResNet. The number of 

parameters in these models (893,604 for the 2-layer 

MSCFNet and 1,082,404 for the 4-layer MSCFNet) is 

relatively low, and the training time is also shorter 

compared to ResNet models (107.98 and 192.86 seconds, 

respectively). 

 

• Analysis of Results on the Fashion-MNIST 

Dataset 

 

Table 3 presents the comparative results of five different 

models, including CNN (5 layers), ResNet18, ResNet50, 

and the two versions of MSCFNet (2 layers and 4 layers), 

based on the metrics of accuracy, F-Score, number of 

parameters, and training time on the Fashion-MNIST 

dataset after 10 training epochs. 

 
Table.3.Performance Comparison Results on Fashion-MNIST (10 epochs) 

 

Performance of CNN (5 layers): The CNN model with five 

convolutional layers achieved an accuracy of 88.69% and 

an F-Score of 88.65%. With a relatively low number of 

parameters (93,322) and a short training time (83.59 

seconds), this model demonstrates that it can be utilized in 

applications where training speed and model simplicity are 

prioritized. However, the accuracy and F-Score of this 

model are lower compared to more complex models like 

ResNet18 and MSCFNet, which can be attributed to the 

model's limitations in extracting more complex features 

from images. 

Performance of ResNet18 and ResNet50: The ResNet18 

model showed better performance than CNN, with an 

accuracy of 91.3% and an F-Score of 91.54%. With a 

higher number of parameters (11,183,626) and a longer 

training time (641.38 seconds), ResNet18 benefits from a 

deeper architecture and the use of skip connections, 

enabling it to extract more complex features and achieve 

higher accuracy. The ResNet50 model, on the other hand, 

demonstrated weaker performance with an accuracy of 

87.18% and an F-Score of 87.03%. This decrease in 

performance could be due to the model's higher complexity 

and the need for more precise tuning to better adapt to the 

Fashion-MNIST data. Additionally, ResNet50, with a 

significantly higher number of parameters (23,601,930) and 

a longer training time (682.06 seconds), may have 

encountered convergence issues, leading to reduced 

accuracy. 

Performance of MSCFNet (2 layers and 4 layers): The 

proposed MSCFNet method, in both its 2-layer and 4-layer 

versions, outperformed the other models. The 2-layer 

MSCFNet achieved an accuracy of 91.92% and an F-Score 

of 91.95%, while the 4-layer MSCFNet reached an 

accuracy of 92.47% and an F-Score of 92.45%. These 

results indicate that the use of multi-scale convolutional 

layers has been successful in extracting more effective 

features from images. Furthermore, the lower number of 

parameters (748,490 for 2 layers and 1,035,594 for 4 layers) 

and shorter training times (109.06 and 173.87 seconds) 

demonstrate the high efficiency of MSCFNet. These models, 

with their simpler and more efficient structure compared to 

the ResNets, have achieved better accuracy and 

performance. 

 

4.2. Discussion 

 

This section analyzes the results obtained from the three 

datasets: CIFAR-10, CIFAR-100, and Fashion-MNIST. Due 

to the varying levels of complexity and data diversity, these 

datasets serve as suitable benchmarks for evaluating the 

performance of different models. CIFAR-10, with its 10 

distinct classes, provides a relatively straightforward 

classification task, while CIFAR-100, with 100 classes, 

presents a more challenging scenario. Fashion-MNIST, 

containing grayscale images of clothing items, offers a 

unique perspective with its focus on texture and shape 

features. 

In Figure 3, we observe a line chart comparing the accuracy 

of different models across these three datasets. As shown, 

MSCFNet (both the 2-layer and 4-layer versions) 

consistently outperforms other models in terms of accuracy, 

especially in CIFAR-10 and Fashion-MNIST. This 

demonstrates the effectiveness of MSCFNet's multi-scale 

feature extraction in capturing relevant features at various 

image scales, leading to better overall performance. The 

Method Accuracy F-

Score 

Number of 

parameters 

Training 

time 

(seconds) 

CNN (5 

layers) 

88.69 88.65 93322 83.59 

ResNet18 91.3 91.54   11183626 641.38 

ResNet50 87.18 87.03 23601930 682.06 

MSCFNet (2 

layers) 

91.92 9195 748490 109.06 

MSCFNet (4 

layers) 

92.47 92.45 1035594 173.87 
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for revealing small differences 

between models. The results show that MSCFNet (4 layers) 

achieved the best performance with an accuracy of 92.47% 

Score of 92.45%. Despite being less complex than 

ResNet18 and ResNet50, this model was able to extract 

scale structure, 

10 dataset, with 

more diverse images and 10 different categories, presents a 

MNIST. Here, 

layer versions, 

outperformed the other models. MSCFNet (4 layers) 

achieved an accuracy of 74.43%, demonstrating its ability 

to extract more complex features from the images and 

surpass more complex models like ResNet50. The CIFAR-

0 different categories, is one of the 

most complex datasets, requiring a high capability in 

scale features. MSCFNet (4 

layers) also showed superior performance on this dataset 

with an accuracy of 38.87%, outperforming other models. 

These results suggest that even when faced with highly 

challenging datasets, the proposed method can deliver 

better performance than more complex models with a 

The advantages of the proposed MSCFNet include a 

een accuracy and complexity, shorter training 

time, efficiency in feature extraction, flexibility, and a 

scale 

convolutional layers and using the addition operation to 

ieve a good 

balance between high accuracy and model complexity. This 

characteristic has allowed the model to perform well across 

various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

more complex model

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

resource constraints. The use of multi

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

complex datasets like CIFAR

outperformed other models. Due t

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

Compare

shown competitive or superior performance in terms of 

accuracy and F

This reduction in the number of parameters results in lower 

memory and computational resource requirements,

a significant advantage in many practical applications.

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

issues can be attributed to

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

simpler architecture, with fewer layers, allows 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

generalization a

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

comparison, MSCFNet’s design, which uses s

operations such as "addition" for feature fusion, requires 

less fine

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

leading to longer training time

MSCFNet, with its lightweight and efficient design, is 

better suited for resource

requiring significantly less memory and training time while 

still achieving superior performance.

Based on the results fr

levels of complexity, the proposed MSCFNet has 
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various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

more complex model

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

resource constraints. The use of multi

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

complex datasets like CIFAR

outperformed other models. Due t

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

Compared to ResNet18 and ResNet50, MSCFNet has 

shown competitive or superior performance in terms of 

accuracy and F

This reduction in the number of parameters results in lower 

memory and computational resource requirements,

a significant advantage in many practical applications.

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

issues can be attributed to

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

simpler architecture, with fewer layers, allows 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

generalization a

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

comparison, MSCFNet’s design, which uses s

operations such as "addition" for feature fusion, requires 

less fine-tuning and provides more consistent results. 

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

leading to longer training time

MSCFNet, with its lightweight and efficient design, is 

better suited for resource

requiring significantly less memory and training time while 

still achieving superior performance.

Based on the results fr

levels of complexity, the proposed MSCFNet has 
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various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

more complex models like ResNet18 and ResNet50 is the 

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

resource constraints. The use of multi

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

complex datasets like CIFAR

outperformed other models. Due t

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

d to ResNet18 and ResNet50, MSCFNet has 

shown competitive or superior performance in terms of 

accuracy and F-Score, despite having fewer parameters. 

This reduction in the number of parameters results in lower 

memory and computational resource requirements,

a significant advantage in many practical applications.

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

issues can be attributed to several factors. First, its high 

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

simpler architecture, with fewer layers, allows 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

generalization across different datasets. ResNet50 is also 

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

comparison, MSCFNet’s design, which uses s

operations such as "addition" for feature fusion, requires 

tuning and provides more consistent results. 

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

leading to longer training time

MSCFNet, with its lightweight and efficient design, is 

better suited for resource

requiring significantly less memory and training time while 

still achieving superior performance.

Based on the results from the three datasets with varying 

levels of complexity, the proposed MSCFNet has 
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various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

s like ResNet18 and ResNet50 is the 

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

resource constraints. The use of multi-scale convol

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

complex datasets like CIFAR-100, where MSCFNet has 

outperformed other models. Due to its modular structure, 

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

d to ResNet18 and ResNet50, MSCFNet has 

shown competitive or superior performance in terms of 

Score, despite having fewer parameters. 

This reduction in the number of parameters results in lower 

memory and computational resource requirements,

a significant advantage in many practical applications.

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

several factors. First, its high 

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

simpler architecture, with fewer layers, allows 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

cross different datasets. ResNet50 is also 

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

comparison, MSCFNet’s design, which uses s

operations such as "addition" for feature fusion, requires 

tuning and provides more consistent results. 

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

leading to longer training times and higher memory usage. 

MSCFNet, with its lightweight and efficient design, is 

better suited for resource-constrained environments, 

requiring significantly less memory and training time while 

still achieving superior performance. 

om the three datasets with varying 

levels of complexity, the proposed MSCFNet has 

various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

s like ResNet18 and ResNet50 is the 

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

scale convolutional 

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

100, where MSCFNet has 

o its modular structure, 

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

d to ResNet18 and ResNet50, MSCFNet has 

shown competitive or superior performance in terms of 

Score, despite having fewer parameters. 

This reduction in the number of parameters results in lower 

memory and computational resource requirements, which is 

a significant advantage in many practical applications. 

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

several factors. First, its high 

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

simpler architecture, with fewer layers, allows for faster 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

cross different datasets. ResNet50 is also 

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

comparison, MSCFNet’s design, which uses simpler 

operations such as "addition" for feature fusion, requires 

tuning and provides more consistent results. 

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

s and higher memory usage. 

MSCFNet, with its lightweight and efficient design, is 

constrained environments, 

requiring significantly less memory and training time while 

om the three datasets with varying 

levels of complexity, the proposed MSCFNet has 

various datasets without requiring a large number of 

parameters. Another important advantage of MSCFNet over 

s like ResNet18 and ResNet50 is the 

reduced training time. MSCFNet, with its more efficient 

structure, requires less time to train, which is especially 

important in environments with time or computational 

utional 

layers in MSCFNet has enabled the model to extract a 

broader range of features from the images. This capability 

has proven particularly beneficial when dealing with 

100, where MSCFNet has 

o its modular structure, 

MSCFNet allows for flexibility in the number of layers. 

This flexibility enables users to adjust the number of 

convolutional layers based on specific needs and data 

complexity, optimizing the model for the best performance. 

d to ResNet18 and ResNet50, MSCFNet has 

shown competitive or superior performance in terms of 

Score, despite having fewer parameters. 

This reduction in the number of parameters results in lower 

which is 

The performance of ResNet50 was consistently lower than 

MSCFNet across all datasets, as shown in the results 

Figure.3. ResNet50's poor performance and convergence 

several factors. First, its high 

complexity with 50 layers leads to significant challenges in 

convergence, especially when hyperparameters like the 

learning rate are not finely tuned. In contrast, MSCFNet's 

for faster 

and more reliable convergence. Additionally, ResNet50's 

large number of parameters increases the risk of overfitting, 

particularly on datasets with limited or less complex data, 

while MSCFNet, with fewer parameters, shows better 

cross different datasets. ResNet50 is also 

highly sensitive to hyperparameter tuning, requiring precise 

adjustments to perform optimally. If not properly tuned, it 

may experience slow or suboptimal convergence. In 

impler 

operations such as "addition" for feature fusion, requires 

tuning and provides more consistent results. 

Furthermore, ResNet50’s deep architecture and high 

parameter count demand more computational resources, 

s and higher memory usage. 

MSCFNet, with its lightweight and efficient design, is 

constrained environments, 

requiring significantly less memory and training time while 

om the three datasets with varying 

levels of complexity, the proposed MSCFNet has 
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demonstrated that by maintaining a proper balance between 

accuracy and model complexity, it can outperform more 

complex models like ResNet. The benefits of this method 

include high accuracy, shorter training times, efficient 

feature extraction, flexibility, and fewer parameters, making 

MSCFNet an efficient and suitable model for a wide range 

of applications. 

 

 

5. Conclusion 

 

In this study, the proposed MSCFNet method was evaluated 

on the CIFAR-10, CIFAR-100, and Fashion-MNIST 

datasets, using a multi-scale structure. The results 

demonstrated that MSCFNet, in both its 2-layer and 4-layer 

versions, outperformed more complex models such as 

ResNet18 and ResNet50 by achieving a proper balance 

between accuracy, model complexity, and training time. 

The multi-scale structure of MSCFNet enabled the 

extraction of richer features from the images, resulting in 

higher classification accuracy. Additionally, the lower 

number of parameters and shorter training time made this 

model a suitable option for various applications, especially 

in environments with limited computational resources. 

Several avenues for improving and extending MSCFNet 

can be explored in future research. One possible direction is 

to investigate advanced techniques for optimizing model 

performance, such as leveraging transfer learning methods. 

These techniques could help MSCFNet improve its 

efficiency and accuracy in new and challenging domains by 

utilizing prior knowledge from other domains. Moreover, 

developing deeper and more advanced models while 

maintaining the balance between accuracy and complexity, 

as well as enhancing training time reduction and 

computational resource optimization, could lead to broader 

applications and greater success for MSCFNet in various 

fields. 
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