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Abstract 

This paper presents a method of emotion classification from EEG signals. This method comprises 

four steps of pre-processing by low-pass filtering, feature extraction using the discrete wavelet 

transform and the Wigner–Ville distribution, dimensionality reduction using linear discriminant 

analysis, and classification. The k-nearest neighbors, random forests, and support vector machines 

were used as classification models. The results of this study showed that the features extracted by 

the wavelet transform and Wigner–Ville distribution led to the improvement of classification 

accuracy compared to other studies. In addition, the highest accuracy of 94.1% for the 

classification of 4 emotions was obtained using the features of the TP9 electrode and the support 

vector machine classifier. 
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1. INTRODUCTION 
 

Emotion classification using electroencepha- 

lography (EEG) is a fascinating field that has 

the potential to revolutionize the 

understanding and interpretation of human 

emotions. EEG is a non-invasive technique 

for recording the electrical activity of the 

brain. By analyzing the patterns of this 

electrical activity, researchers are able to 

classify different 

 

 
emotions and gain valuable insights into the 

functions of the human brain  [1]. Objective 

evaluation and classification of our emotions 

are fascinating and pave the way for studying 

and understanding the complexities of human 

emotions. The potential applications of 

emotion classification using EEG are truly 

exciting [2]. For instance, emotion detection 

using machine learning could contribute to 

the understanding of mental health disorders 

such as anxiety and depression [3]. By 

analyzing the EEG patterns associated with 
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different emotional states, researchers could 

identify specific biomarkers that could aid in 

the diagnosis and treatment of these disorders 

[4]. This could lead to more personalized and 

effective interventions, ultimately improving 

the lives of millions of people. Brain-

computer interface is another field in which 

emotion classification using EEG can assist 

[5]. For example, a smart application could 

detect when a user is feeling stressed or 

frustrated and respond by providing calming 

music or suggesting relaxation techniques 

[6]. This could greatly enhance the user 

experience and make technology more 

intuitive and responsive to our emotional 

needs. Furthermore, emotion classification 

using EEG has the potential to play a key role 

in the market research and advertising 

industry [7]. Companies could gain important 

information about what appeals to their target 

audience through the measurement of 

consumer's emotions in relation to various 

advertisements and products [8]. This could 

help them find more effective marketing 

strategies to increase sales. Additionally, it 

could help to identify potential issues or 

concerns with previous products, allowing 

companies to make necessary adjustments 

before re-launching them into the market. 

Emotion classification using machine 

learning has gained a lot of popularity in 

recent years [9-11]. Liu et al. (2018) 

classified emotion for Arousal-Valence 

recognition using EEG signals. This study 

reported that a combination of supervised and 

unsupervised feature dimensionality 

reduction methods can improve the 

performance of the classification model [12]. 

Acharya et al. (2020) reported an accuracy of 

88.6 % for emotion [13]. The method 

proposed by Ghosh et al. (2021) obtained 

accuracies of 82% and 72% in a binary and a 

three-class emotion classification problem, 

respectively [14].  

The rest of this paper is organized as 

follows: Section 2 introduces the EEG 

dataset and describes the proposed method 

including preprocessing, feature extraction, 

and classification. Section 3 describes the 

results and findings of the study. Results are 

discussed and compared to other studies in 

Section 4 and final conclusions are presented 

in Section 5. 

 

2. MATERIALS AND METHODS 
 

2.1. EEG dataset for emotions 
 

The EEG dataset that we used for emotion 

classification was collected by Suhaimi et al. 

(2022) [15]. First, they manually selected 39 

primary video stimuli with a virtual reality 

device that elicited the most effective 

emotional responses. Second, these initial 

video stimuli were evaluated by structurally 

placing each of corresponding videos into a 

quadrant of arousal-valence space model. 

Fig. 1 shows arousal-valence space model  

 

 
Fig. 1. Arousal-Valence model. 
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collected EEG signals were collected from 

four different channels (AF7, AF8, TP9, 

TP10) with the Fpz being the reference. The 

50 Hz power line interference was removed 

using a notch filter. EEG signals were 

recorded at 0.5 s intervals by Muse Monitor 

at an initial sampling rate of 256 Hz with 

four-channel electrodes placed at AF7, AF8, 

TP9, and TP10. 

 

2.2. Preprocessing 
 

In [16], it was proposed to use frequencies 

from 0 to 45 Hz for emotion detection. 

Therefore, we used a low-pass Butterworth 

filter to remove frequencies above 45 Hz. The 

magnitude frequency response of this filter is 

given by Eq. (1): 
 

|𝐻(𝑓)|2 =
1

1 + (
𝑓
𝑓𝑐

)2𝑁
 

(1) 

 

where 𝑓𝑐 is cut-off frequency (45 Hz) and N, 

the order of the filter, is 8. 

 

2.3. Feature Extraction 
 

In this study, feature extraction was 

performed using the discrete wavelet 

transform and the Wigner-Ville distribution 

function. 

 

2.3.1. Wavelet Transforms 
 

Wavelet transform (WT) is a time-frequency 

domain analysis and wavelet functions are 

derived from a mother wavelet [17]. The 

continuous wavelet transform of a signal is 

defined as the inner product of the signal and 

translated and scaled versions of the mother 

wavelet according to Eq. (2) and Eq. (3). 
 

𝐶𝑥(𝑎, 𝑏) = ∫ 𝑥(𝑡)𝜓𝑎,𝑏
∗ (𝑡)𝑑𝑡

+∞

−∞

 (2) 

  

𝜓𝑎,𝑏(𝑡) =
1

√|𝑎|
𝜓 (

𝑡 − 𝑏

𝑎
) ,  𝑎, 𝑏 ∈ 𝑅 (3) 

 

In Eq. (2) and (3), 𝑎 and 𝑏 are the scale 

and translation parameters, respectively, 𝐶𝑥 

denotes the wavelet coefficients, and 𝜓(𝑡) is 

the mother wavelet. In the discrete wavelet 

transform, signals are divided into two 

components using a low-pass and a high-pass 

filter. Then, the low-pass component is 

further split into two components. This could 

be repeated as long as needed. In this study, 

variance, signal wavelength, and entropy of 

wavelet coefficients were estimated and used 

as features. After 4 levels of decomposition, 

five signal components (1 approximation, 

and 4 details) are obtained. We estimated 3 

features for each component, resulting in 

5 × 3 = 15 features. Since these five 

components are zero-mean signals, their 

variances are equivalent to their powers, 

therefore providing a representation similar 

to the power spectrum, which is commonly 

used in EEG processing applications [18]. 

Since entropy is a measure of randomness, 

that is why we used it.. Unlike variance, 

entropy is considered a non-linear feature 

which has also been used in EEG processing 

applications [18]. 

 

2.3.2. Wigner-Ville distribution 
 

Wigner-Ville distribution was first proposed 

by Wigner in 1932 [19]. It is a suitable 

transform for time-frequency analysis. This 

approach has more resolution compared to 

the short-time Fourier transform. Wigner-
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Ville distribution 𝑊𝑥(𝑡, 𝑣) is given by Eq. 

(4): 
 

𝑊𝑥(𝑡, 𝑣) =  ∫ 𝑥 (𝑡 +
𝜏

2
) 𝑥∗(𝑡

+∞

−∞

−
𝜏

2
)𝑒−𝑗2𝜋𝑣𝜏𝑑𝜏 

(4) 

 

where t and 𝑣 are time and frequency, 

respectively.  In the end, 3 features including 

variance, mean, and signal wavelength are 

calculated from the Wigner-Ville 

distribution. If {|𝑊𝑥(𝑡, 𝑣𝑖)|, 𝑖 = 1,2,3} are 

the three frequency components of the 

absolute Wigner-Ville distribution |𝑊𝑥(𝑡, 𝑣)| 

that have the highest power, the mean, 

variance and the wavelength of these three 

components are estimated. The respective 

features are then averaged, resulting in 3 

features: an average mean, an average 

variance, and an average wavelength. The 

three averages were used as features.  

 

2.4. Classification  
 

Before classification, linear discriminant 

analysis (LDA) was used for dimensionality 

reduction. LDA finds linear combinations of 

features that best discriminate two or more 

classes of objects or individuals [20]. It is 

based on the assumption that the conditional 

probability density functions 𝑝(𝑋 |𝑌 = 0) 

and 𝑝(𝑋 |𝑌 = 1) both have normal 

distributions. The linear discriminator is 

found using the maximum likelihood 

discriminant rule from Eq. (5) [20]. 
 

𝑃(𝑌 = 𝑘|𝑋) =
𝑃(𝑋|𝑌 = 𝑘)𝑃(𝑌 = 𝑘)

∑ 𝑃(𝑋|𝑌 = 𝑗)𝑃(𝑌 = 𝑗)
 (5) 

 

In Eq. (5), 𝑌 is the class index and 𝑋 is 

the feature vector. Details of dimensionality 

reduction using LDA can be found in [21]. 

Using LDA, the features were reduced 

from 18 (15 extracted by discrete wavelet, 

and the other 3 by Wigner-Ville distribution) 

to 3.  

In this study, three classification methods 

of k-nearest neighbor (kNN), support vector 

machine (SVM), and random forest (RF) 

were used to classify four emotions of 

happiness, scaredness, calmness, and 

boredom. The kNN was implemented by 

setting the parameter 𝑘 = 3 and RF was 

performed using 25 decision trees for 

calculations related to the algorithm.  

The EEG signals were randomly divided 

into a training (80%) and a test (20%) set. The 

three classifiers (SVM, kNN, and RF) were 

trained on the training data and then 

evaluated on the test data. 

 

2.4.1. Evaluation of the classifiers’ 

performance 
 

Three metrics were used for the evaluation of 

the classifiers: accuracy (𝐴𝑐), precision (𝑃𝑟), 

and recall (𝑅𝑒). These metrics are defined as: 
 

𝐴𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (6) 

  

𝑃𝑟 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

  

𝑅𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

  
 

In Eqs. (6-8), TP is the number of patients 

correctly classified as patients, FN is the 

number of patients wrongly classified as 

healthy subjects, TN is the number of healthy 
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subjects correctly classified as healthy, and 

FP is the number of healthy subjects wrongly 

classified as patients. Multi-class versions of 

accuracy, precision, and recall are defined in 

[22]. 

 

3. RESULTS 
 

Table 1 demonstrates the accuracy, precision, 

and recall of test data of each electrode using 

the SVM model. RF algorithm was also 

considered with 25 decision trees, which had 

the best performance (Table 2). The kNN 

algorithm was also considered with 𝑘 = 3, 

which had the best performance (Table 3). 

The accuracy of the three classification 

models, i.e. SVM, kNN, and RF, are briefly 

compared in Fig. 2. The SVM model and TP9 

electrode had the best performance among all 

the three algorithms and recording 

electrodes. 

 

Table 1. Accuracy, precision, and recall for the 

SVM classifier. 

Electrode Accuracy Precision Recall 

AF8 0.85 0.86 0.88 

AF7 0.78 0.77 0.79 

TP9 0.94 0.95 0.91 

TP10 0.85 0.88 0.87 

 

Table 2. Accuracy, precision, and recall for the 

RF classifier. 

Electrode Accuracy Precision Recall 

AF8 0.85 0.88 0.89 

AF7 0.76 0.80 0.76 

TP9 0.91 0.89 0.90 

TP10 0.85 0.86 0.87 

Table 3. Accuracy, precision, and recall for the 

kNN algorithm with 𝒌 = 𝟑. 

Electrode Accuracy Precision Recall 

AF8 0.83 0.85 0.84 

AF7 0.71 0.72 0.73 

TP9 0.85 0.88 0.85 

TP10 0.81 0.85 0.82 

 

 
Fig. 2. Classification accuracy of the SVM, 

RF, and kNN algorithms for AF8, AF7, TP9 

and TP10 electrodes. 

 
Table 4. The obtained accuracies for three 

combinations of electrodes. 

Classifier AF7-

AF8 

TP9-

TP10 

AF7-AF8-TP9-

TP10 

kNN 0.76 0.78 0.71 

SVM 0.86 0.86 0.82 

RF 0.84 0.85 0.81 

 
The electrode combinations AF7-AF8, 

TP9-TP10, and AF7-AF8-TP9-TP10 (all 

electrodes) were also investigated. The 

results are summarized in Table 4. 
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4. DISCUSSION 
 

This research investigated three non-linear 

classification methods (i.e. SVM, kNN, and 

RF) to recognize four emotions of 

scaredness, happiness, calmness, and 

boredom. The SVM (𝐴𝑐 = 0.94) 

outperformed both the RF (𝐴𝑐 = 0.91) and 

the kNN (𝐴𝑐 = 0.85). These results are 

consistent with the results reported in many 

other EEG processing applications [18], yet it 

might not be reasonable to generalize these 

results  especially. In some studies on 

emotion recognition from EEG, kNN was 

reported to be the best classifier [18]. 

Therefore, more studies should be conducted 

to investigate the classification models using 

other feature types, feature selection or 

dimensionality reduction algorithms, and 

other datasets of emotion recognition.  

Classification accuracy has been limited 

in many studies. For example, Gannouni et 

al. (2021) [23] obtained an accuracy of 89% 

for a four-class emotion recognition problem, 

which is lower than the accuracy we obtained 

(94%) using SVM. Sengur and Siuly (2020) 

[24] obtained a high accuracy of 94% which 

is comparable to the result we obtained. 

However, they had two classes of emotions 

while we used four classes of emotions. Our 

approach was also better than that of Subasi 

et al. (2021) [25] which gained an accuracy 

of 93% for a three-class classification 

problem. Housein et al. (2022) [26] 

conducted a review study on the 

classification of emotions based on the brain-

computer interface and mentioned 

classification accuracy of machine learning 

methods varies from 61.17% to 93% in 

studies (Table 5). Therefore, this study seems 

to have a better performance compared to 

other studies. The machine learning models 

we used are not different from those used in 

other studies. Therefore, it seems that the 

combination of the time-frequency features 

extracted from the wavelet coefficients and 

the Wigner-Ville distribution provided an 

effective set of features for emotion 

classification.  

It should be noted that the current study 

has a few limitations. First, the dataset that 

we used in this study included EEG data from 

only 4 recording channels. Therefore, it is 

necessary to evaluate the proposed method 

on other datasets with more recording 

channels. Another constraint of this study is 

the limited set of features we used. Features 

such as time-domain features could also be 

tested in future studies. Also, other feature 

 

 

Table 5. Comparison of the results of this study with similar studies. 

References Methods Emotions Accuracy 

[27] DT, kNN, RF Positive, negative and neutral 74 % 

[28] LDA Positive, negative and angry and harmony 82 % 

[29] SVM Positive, negative and neutral 85.9 % 

[30] RF Happy, sad, angry, calm 75.6 % 

Present study kNN, RF, SVM Happy, scared, bored, calm 94.1 % 
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selection or dimensionality reduction 

techniques should be considered. In addition, 

linear and other non-linear machine learning 

models and deep learning-based models can 

be used to find the best classifier for emotion 

recognition.  

 

5. CONCLUSION 
 

In this study, classification of four emotions 

(i.e. happiness, calmness, boredom, and 

scaredness) was successfully performed 

using the SVM classifier and the features 

from the TP9 electrode. This achievement is 

due to the effective features that the discrete 

wavelet transform and the Wigner-Ville 

distribution provide. In future studies, other 

feature extraction and classification methods 

should be investigated for emotion 

classification. 
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