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 Since the inception of mobile apps, user feedback has been extremely 

valuable to app developers as it contains users' feelings, bugs, and new 

requirements. Due to the large volume of reviews, summarizing them 

is very difficult and error-prone. So far, many works have been done in 

the field of extractive summarization of users' reviews; However, in 

most researches, old methods of machine learning or natural language 

processing have been used, or if a model has been trained for 

summarizing using transformers, it has not been determined whether 

this model is useful for summarizing the reviews of mobile users. No? 

In other words, the model for summarizing texts has been presented in 

a general-purpose form, and no investigation has been carried out for 

its use in special purpose summarization. In this article, first, 1000 

reviews were randomly selected from the Kaggle database of user 

reviews, and then given to 4 pre-trained models bart_large_cnn, 

bart_large_xsum, mT5_multilingual_XLSum, and Falcon'sAI_ 

Text_Summrization for summarization, and the criteria Rouge1, 

Rouge2 and RoungL were calculated separately for each of the models 

and finally it was found that the pre-trained Falcon's AI model with a 

score of 0.6464 in the rouge1 criterion, a score of 0.6140 in the rouge2 

criterion and a score of 0.6346 in rougeL The best model for 

summarizing users' reviews is the Play Store. 
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1. Introduction 

According to the official statistics of IDC website1, 

about 300.3 million smartphones were produced by 

manufacturers by the fourth quarter of 2022, 75.8% 

of which were smartphones with the Android 

operating system. The Android operating system 

has its own store, called Google Play Store, which 

                                                      

1 IDC - Smartphone Market Share - Market Share. 

https://www.idc.com/promo/smartphone-marketshare 

includes all its produced apps by 

developers2[1][2][3].  

The apps available in the store are downloaded by 

many users and Google Play Store users could 

comment on the desired application. Studies have 

demonstrated the reviews made by users on apps 

2 Android Apps on Google Play. https://play.google.com/store/apps 



M. Razavi Dehkordi et al./ Journal of Optimization of Soft Computing (JOSC), 2(1): 37-43, 2024 
 

38 

 

contains important information, including bug 

reports, feature requests and user experience of 

working with the app[4][5][6]. Previous studies 

have revealed the reviews recorded by users could 

contribute to app development process and 

improve future app versions[7][8]. Moreover, 

reviews contain important information for app 

analysts, designers and developers[6][9][5]. Due to 

the high volume of reviews with important 

information, it was difficult to summarize them for 

handling by the development team manually, and 

as a result, having a tool to summarize and export 

the summarized reviews to the development team 

is very useful; Because having a tool or a model for 

summarizing reviews makes a summary list of 

requirements or bugs feed backed by users 

available to the development team and the 

development team does not waste much time 

reading each review and maintaining the software 

and providing More successful timely 

updates[10][11][12]. So far, many works have been 

done in summarizing the reviews of users of mobile 

applications, but in most of them, either natural 

language processing parameters have been used or 

machine learning methods have been used, which 

are old. Today, many pre-trained models are used. 

To summarize the reviews of users, using 

transformers are provided and all the models 

provided are general purpose and are not provided 

for a specific task. The purpose of this research is 

to compare and select the best pre-trained model in 

the extractive text summarization of user reviews 

of mobile applications in the Play Store. In this 

research, at first, 1000 reviews from the dataset 

including user reviews provided by Kaggle were 

randomly selected and given to 4 pre-trained 

models bart_large_cnn, bart_large_xsum, 

mT5_multilingual_XLSum and Falconsai. Finally, 

Rouge criteria have been measured for each model. 

The continuation of this article is organized as 

follows: in the second part, the concepts and works 

done in summarizing the reviews and their 

challenges are discussed, in the third part, the pre-

trained models and their parameters are stated, in 

The fourth section discusses the dataset and 

evaluation criteria, the fifth section compares the 4 

models presented in the summary, and finally, the 

sixth section provides conclusions and suggestions 

for future work. 

 

2. Concepts, Literature Review and their 

Challenges 

In this section, the concepts of text summarization 

are discussed first, and then the work done in the 

field of summarizing user reviews will be 

discussed, and finally, their challenges and 

problems will be discussed. 

 

2.1 Concepts of text summarization 

Text summarization was first introduced by Luhn 

in 1950 in the first IBM computers using the bag 

of words method[13]. In this method, the number 

of frequency of words that were used repeatedly 

in the text was counted, and based on that, a score 

was given to each sentence, and summarization 

was done based on this score. In the following, 

summarization methods were advanced by using 

linguistic parameters available in natural language 

processing. Then, new methods for converting 

sentences into vectors such as word2vec [14] and 

deep learning methods using LSTM architectures 

[15], RNN networks [16] and convolutional 

neural networks [17] were presented. 

In general, there are 2 methods for summarizing 

texts: 

A- Extractive summarization of reviews is 

done with the aim of identifying words 

and sentences and using them to create a 

summary of the text. In this method, the 

selection of words and sentences is based 

on their importance. This process includes 

three parts: separating the sentences and 

words, calculating the score and selecting 

the sentences and words with the highest 

score[18][19][20]. 
B- Abstractive summarization that has been 

developed and automated traditional 

methods. In this method, the key parts of 

the sentences and the main ideas of the 

sentence are processed using quoting. 

This method of summarizing includes the 

stages of analyzing sentences and 

quotations, which is done with two 

methods based on structure and based on 

meaning[21]. 

2.2 Work done in summarizing user Reviews 

In this part, some of the works done in the field of 

summarizing reviews will be discussed according 

to the method used by them. Also, at the end, their 

challenges and problems will be discussed. 
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Table 1- Important works presented in the field of 

text summarization 

   
Year/Refere

nce 
Main goal of 

Research 
Challenges & 

Problems 
2009/[22] Investigating the 

problems in 

summarizing 

texts and 

providing a 

classification for 

summarizing 

methods 

Lack of 

attention to 

methods based 

on extractive 

and abstractive 

text 

summarization, 

natural 

language 

processing, 

machine 

learning and 

deep learning 
2014/[23] Presenting a 

hybrid method 

based on 

extractive and 

abstractive 

summarization 

In the described 

method, 

features based 

on natural 

language 

processing are 

not used 
2014/[24] Reviewing the 

work done from 

2000 to 2013 and 

presenting a 

consolidated 

method based on 

statistics. 

In this 

method, the 

cognitive 

features of 

language such 

as 

visualization 

have not been 

addressed, and 

its effect on 

summarizatio

n has not been 

measured 
2016/[25] Presenting two 

definitive 

methods for 

extractive and 

abstractive 

summarization 

of reviews 

No testing has 

been done for 

the presented 

method 

2017/[26]  A study based 

on automatic 

extraction of 

key words of 

texts and 

summarizing 

them 

The method 

presented by 

them is not 

fully and 

clearly stated 

and the 

feature 

extraction part 

model is not 

stated 
2017/[20] Explain the 

advantages and 

disadvantages 

of topic-based, 

iteration count, 

and graph-based 

methods 

The stated 

methods are 

not well 

explained. 

2017/[27] Processing 

related to 

extractive 

summarization 

methods is 

described in 

different 

languages 

The exact idea 

about how to 

score features 

and how to 

extract them is 

not explained 

2020/[28] The method, 

processes, main 

structure, 

dataset and how 

to measure the 

efficiency of 

automatic 

summarization 

models are 

mentioned. 

How to 

classify and 

extract 

features is not 

described in 

detail 

2020/[29] Summarizing a 

set of 

documents 

based on 

previous work 

There is no 

explanation 

about the 

different 

methods 

 

In Table 1, the important works done in the field of 

summarizing reviews by both extractive and 

abstractive methods are stated. The presented 

works have challenges and problems as follows: 

 Summarization methods based on deep 

learning have not been addressed at all 

 In some articles, a method for 

summarization is presented, but the 

presented method has not been tested with 

any dataset 

 In some summarization methods, the 

proposed method is not described in full 

detail 

 None of the presented methods are 

specific and all of them are general and 

introduced to summarize all the texts. 

 The methods of summarizing texts using 

transformers have not been discussed. 

 To summarize the reviews of users of 

mobile applications, no specific method 

has been stated 
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Considering the challenges and problems 

mentioned above, providing a method or searching 

for a high-performance method for summarizing 

the reviews of mobile application users is required. 

 

RQ. Which of the pre-trained models based on 

extractive text summarization in terms of Rouge 

criteria is suitable for summarizing the reviews of 

mobile application users? 

 

3. Pre-Trained Models in User Reviews Text 

Summarization 

3.1 bart_large_cnn 

It is a pre-trained model in English and fine-tuned 

with CNN newspaper news using 400 million 

parameters[30]. This model is available on the 

hunggingface.com website, which includes many 

pre-trained models for various tasks such as 

summarizing, categorizing, masking, sentiment 

analysis, searching for text keywords, etc. To use 

this model, it is sufficient to give the parameters 

max_length (maximum number of words of the 

input text) and min_length (minimum number of 

words of the input text) as input to the model along 

with the desired text[31]. 

3.2 bart_large_XSUM 

The model was trained using 226 million BBC 

articles from 2010 to 2017 in the categories of 

politics, news, weather, sports, business, science, 

health, education and family, entertainment and 

arts. 

3.3 mT5_multilingual_XLSum 

This model is based on unsupervised learning 

method using different parameters for Amharic, 

Arabic, Azerbaijani, Bengali, Burmese, Chinese, 

English, French, Gujarati, Hausa, Hindi, Igbo, 

Indonesian, Japanese, Kirundi, Korean, Kyrgyz, 

Marathi, Nepali, Oromo, Pashto, Pidgin, 

Portuguese, Punjabi, Russian, Scottish, Serbian, 

Spanish, Thai, Turkish, Ukrainian, Uzbek, 

languages and etc.... It Performs tasks such as 

summarizing, translating, correcting words, 

language acceptance, etc[32]. 

3.4 Falcon’s AI 

This model is trained based on the original T5 

model for the summarization task only, so that it 

can produce accurate and good results in 

extractive summarization. This model is trained to 

generate text summaries with higher efficiency 

than the base T5 model; In addition, this model is 

trained using a dataset based on summaries made 

by humans[33]. 

  

 

 

4. Experimental Design  
In this section, the dataset used, the testing 

environment, the comparison criteria, and how the 

tests are performed are explained. 

 

4.1 Test Environment 

Python programming language version 3.10.11 and 

Visual Studio Code version 1.78.2 programming 

environment have been used to test the model. The 

reason for using this environment is the ease of 

Debug and compatibility with Microsoft Visual 

Studio. 

To compare the model with other models, the 

computer of the Big Data Research Center located 

in the Islamic Azad University of Najafabad branch 

with an Intel Xeon E5-2650 v4 processor, 16 GB 

of DDR4 RAM, without a graphics card and 

Windows 10 was used. 

4.2 Used Dataset 

The database provided by Kaggle has been used to 

train the model. Tables 2 and 3 provide complete 

information about the dataset and its features. 

 

Table 2 - Dataset used along with details 

Number 

of 

Categories 

Number 

of Apps 
Number 

of 

Reviews 

Provider 

32 10842 51000 Kaggle 
 

 

Table 3 - Features available for each application in 

the used dataset 

Number Feature 
1 App Name 
2 Category 
3 Average app rating (0 to 5) 

4 Number of Reviews 
5 App Size in mb 
6 Number of Installations 
7 Free or paid 
8 Price of app in case of not free 
9 Age limit for using app 

10 Date of last app update 

11 Last Version of app 
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12 Minimum android version required 

for installing app 

13 Reviews for app in text format 

14 Reviews Label (Feature Request, 

Bugfix and Information Giving) 

 

As can be seen in Table 2 and 3, the above dataset 

contains the play store reviews submitted by users 

for the application. From the mentioned database, 

1000 reviews are randomly selected and given to 

4 models for summarization. 

 

4.3 Data Preprocessing 

Before sending each review to the summarization 

models, we have performed text-related 

preprocessing operations such as removing special 

characters (e.g. #, * and ...), whitespace, and 

punctuation on the data; In addition, all the letters 

related to reviews have been converted to lower 

case. The reason for doing this is the ease of work 

for the review summarization system, which 

works on the basis of transformers [33] [34]. 

 

4.4 Rouge Evaluation criterion for pre-trained 

model evaluation 

To answer the research question, our main goal is 

to compare pre-trained models to find the best 

model for extractive summarization of user 

reviews. For this purpose, the models are checked 

in terms of the F-Mesaure criterion with the Rouge 

evaluation criterion, which is specific for the 

evaluation of the summarization methods. 

Rouge (Recall-Oriented Understudy for Gisting 

Evaluation) is a set of benchmarks and a software 

package specifically designed to evaluate machine 

summarization, but can also be used for machine 

translation. These criteria compare a summary or 

machine translation with reference summaries or 

translations (of high quality and produced by 

humans). The rouge criterion itself has subsets that 

are defined in different articles based on the 

number n of common tuples between sentences. 

The main and the summarized sentence are 

calculated. This means that the rouge1 criterion 

calculates the number of common 1s between two 

sentences, the rouge2 criterion calculates the 

number of 2s in common, and the rougeL criterion 

calculates the L number of common tuples between 

two sentences. Then, based on the degree of 

similarity, precision, recall and F-Measure are 

calculated[34]  and finally, based on the F-Measure 

parameter, it will be decided whether the presented 

method is suitable for summarization or not. 

4.5 How to Perform the Tests 

RQ. To find the best model in summarizing user 

reviews, first, 1000 reviews are randomly selected 

from the mentioned dataset and then given to each 

of the models for summarization separately. Each 

test is repeated 10 times and summarized reviews 

are kept at each stage. Then, through the libraries 

available in the Python software, for each model, 

1000 original texts along with 1000 summarized 

texts are given to Python, and then each review is 

compared with its summarized review separately, 

and the rouge measure is compared with F-

Measure. It is calculated for that. In the following, 

the amount of this parameter is recorded, the next 

review along with the summary is prepared for 

processing. Finally, the average parameters of 

rouge1, rouge2 and rougeL are calculated for each 

review 

 

5.Experiment Results 

RQ. In this part, to answer the research question, 

the results of the tests related to the pre-trained 

models in summarizing reviews are calculated 

according to the rouge criterion. 

 

Table 4 - Comparison of pre-trained models in 

summarizing 1000 reviews 

Model rouge1 

Average 

rouge2 

Averag

e 

rougeL 

Average 

bart_large_cnn 0.3801 0.3517 0.3521 
bart_large_XSU

M 
0.1736 0.0518 0.1434 

mT5_multilingu

al_XLSum 
0.1976 0.0602 0.1695 

Falcon’sAI 0.6464 0.6140 0.6346 
 

As can be seen in Table 4, Falcon's AI model has a 

better result than other models in summarizing 

reviews. 

 It should be noted that in none of the 

articles’, pre-trained models have not 

been compared for the task of 

summarizing the reviews of mobile 

application users. 

  On the other hand, because the Falcon's AI 

model has been trained with different 

datasets of reviews, texts, news, etc. for 

summarizing, it has been able to get better 

results in summarizing users' reviews. 
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6.Conclusion & Future Work 

Due to the fact that the number of reviews 

submitted for applications is very large, 

summarizing them by the development team is a 

difficult and time-consuming task. If there is a 

method or a tool to summarize the reviews, it can 

save the time of the development team and help to 

implement new features in the application, fix their 

bugs and make the application successful. There 

are many pre-trained models for summarizing 

texts, but none of them have been specifically 

adjusted for summarizing reviews. In this article, 4 

pre-trained models were compared in the extractive 

summarization of reviews according to rouge 

parameter in summarizing 1000 reviews from 

Kaggle dataset. Finally, it was found that the 

Falcon's AI method is a suitable method for the 

extractive summarization of reviews. By using the 

pre-trained model in summarizing reviews, the 

development team will easily have a summary list 

of reviews after categorizing the reviews, and will 

not waste time reading long reviews from the 

development team. Falcon's AI model was able to 

obtain a score of 0.6346 in the rougeL parameter 

due to the use of many parameters and precise 

adjustment using texts in different categories. This 

means that the degree of similarity of the 

summarized text with the original text is 

appropriate. 

 

In the future, more pre-trained models can be 

examined and compared in summarizing reviews, 

if there is a dataset, a model can be presented for 

abstract summarization of users' reviews also in the 

field of Persian language, pre-trained models. 
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