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Abstract:
Big data has been arising a growing interest in both scien-
tific and industrial fields for its potential value. However, 
before employing big data technology into massive appli-
cations, a basic but also principle topic should be investi-
gated: security and privacy. One of the biggest concerns 
of big data is privacy. However, the study on big data pri-
vacy is still at a very early stage. Many organizations de-
mand efficient solutions to store and analyze huge amount 
of information. Cloud computing as an enabler provides 
scalable resources and significant economic benefits in 
the form of reduced operational costs. This paradigm 
raises a broad range of security and privacy issues that 
must be taken into consideration. Multi-tenancy, loss of 
control, and trust are key challenges in cloud computing 
environments. In this paper, the recent research and de-
velopment on security and privacy in big data is surveyed 
and reviews the existing technologies and a wide array of 
both earlier and state-of- the-art projects on cloud securi-
ty and privacy. First, the effects of characteristics of big 
data on information security and privacy are described. 
Second, topics and issues on security are discussed and 
reviewed. Third, privacy-preserving trajectory data pub-
lishing is studied due to its future utilization, especially in 
telecom operation. Forth, present an overview of the bat-
tle ground by defining the roles and operations of privacy 
systems. Fifth, we review the milestones of the current 
two major research categories of privacy: data clustering 
and privacy frameworks. Finally, we discuss the effort 
of privacy study from the perspectives of different disci-
plines, respectively.

I. INTRODUCTION
Big data has emerged to a new paradigm for data applica-
tions. Due to significant benefits, big data arises a growing 
interest in many industry fields, such as telecom operation 
[1], [2], healthcare [3], [4] and so on. Many efforts on big 
data have been working on the data storage, data mining, 
and data application. However, the widespread usage of 
big data relies not only on the promising solutions and 

mechanisms of data analysing, but also on security pro-
tection and privacy preserving. 
Information security can be improved by big data tech-
nology, which is beneficial from security tools such as 
network monitoring, security information, and event 
management [5], [6]. However, on the down-side, there 
are additional security challenges brought by the big 
data technology, including cryptography algorithms, data 
provenance, secure data storage, access control, real time 
monitoring and so on [7]. Identifying and analysing the 
security issues will bring a better usage of big data. Thus, 
in this paper, we will first survey existing research on se-
curity and privacy. Then, we will focus on an essential 
type of data: trajectory.
Trajectory data represents the mobility of moving objects, 
such as people, vehicles, and so on. Spatio-temporal tra-
jectories provide significant and valuable information, 
and foster a broad range of applications, such as intelli-
gent transportation system, commercial site planning and 
so on. Therefore, trajectory data mining has become an in-
creasingly interesting research topic, attracting attentions 
from numerous fields, especially in telecom operation. As 
a trustful data owner, telecom operators are authorized to 
have large amounts of location data of mobile phone cus-
tomers. Making a good use of trajectory data can help 
telecom operators optimize the network and promote 
social services as well. However, location and trajectory 
data can be sensitive for individuals. Attackers may infer 
individuals’ privacy such as personal habits or person-
al details from trajectories. In order to preserve privacy, 
techniques and algorithms should be applied in the case 
that trajectories are released to third party for data anal-
ysis or data mining results of trajectories are published.
  During recent years, data production rate has been grow-
ing exponentially [11,12]. Many organizations demand 
efficient solutions to store and analyze these big amount 
data that are preliminary generated from various sources 
such as high throughput instruments, sensors or connect-
ed devices. For this purpose, big data technologies can 
utilize cloud computing to provide significant benefits, 
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3) “Velocity” shows the continuousness and high fre-
quencies of data. This feature makes information se-
curity and privacy issues even more severe[15].

4) “Value” refers to the outputs that gains from huge data 
sets. The highly potential value and intensely integrat-
ed data attracts hackers [16]. 

5) “Veracity” refers to the trustworthiness, applicability, 
noise, bias, abnormality and other quality properties 
of the data [9].

III. Security and Privacy Issues in Big Data
Given the big data characteristics and the impacts trig-
gered by the characteristics on security and privacy in sec-
tion II, existing security and privacy topics and issues are 
discussed and surveyed in this section.
The authors of [7], [17] have proposed some conceptual 
and operational taxonomies of security and privacy to in-
troduce vulnerabilities of big data system:

• Infrastructure Security
• Data Privacy
• Data Management

In the architecture dimension, the research objective is 
considered as a big data management platform. There are 
four layers, to which physical or logical entities corre-
spond: storage layer, including secure storing, distributed 
equipment, monitoring and control etc. For each type of 
user, the concerns and the methods adopted for each user 
role can be diverse [18]. In the data value chain dimen-
sion, it considers the stages in the process to obtain data 
value. For each stage, the risks, requirements as well as 
methods are different [19]. In the industrial fields dimen-
sion, [20] analyses the most concerning security issues in 
different application area. 
At the beginning of the research, surveys focus on analyse 
vulnerabilities and risks, which are brought or increased 
in big data era [10],[13],[16],[18]. However, the more 
recent work also analyse more specific technologies or 
mechanisms to enhance the security [21]-[22],[23], [24]. 
The security and privacy analyses are comparatively pre-
sented in Table I in terms of their consideration of topics 
and big data process layer/interfaces discussed.
In [18], authors first illustrate the privacy-preserving is-
sues of four types of users in data life cycle from their 
unique perspectives. Then, they mainly focus on how 
privacy-preserving data publishing(PPDP) is realized in 
two emerging applications, i.e., social networks and lo-
cation-based services. Rather than portraying the whole 
application chain, some researches focus on depicting 
typical issues. In [16], authors discuss big data security 
management platform, information security system and 
relevant laws and regulations. In [10], authors present re-
lated research work on five subjective: Hadoop security, 
cloud security, monitoring and auditing, key management 
and anoymization.

such as the availability of automated tools to assemble, 
connect, configure and reconfigure virtualized resources 
on demand. These make it much easier to meet organi-
zational goals as organizations can easily deploy cloud 
services.
However, privacy protection has become one of the big-
gest problems with the progress of big data. Human pri-
vacy is usually challenged by the development of technol-
ogy. The record of individuals for tax and draft purpose 
was a great threat to personal privacy in the 11th century 
in England, and photographs and yellow page services 
significantly threatened people’s privacy in the late 19th 
century.
The main objective of this paper is to survey the literature 
related to security and privacy in big data to provide a 
comprehensive reference of the challenges and risks to 
which a big data application chain is facing. Then, we fo-
cus on the research and industry approaches to trajectory 
preserving issues in big data.
In this work, we provide a context to the work by intro-
ducing the security and privacy challenges triggered by 
characteristics of big data in Section II. In Section III, we 
present big data system security and privacy analyses. Re-
search work on trajectory publishing is then highlighted 
in Section IV. In Section V, gives an overview of big data, 
cloud computing concepts and technologies. Section VI, 
reviews the existing security solutions that are being used 
in the area of cloud computing. Section VII describes re-
search on privacy-preserving solutions for big sensitive 
data. 
We discuss the different roles and operations of privacy 
systems in Section VIII. The major developments of mod-
ern privacy study are presented in Section IX. In Section 
X, we survey the privacy study from different disciplines.  
Finally, we summarize the paper in Section XI.

II. Security  and Privacy Challenges Trig-
gered by 5Vs.
In this section, the discussion begins with understanding the 
impacts of big data characteristics on security and privacy. 
According to the definition and principle of big data [9], the 
characteristics of big data are summarized as “5Vs”, i.e., 
Volume, Variety, Velocity, Value, and Veracity:

1) “Volume” points to the size of data. There is a huge 
amount of data generated by organizations, individ-
uals and sensors every second in every fields. It is 
nearly impossible for data providers to supervise or 
control all the data they “actively” or “passively” pro-
vide to others[13].

2) “Variety” indicates the diversity of data formats and 
sources. The data format includes structured, semi- 
structured, and unstructured ones, while the filetype 
consists of texts, figures, and videos[14].
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from the privacy leak. One is in on-line location-based 
services. In this scenario, a user may not want to ex-
actly disclose his or her current location when using a 
service [27]. The other is the off-line historical trajecto-
ries. Based on a collection of trajectories, an adversary 
may discover an individual’s most frequent places, and 
therefore identify the individual, or even infer sensitive 
personal information like health condition, religious 
and sexual preferences [28]. In this paper, we concen-
trate on the latter.
Trajectory is usually samples of a mobile object’s true 
movements. For the purpose of data analysis, approach-
es of reducing the uncertainty of a trajectory are studied 
[29]. On the other hand, to protect a user from the pri-
vacy leak caused by the disclosure of the user’s trajec-
tories, a trajectory should be even more uncertain. 

B. Mechanisms in Privacy-Preserving Trajectory Pub-
lishing

Anonymization technique is an efficient method to 
realize privacy-preserving, and it can be also utilized 
for trajectory data set. However, spatio-temporal data, 
different from relational data, have some unique fea-
tures, including time dependence, location depen-
dence and high dimensionality [18]. Thus, tailored 
privacy-preserving methods should be considered. In 
this subsection, three common mechanisms in priva-
cy-preserving trajectory publishing are presented, and 
existing research under each class are reviewed.

Generalization and Suppression
Generalization and suppression are the most common 
anonymity operations used to implement fc-anonymity. 
Generalization means replacing one or multiple specific 
values with a more general one. Suppression involves de-
leting values or records of data. A number of solutions 
provide anonymization protection based on generaliza-
tion and suppression.
In [30], Terrovitis et al. proposed an anonymization algo-
rithm that iteratively suppresses selected locations from 
the original trajectories, taking into consider of the benefit 
in terms of privacy and the deviation from the main direc-
tion of the trajectory.
The authors of [31] consider the trajectories as a collec-
tion of points, each point represented by intervals on the 
three dimensions. Then, fc-anonymity model is built.
Yarovoy studies the case that each user has a different set 
of quasi-identifier(QID)(location,time) pairs for which he 
or she requires protection [32]. Based on the graph theory, 
the authors build the fc-anonymity model.
Generalization and suppression operations are feasible 
and easy. However, the main negative side is that replac-
ing or deleting real values leads to a high possibility of 
information loss.

Data collecting and storing are essential phases in big data 
applications. The vulnerabilities and enhancements in se-
cure collection and storage have been presented in [21], 
[22]. [21] discusses the security issue on NoSQL databas-
es; several database products of four types of database, 
such as key-value database, column-oriented database, 
document based database and group database, are studied 
and their merits and weakness are revealed. Access con-
trol models are compared as well. [22] not only considers 
the privacy and data confidentiality in big data, but data 
provenance and data trustworthiness are also taken into 
account.
Data mining is the principal process of discovering 
knowledge. However, since data mining enables efficient-
ly discover valuable, non-obvious information from large 
volumes of data, it may result in an extraction of sensi-
tive information. [23] and [19] provide reviews on priva-
cy-preserving data mining techniques and analyse those 
methods.The transformation methods on the original data 
in order to preserve privacy is classified as randomization 
methods, anoymization and distributed methods in [23]. 
The analytics and comparison of privacy preserving in 
clustering and association rule mining are given as well. 
In [19], privacy-preserving techniques in data mining, in-
cluding privacy-preserving aggregation, operations over 
encrypted data, and de-identification, are reviewed. 
After data mining and analyzing, basic operations include 
showing the interesting mining results in proper ways. 
Linkage of private information is the one of the top secu-
rity risks in this stage. Thus, PPDP is required to publish 
useful information while preserving data privacy. Fung et 
al. systematically summarize and evaluate different ap-
proaches in their frequently cited survey [25]. Rashid et 
al. study the PPDM and PPDP, and present the differences 
and requirements between PPDP and other related prob-
lems [26].

IV. Privacy-Preserving Trajectory pub-
lishing
In the Section III, the surveys and achievements of securi-
ty and privacy in big data are reviewed. In this section, we 
focus on privacy-preserving trajectory publishing tech-
niques in big data.

A. What is Trajectory?
Advancement of wireless communication enables a 
large number of location based applications and ser-
vices, along with a massive collection of location infor-
mation. It is obvious that sharing location information 
can help improve users’ quality of lives, while on the 
other hand, it may reveal sensitive and private informa-
tion about individuals.
Compared with single location, a trajectory is an entire 
set of discrete location samples. There are two major 
scenarios that we need to protect a user’s trajectory data 
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tory publishing [43]. A non-interactive data-dependent 
sanitization algorithm is proposed. The efficiency of the 
approach is guaranteed by narrowing down the output do-
main by constructing a noisy prefix tree under Laplace 
mechanism. Then Chen et al. develop techniques mak-
ing use of the inherent Markov assumption in the vari-
able-length n-gram model in order to improve the utility 
[44].
Considering that there are not many common prefixes or 
n-grams of raw trajectories, Hua et al. propose location 
generalization algorithm based on the exponential mecha-
nism for preparation; then design authors design a release 
algorithm which leverages a noise counting scheme based 
on Laplace mechanism [40].

V. Key Concepts and Technologies
While it is practical and cost effective to use cloud com-
puting for data-intensive applications, there can be issues 
with security when using systems that are not provided in-
house. To look into these and find appropriate solutions, 
there are several key concepts and technologies that are 
widely used in data-intensive clouds that need to be un-
derstood, such as big data infrastructures, virtualization 
mechanisms, varieties of cloud services, and “container” 
technologies.

1. Big Data
Computers produce soaring rates of data that is primarily 
generated by Internet of Things (IoT), Next-Generation 
Sequencing (NGS) machines, scientific simulations and 
other sources of data which demand efficient architectures 
for handling the new datasets. In order to cope with this 
huge amount of information, “Big Data” solutions such as 
the Google File System (GFS) [45], Map/Reduce (MR), 
Apache Hadoop and the Hadoop Distributed File System 
(HDFS) have been proposed both as commercial or open-
source.
During the past few years, NIST formed the big data 
working group as a community with joint members from 
industry, academia and government with the aim of de-
veloping a consensus definition, taxonomies, secure refer-
ence architectures, and technology roadmap. It identifies 
big data characteristics as extensive datasets that are di-
verse, including structured, semi-structured, and unstruc-
tured data from different domains (variety); large orders 
of magnitude (volume); arriving with fast rate (velocity); 
change in other characteristics (variability) [46]. Big data 
analytics can benefit enterprises and organizations by 
solving many problems in manufacturing, education, tele-
communication, insurance, government, energy, retail, 
transportation, and healthcare [47].

Perturbation 
While data semantics are retained at a record level by the 
generalization and suppression mechanisms, the pertur-
bation techniques retain data semantics at an aggregate 
level [33]. Perturbation techniques usually are based on 
randomization. Adding noise and swapping data are com-
mon means of perturbation [34], [35]. Some studies based 
on perturbation have been developed.
Abul et al. consider the problem of publishing a complete 
sequence of individuals’ trajectory [36], [37]. In [36], a 
(fc, 6)- anonymity by space translation is proposed to pre-
serve the individuals’ privacy. Then, there are fc different 
trajectories coexisting in a cylinder of the radius 6. It has 
been later improved by removing some constraints about 
the input datasets and scales to large datasets at the cost of 
higher computational requirements [37].
The main idea of [38] is also adding noise, however, in-
stead of spatial distortion, the scheme proposed is built on 
time distortion. Promesse is designed to smooth the us-
ers’ speed from original data to a constant speed, and then 
blur endpoints at the same time Hence, the users’ interests 
spots and endpoint are preserved.
In [39], a (K, t)-privacy metric based on the idea of swap-
ping data, is proposed. The algorithm is designed to ex-
change multiple users’ pseudonyms only when they meet 
the same location, so as to eliminate the linkability of 
their pseudonyms before and after the exchange. This 
algorithm can be used in the scenario that many people 
move through hub locations, such as a train station.
However, schemes based on the partition-based privacy 
model, including generalization, suppression and pertur-
bation, have been found to be vulnerable to many types 
of privacy attacks, such as composition attack, deFinetti 
attack, and foreground knowledge attack [40].

Differential Privacy
Differential privacy is recently introduced to privacy pre-
serving data publishing. The privacy preserving model is 
designed to ensure an equal probability of any released 
data among all nearly identical input data sets, and due to 
this reason, it guarantees that all outputs are insensitive to 
individuals. Adding random noise to the true output of the 
function is a common method. The Laplace mechanism 
[41] and the Exponential mechanism [42] are two major 
techniques. For real outputs, the Laplace mechanism is 
used that the noises are generated based on Laplace dis-
tribution. When outputs are not real, the Exponential 
mechanism assigns exponentially greater probability to a 
output with a higher score, with which it is more likely 
to be selected. As a consequence, the final output would 
be close to the optimum with respect to utility function. 
Some research have been working on differential private 
publication of trajectory data.
Chen et al. first introduce differential privacy to trajec-
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emulation or just-in-time compilation [54]. LXCs con-
tain applications, configurations and the required storage 
dependencies, in a manner similar to the just enough OS 
(JeOS). Containers are built on the hardware and OS but 
they make use of kernel features called chroots, cgroups 
and namespaces to construct a contained environment 
without the need for a hypervisor. The most recent con-
tainer technologies are Solaris Zones, OpenVZ and LXC.

  VI. The Cloud Security Solutions
This section reviews the research on security solution 
such as authentication, authorization, and identity man-
agement that were identified in Table 3 [56] as being nec-
essary so that the activities of cloud providers are suffi-
ciently secure.

1. Authentication and Authorization
In [57] the authors propose a credential classification and 
a framework for analyzing and developing solutions for 
credential management that include strategies to evaluate 
the complexity of cloud ecosystems. This study identifies 
a set of categories relevant for authentication and autho-
rization for the cloud focusing on infrastructural organi-
zation which include classifications for credentials, and 
adapt those categories to the cloud context. 

2. Identity and Access Management
The important functionalities of identity management sys-
tems for the success of clouds in relation to consumer 
satisfaction is discussed in [58]. The authors also present 
an authorization system for cloud federation using Shib-
boleth - an open source implementation of the security as-
sertion markup language (SAML) for single sign-on with 
different cloud providers. This solution demonstrates how 
organizations can outsource authentication and authoriza-
tion to third-party clouds using an identity management 
system. Stihler et al. [59] also propose an integral fed-
erated identity management for cloud computing. A trust 
relationship between a given user and SaaS domains is 
required so that SaaS users can access the application and 
resources that are provided. In a PaaS domain, there is 
an interceptor that acts as a proxy to accept the user’s re-
quests and execute them. The interceptor interacts with 
the secure token service (STS), and requests the security 
token using the WS-Trust specification.

3. Confidentiality, Integrity, and Availability (CIA)
Santos et al. [60] extend the Terra [61] design that en-
ables users to verify the integrity of VMs in the cloud. The 
proposed solution is called the trusted cloud computing 
platform (TCCP), and the whole IaaS is considered to be 
a single system instead of granular hosts in Terra. In this 
approach, all nodes run a trusted virtual machine monitor 

2. Virtualization Mechanisms
A hypervisor or virtual machine monitor (VMM) is a 
key component that resides between VMs and hardware 
to control the virtualized resource [48]. It provides the 
means to run several isolated virtual machines on the 
same physical host. Hypervisors can be categorized into 
two groups [49] as follows.
Type I: Here the hypervisor runs directly on the real sys-
tem hardware, and there is no operating system (OS) 
under it. This approach is efficient as it eliminates any in-
termediary layers. Another benefit with this type of hyper-
visor is that security levels can be improved by isolating 
the guest VMs. 
Type II: The second type of hypervisor runs on a host-
ed OS that provides virtualization services, such as input/
output (IO) device support and memory management.

3. Cloud Computing Characteristics
When considering cloud computing, we need to be aware 
of the types of services that are offered, the way those ser-
vices are delivered to those using the services, and the dif-
ferent types of people and groups that are involved with 
cloud services.
Cloud computing delivers computing software, plat-
forms and infrastructures as services based on pay-as-
you go models. Cloud service models can be deployed 
for on-demand storage and computing power in various 
ways: Software-as-a-Service (SaaS),Platform-as-a-Ser-
vice (PaaS) and Infrastructure-as-a-Service (IaaS). Cloud 
computing service models have been evolved during the 
past few years within a variety of domains using the “as-
a-Service” concept of cloud computing such as Business 
Integration-as-a-Service,Cloud-Based Analytics-as-a-Ser-
vice(CLAaaS),Data-as-a-Service (DaaS) [50, 51]. This pa-
per refers to the NIST cloud service models features [52] 
that are summarized in Table 2 that can be delivered to 
consumers using different models such as a private cloud, 
community cloud, public cloud, or hybrid cloud.
The NIST cloud computing reference architecture [53], de-
fines five major actors in the cloud arena: cloud consumers, 
cloud providers, cloud carriers, cloud auditors and cloud bro-
kers. 

4. Container Technology
Clouds based on Linux container (LXC) 
 technology are considered to be next-generation clouds, 
so LXCs has become an important part of the cloud com-
puting infrastructures because of their ability to run sev-
eral OS-level isolated VMs within a host with a very low 
overhead. LXCs are built on modern kernel features. An 
LXC resembles a light-weight execution environment 
within a host system that runs instructions native to the 
core CPU while eliminating the need for instruction level 
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VIII. PRELIMINARY OF PRIVACY 
STUDY
In this section, we present an overview of privacy systems, 
including different participation roles, anonymization op-
erations, and data status. We also introduce the terms and 
definitions of the system.
In terms of participants, we can see four different roles in 
privacy study.

1) Data generator. Individuals or organizations who gen-
erate the original raw data (e.g., medical records of 
patients, bank transactions of customers), and offer 
the data to others in a way either actively (e.g. post-
ing photos to social networks to public) or passively 
(leaving records of credit card transactions in com-
mercial systems).

2) Data curator. The persons or organizations who col-
lect, store, hold, and release the data. Of course, the 
released data sets are usually anonymized before pub-
lishing.

3) Data user. The people who access the released data 
sets for various purposes.

4) Data attacker. The people who try to gain more infor-
mation from the released data sets with a benign or 
malicious purpose. We can see that a data attacker is a 
special kind of data user.

There are three major data operations in a privacy system.
1) Collecting. Data curators collect data from different 

data sources.

2) Anonymizing. Data curators anonymize the collected 
data sets in order to release it to public.

3) Communicating. Data users performan information 
retrieval on the released data sets

Furthermore, a data set of the system possesses one of the 
following three different statuses.

1) Raw. The original format of data.

2) Collected. The data has been received and processed 
(such as de-noising, transforming), and stored in the 
storage space of the data curators.

3) Anonymized. The data has been processed by an ano-
nymization operation.

We can see that an attacker could achieve his goals by 
attacking any of the roles and the operations.
In general, we can divide a given record into four catego-
ries according to its attributes.

1) Explicit identifiers. The unique attributes that clearly 
identify an individual, such as drive licence numbers.

2) Quasi-identifiers. The attributes that have the poten-
tial to re-identify individuals when we gather them to-

to isolate and protect virtual machines. Users are given 
access to cloud services through the cloud manager com-
ponent. The external trusted entity (ETE) is another com-
ponent that provides a trust coordinator service in order to 
keep track of the trusted VMs in a cluster. The ETE can be 
used to attest the security of the VMs. 

4. Security Monitoring and Incident Response
Anand [62] presents a centralized monitoring solution for 
cloud applications consisting of monitoring the server, 
monitors, agents, configuration files and notification com-
ponents. Redundancy, automatic healing, and multi-level 
notifications are other benefits of the proposed solution 
which are designed to avoid the typical drawbacks of a 
centralized monitoring system, such as limited scalability, 
low performance and single point of failure.
Brinkmann et al. [63] present a scalable distributed mon-
itoring system for clouds using a distributed management 
tree that covers all the protocol-specific parameters for 
data collection. Data acquisition is done through specif-
ic handler implementations for each infrastructure-level 
data supplier. 
Hypervisor-based cloud intrusion detection systems are 
a new approach (compared to existing host-based and 
network-based intrusion detection systems) that is dis-
cussed in [64]. The idea is to use hypervisor capabilities 
to improve performance over data residing in a VM. Per-
formance metrics are defined as networking transmitted 
and received data, read/write over data blocks, and CPU 
utilization. 

5. Security Policy Management
In [65] the authors propose a generic security management 
framework allowing providers of cloud data management 
systems to define and enforce complex security policies 
through a policy management module. The user activities 
are stored and monitored for each storage system, and are 
made available to the policy management module. Us-
ers’ actions are evaluated by a trust management module 
based on their past activities and are grouped as “fair” or 
“malicious”. 

VII. Big Data Security and Privacy
This section outlines several efforts and projects on big data 
security and privacy including big data infrastructures and 
programming models. It focuses on the Apache Hadoop 
that is a widely- used infrastructure for big data projects 
such as HDFS and Hive, HBase, Flume, Pig, Kafka, and 
Storm. We also summarize the state-of-the-art for priva-
cy-preserving data-insensitive solutions in cloud comput-
ing environments.
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mining and learning is to obtain new knowledge from 
data sets. 
A comprehensive survey in this field was done in 2010 
by Fung et al. [66] in terms of privacy preserving data 
publishing. They surveyed the data publishing issue with 
privacy protection: given a data set T, how to transform it 
to a publishable data set T’ under the condition of privacy 
protection of the data generators in T. They classified the 
attacks in two categories.

• Linkage attack. Attackers combine the publicly 
released data set T’ with other data sets they possess 
to re-identify the data generators at different granu-
larities.

• Probabilistic attack. An attacker gains more new 
knowledge about a victim based on the released T’ 
compared with his original background knowledge 
of the victim before the releasing.

C. BIOMETRIC PRIVACY
Biometric is a powerful tool for security, which aims to 
identify individuals based on their physical, behavioral, 
and physiological attributes, such as face, iris, fingerprint, 
voice, and gait. Biometrics has been widely used in access 
control, and the procedure includes two stages: enrollment 
and release. In the first stage, biometric features, such as 
fingerprints, are sampled, and the information is stored in 
a database either as a raw data or in a transformed form. In 
the second stage, the related biometric characteristics are 
sampled again on site, and compared with the stored one for 
authentication

XI. SUMMARY
Big data has become one of the most promising and pre-
vailing technology to predict future trends. In these cir-
cumstances, security and privacy should be taken into 
consideration for applications. In this paper, we have an-
alysed the effects of big data characteristics on security 
and privacy, which requires conceptual and operational 
study on infrastructure security, data privacy and data 
management. Then, having surveyed the research on big 
data security and privacy in big data, a set of topics and is-
sues have been illustrated and compared. Finally, we have 
focused on privacy-preserving trajectory data publishing 
mechanisms, due to sensitivity and widely- usage of tra-
jectory data in telecom operation. Three common mech-
anisms of privacy-preserving trajectory publishing: gen-
eralization and suppression, perturbation and differential 
privacy have been presented, and relative research under 
each class have been also reviewed

gether with the assistance of other information, such 
as age, career, postcode, and so on.

3) Sensitive information. The expected information in-
terested by an adversary.

4) Other. The information not in the previous three cate-
gories

and age form the quasi-identifier, disease belongs to sen-
sitive information.We call the quasi-identifiers of a record 
as a qid group, which is also called equivalence class in 
literature.

  IX. THE MILESTONES OF PRIVA-
CY STUDY
To date, the majority work on privacy protection is con-
ducted in the context of databases. There are mainly two 
categories: data clustering and theoretical frameworks of 
privacy. The data clustering direction developed from the 
initial k-anonymity method, then the l-diversity method, 
and then the t-closeness (interested readers are encour-
aged to find the detailed information from [66]). The sec-
ond category mainly includes the framework of differen-
tial privacy and its further developments. 

  X. DISCIPLINES IN PRIVACY 
STUDY
Based on the content of the previous sections, we can see 
that privacy research just started, and privacy research in 
big data is almost untouched. In this section, we try to 
survey the major disciplines involving in privacy study. 
Of course, the list of disciplines is not exhaustive.

A. CRYPTOGRAPHY
Based on the current situations in practice, we can con-
clude that encryption is still the dominant methodology 
for privacy protection although it is a bit away from the 
privacy protection theme we talking about here.
Cryptography can certainly be used in numerous fashions 
for privacy protection in the big data age. The public key 
encryption is obviously not convenient if the number of 
the authorized persons is sufficiently large due to the key 
management issue. In this case, Attribute Based Encryp-
tion (ABE) is an appropriate tool [67], [68], which was 
invented in 2004 by Sahai and Waters [69]. In the ABE 
scheme, a set of descriptive attributes of the related par-
ties, such as hospital ID, doctor ID, and so on, are used to 
generate a secret key to encrypt messages. The decryption 
of a ciphertext is possible only if the set of attributes of the 
user key matches the attributes of the ciphertext. 

B. DATA MINING AND MACHINE LEARNING
Data mining and machine learning are the biggest threat 
to modern privacy protection. The essential purpose of 
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