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#### Abstract

We provide a computer method for solving fractional order nonlinear Fredholm integro-differential equations in this study. This method transforms the core issue into a set of algebraic equations using Bernoulli wavelets. The operational Bernoulli wavelet with fractional integration is obtained and used. It works particularly well for technical applications. The convergence of the suggested strategy is the most crucial aspect to note here. The collocation approach for this issue has a unique approximation since these requirements can be shown using mathematical principles and matrices theory. Finally, some pertinent examples for which the exact solution is known are used in numerical simulation to confirm the effectiveness and relevance. Alternatively, these examples will demonstrate the viability and correctness of the suggested approach.
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## 1- Introduction

Differential equations (DEs) are a subfield of mathematics having several uses in science and engineering. Based on fractional order integrals and derivatives, fractional differential equations (FDEs) are a relatively recent branch of applied mathematics.
FDEs and fractional integro-differential equations have been used to model a variety of physical and chemical processes in recent years. Actually, the use of fractional calculus provided a more accurate representation of complex natural phenomena $[1,2]$, such as nonBrownian motion, signal processing[3], system identification [4], control theory [5],
viscoelastic materials [6], buckling analysis [7], stress theories [8], and polymers [8, 9].
There has been a great deal of interest in developing numerical techniques for solving the many forms of FDEs and FIDEs that have been proposed for use in standard models. The following are some techniques for solving FDEs that have been proposed: Adomian decomposition method (ADM) [10-12], Laplace decomposition method (LDM) [12], Homotopy perturbation method (HPM) [13-16], Homotopy analysis method (HAM) [17, 18], Iterative method [18, 7], Grunwold-Letnikov method [19], Diethelm algorithm [20], Spectral method [21].

Wavelet theory has been used in several technological disciplines since it was first developed. On the foundation of wavelets, which are localized functions, energy-bounded functions, such as $L^{2}(\mathbb{R})$ are constructed ( R ). In order to solve fractional differential equations, operational matrices of fractional order integration for the Legendre wavelet [22], Chebyshev wavelet [23-25], Haar wavelet [26], cosine and sine (CAS) wavelet [27, 28] and the second kind Chebyshev wavelet $[29,30]$ have recently been constructed. For the purpose of producing operational matrices for fractional order integration, all of the wavelet techniques previously discussed use Block-Pulse functions. In order to solve fractional integro-differential equations [28, 31], wavelets have been used in a variety of methods. Legendre wavelets were used in the Meng et al. method's [31] resolution of fractional integro-differential equations. Fractional integro-differential equations with weakly singular kernels were solved using CAS wavelet techniques by Yi and Huang [28].
An efficient method based on Haar wavelets and Block-pulse functions was developed by Saeedi [32] to solve nonlinear Fredholm integro-differential equations of fractional order. Heydari [20] developed a successful Chebyshev wavelets method for solving a class of nonlinear fractional integro-differential equations across a wide interval. In [33] a numerical method for solving a class of nonlinear mixed Fredholm-Volterra integrodifferential equations of fractional order is presented.
In this paper, a novel operational method for the solution of the following class of fractional order nonlinear Fredholm integro-differential equations is presented.

$$
\begin{gather*}
D^{q} f(x)-\lambda \int_{0}^{1} k(x, t)[f(t)]^{p} d t \\
=g(x)  \tag{1.1}\\
p>1
\end{gather*}
$$

with these supplementary conditions:

$$
\begin{gathered}
f^{(i)}(0)=\delta_{i}, \quad i=0,1, \ldots, r-1 \\
r-1<q \leq r r \in \mathbb{N}
\end{gathered}
$$

where $\quad g \in L^{2}([0,1)), k \in L^{2}\left([0,1)^{2}\right) \quad$ are known functions, $f(x)$ is unknown function, $D^{q}$ is the Caputo fractional differential operator and $p$ is a positive integer.
By extending the solution as Bernoulli wavelets with unknown coefficients, the collocation method reduces the issue to a set of algebraic equations. The primary characteristic of an operational approach is the transformation of a differential problem into an algebraic equation.

## 2- Preliminaries

## 2-1- Fractional operators

Fractional integration and derivatives have several meanings. The Riemann- Liouville definition and the Caputo definition are the most often used definitions of a fractional integration and derivative, respectively [34].

Definition 2.1. The Riemann-Liouville fractional integral operator of order $\alpha$ is defined as

$$
\begin{equation*}
I^{\alpha} u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s \tag{2.1}
\end{equation*}
$$

Where $\alpha>0$

Definition 2.2. The Caputo definition of fractional differential operator is given by

$$
\begin{align*}
& D^{\alpha} u(t) \\
& =\left\{\begin{array}{rr}
\frac{d^{r} u(t)}{d t^{r}} & \alpha=r \in \mathbb{N} \\
\frac{1}{\Gamma(r-\alpha)} \int_{0}^{t} \frac{u^{r}(s)}{(t-s)^{\alpha-r+1}} d s & 0 \leq r-1<\alpha<r
\end{array}\right. \tag{2.2}
\end{align*}
$$

The Caputo fractional derivatives of order $\alpha$ is also defined as $D^{\alpha} u(t)=I^{r-\alpha} D^{r} u(t)$ is the usual integer differential operator of order $r$. The relation between the Riemann-Liouville integral operator $I^{\alpha}$ and Caputo differential operator $D^{\alpha}$ is given by the following expressions:

$$
\begin{equation*}
D^{\alpha} I^{\alpha} u(t)=u(t) \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
I^{\alpha} D^{\alpha} u(t)=u(t)-\sum_{k=0}^{r-1} u^{(k)}\left(0^{+}\right) \frac{t^{k}}{k!} \tag{2.4}
\end{equation*}
$$

where $t>0$.

## 2-2- Bernoulli polynomials

Bernoulli polynomials of order $m$ can be defined by [35]

$$
\begin{equation*}
\beta_{m}(t)=\sum_{i=0}^{m}\binom{m}{i} \alpha_{m-i} t^{i} \tag{2.5}
\end{equation*}
$$

where $\alpha_{i}, i=0,1, \ldots, m$ are Bernoulli numbers. These numbers are a sequence of signed rational numbers which arise in the series expansion of trigonometric functions [35-38] and can be defined by the identity
$\frac{t}{e^{t}-1}=\sum_{i=0}^{\infty} \alpha_{i} \frac{t^{i}}{i!}$

Table 1: Bernoulli polynomials and numbers

| $i$ | Bernoulli <br> numbers $\left(\alpha_{i}\right)$ | $m$ | Bernoulli <br> polynomials $\left(\beta_{m}(t)\right)$ |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 1 |
| 1 | $-1 / 2$ | 1 | $t-\frac{1}{2}$ |
| 2 | $1 / 6$ | 2 | $t^{2}-t+1 / 6$ |
| 3 | 0 | 3 | $t^{3}-\frac{3}{2} t^{2}+\frac{1}{2} t$ |

The first few Bernoulli polynomials and numbers are listed in Table 1. Bernoulli polynomials satisfy the following formula [34]
$\int_{0}^{1} \beta_{n}(t) \beta_{m}(t) d t$
$=(-1)^{n-1} \frac{m!n!}{(m+n)!} \alpha_{n+m}, m, n \geq 1$.
According to [39], Bernoulli polynomials form a complete basis over the interval $[0,1]$.

## 2-3- Function approximation by using of Bernoulli polynomials

We can approximate $f(t)$ by using Bernoulli polynomials as

$$
\begin{equation*}
f(x) \simeq \sum_{i=0}^{M-1} a_{i} \beta_{i}(t)=A^{T} B(t) \tag{2.8}
\end{equation*}
$$

where $\quad B(t)=\left[\beta_{0}(t), \beta_{1}(t), \ldots, \beta_{M-1}(t)\right]^{T}$
and $A=\left[a_{0}, a_{1}, \ldots, a_{M-1}\right]^{T}$

## 2-4- Bernoulli wavelets

In recent years, the various basic functions have been used to estimate the solution of integral equations. In this work, we review construction of a basic for $L^{2}[0,1]$ that this basic consist of orthonormal system Bernoulli wavelets $\quad \psi_{n, m}(t)=\psi(k, \hat{n}, m, t)$. These wavelets have four arguments: $\hat{n}=n-1$, $n=1,2,3, \ldots, 2^{k-1}, k$ can assume any positive integer, $m$ is the order for Bernoulli polynomials and $t$ is the normalized time. We define them on interval $[0,1)$ as follows
$\psi_{n, m}(t)=$
$\left\{\begin{array}{lr}2^{\frac{k-1}{2}} \hat{\beta}_{m}\left(2^{k-1} t-\hat{n}\right) & \frac{\hat{n}}{2^{k-1}} \leq t<\frac{\hat{n}+1}{2^{k-1}} \\ 0 & \text { otherwise }\end{array}\right.$
with
$\hat{\beta}_{m}(t)$
$=\left\{\begin{array}{cl}1 & m=0 \\ \frac{1}{\sqrt{\frac{(-1)^{m-1}(m!)^{2}}{(2 m)!} \alpha_{2 m}}} \beta_{m}(t), & m>0\end{array}\right.$
where $\quad m=0,1,2, \ldots, M-1$ and $n=$ $1,2, \ldots, 2^{k-1}$. The coefficient $\frac{1}{\sqrt{\frac{(-1)^{m-1}(m!)^{2}}{(2 m)!} \alpha_{2 m}}}$ is for normality.

Definition 2.3. A function $\psi \in L^{2}$ is called an orthonormal wavelet if the collection of functions $\psi_{n, m}(t), n, m \in \mathbb{Z}$, as defined in
$\psi_{n, m}(t):=2^{n / 2} \psi\left(2^{j} t-k\right)$
is an orthonormal basis of $L^{2}$ [28].
According to Theorem 4.2. in [29] and Definition 3.1 Bernoulli wavelets is a basis.

## 2-5- Expanding Bernoulli wavelet via the Bernoulli polynomials

The Bernoulli wavelets may be expanded into an M-term Bernoulli polynomials as

$$
\begin{equation*}
\Psi(t)=\Phi B(t) \tag{2.12}
\end{equation*}
$$

where $\Phi$ is the transformation matrix of the Bernoulli wavelet to the Bernoulli polynomials. For example, E. Keshavarz et al. in [40] obtain in case $\mathrm{M}=3$ and $\mathrm{k}=2$ :
$\Phi= \begin{cases}\varphi_{1}=\left[a_{i j}\right]_{6 \times 3} & 0 \leq t<\frac{1}{2} \\ \varphi_{2}=\left[b_{i j}\right]_{6 \times 3} & \frac{1}{2} \leq t<1\end{cases}$
They also obtain $\Phi$ in more general case for arbitrary M and $\mathrm{k}=2$. for more details, see in [40].

## 2-6- Expanding Bernoulli polynomials via BPFs

First, let us expand $i$-th Bernoulli polynomials by using of BPFs:
$\beta_{i}(t) \simeq \sum_{j=0}^{m^{\prime}-1} e_{j} b_{j}(t)$
where $e_{j}=m^{\prime} \int_{0}^{1} \beta_{i}(t) b_{j}(t) d t$. By using of BPFs properties, we have

$$
\left.\begin{array}{l}
e_{j}=m^{\prime} \int_{0}^{1} \beta_{i}(t) b_{j}(t) d t=m^{\prime} \int_{\frac{j}{m^{\prime}}}^{\frac{j+1}{m^{\prime}}} \beta_{i}(t) d t \\
=m^{\prime} \int_{\frac{j}{m^{\prime}}}^{\frac{j+1}{m^{\prime}}} \sum_{n=0}^{i}\binom{i}{n} \alpha_{i-n} t^{n} d t \\
=m^{\prime} \sum_{n=0}^{i}\left[\binom{i}{n} \alpha_{i-n} \int_{\frac{j}{m^{\prime}}}^{\frac{j+1}{m^{\prime}}} t^{n}\right] d t \\
=m^{\prime} \sum_{n=0}^{i}\left[\binom{i}{n} \alpha_{i-n}\left[\frac{n^{n+1}}{n+1}\right]_{\frac{j+1}{m^{\prime}}}^{m^{\prime}}\right.
\end{array}\right] \quad \begin{aligned}
& \left.\left.-j^{n+1}\right)\right] \\
& =m_{n=0}^{i}\left[( \begin{array} { l } 
{ i } \\
{ n }
\end{array} ) \frac { \alpha _ { i - n } } { ( m ^ { \prime } ) ^ { n + 1 } ( n + 1 ) } \left[\left((j+1)^{n+1}\right.\right.\right. \\
& =m^{\prime} \sum_{n=0}^{i}\left[\binom{i}{n} \frac{\alpha_{i-n}}{\left(m^{\prime}\right)^{n+1}(n+1)}\left[\sum_{r=0}^{n}\binom{n+1}{r} j^{r}\right]\right]
\end{aligned}
$$

Now, we can obtain $E$ transform matrix that as follows:
$B(t)=E B_{m^{\prime}}(t)$
where $E=\left[e_{j}\right]$.

## 3- Function approximation by using Bernoulli wavelets

So, suppose that $f$ be an arbitrary function in $L^{2}([0,1])$, there exist the unique coefficients $c_{1,0}, c_{1,1}, \ldots, c_{2^{k-1}, M-1}$ such that

$$
\begin{gather*}
f(t) \simeq \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(t) \\
=C^{T} \Psi(t) \tag{3.2}
\end{gather*}
$$

where $T$ indicates transposition, $C$ and $\Psi(t)$ are $2^{k-1} M \times 1$ matrices given by

$$
\begin{gather*}
C=\left[c_{1,0}, c_{1,1}, \ldots, c_{1, M-1}, c_{2,0}, c_{2,1}, \ldots\right. \\
\left.c_{2, M-1}, \ldots, c_{2^{k-1}, 0}, \ldots, c_{2^{k-1}, M}\right]^{T}  \tag{3.3}\\
\Psi(t)=\left[\psi_{1,0}(t), \psi_{1,1}(t), \ldots, \psi_{1, M-1}(t), \ldots\right. \\
\left.\psi_{2^{k-1}, 0}(t), \ldots, \psi_{2^{k-1}, M}(t)\right]^{T} \tag{3.4}
\end{gather*}
$$

To compute $C$, we must evalute two matrices as follows:

- F matrix is

$$
\begin{gather*}
F=\left[f_{1,0}, f_{1,1}, \ldots, f_{1, M-1}, f_{2,0}, f_{2,1}, \ldots\right. \\
\left.f_{2, M-1}, \ldots, f_{2^{k-1}, 0}, \ldots, f_{2^{k-1}, M}\right]^{T} \tag{3.5}
\end{gather*}
$$

where $f_{i, j}=\int_{0}^{1} f(t) \psi_{i, j}(t) d t$.

- D is a matrix of order $2^{k-1} M \times$ $2^{k-1} M$ and $D=\left[d_{n, m}^{i, j}\right]$, where

$$
\begin{equation*}
d_{n, m}^{i, j}=\int_{0}^{1} \psi_{i, j}(t) \psi_{n, m}(t) d t \tag{3.6}
\end{equation*}
$$

Using Eq. (3.2) we obtain

$$
\begin{gathered}
f_{i, j}=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \int_{0}^{1} \psi_{n, m}(t) \psi_{i, j}(t) d t \\
=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} d_{n, m}^{i, j}
\end{gathered}
$$

Therefore

$$
\begin{equation*}
F^{T}=C^{T} D \Longrightarrow C=F^{T} D^{-1} \tag{3.7}
\end{equation*}
$$

## 4- Operational matrix

4-1- Bernoulli operational matrix of the fractional integration
The Riemann-Liouville fractional integration of the vector $B(t)$ can be expressed by
$I^{q} B(t)=F^{(q)} B(t)$
where $F^{(q)}$ is the $M \times M$ Riemann-Liouville operational matrix of integration. we have

$$
\begin{gather*}
I^{q} \beta_{i}(t) \quad=I^{q}\left(\sum_{r=0}^{i}\binom{i}{r} \alpha_{i-r} t^{r}\right) t^{r+q}= \\
=\sum_{r=0}^{i}\binom{i}{r} \alpha_{i-r} I^{q} t^{r} \\
\sum_{r=0}^{i} \frac{i!\alpha_{i-r}}{(i-r)!\Gamma(r+1+q)}=\sum_{r=0}^{i} b_{i, r}^{(q)} t^{r+q} \tag{4.2}
\end{gather*}
$$

where
$b_{i, r}^{(q)}=\frac{i!\alpha_{i-r}}{(i-r)!\Gamma(r+1+q)}$

Assume $t^{q+r}$ can be expanded in terms of Bernoulli polynomials
$t^{q+r} \simeq \sum_{j=0}^{M-1} c_{r, j} \beta_{j}(t)$
by Substituting Eq. (5.3), we have

$$
\begin{aligned}
I^{q} \beta_{i}(t)=\sum_{r=0}^{i} b_{i, r}^{(q)} & r^{r+q} \\
& =\sum_{r=0}^{i} b_{i, r}^{(q)} \sum_{j=0}^{M-1} c_{r, j} \beta_{j}(t) \\
& =\sum_{j=0}^{M-1}\left(\sum_{r=0}^{i} \theta_{i, j, r}\right) \beta_{j}(t)
\end{aligned}
$$

where
$\theta_{i, j, r}=b_{i, r}^{(q)} c_{r, j}$
Eq. (5.4) can be rewritten as

$$
\begin{aligned}
& I^{q} \beta_{i}(t) \\
& \simeq\left[\sum_{r=0}^{i} \theta_{i, 0, r}, \sum_{r=0}^{i} \theta_{i, 1, r}, \ldots, \sum_{r=0}^{i} \theta_{i, M-1, r}\right] B(t)
\end{aligned}
$$

where $i=0,1, \ldots, M-1$. Therefore, we have
$F^{q}=$

$$
\left(\begin{array}{cccc}
\theta_{0,0,0} & \theta_{0,1,0} & \cdots & \theta_{0, M-1,0} \\
\sum_{r=0}^{1} \theta_{1,0, r} & \sum_{r=0}^{1} \theta_{1,1, r} & \cdots & \sum_{r=0}^{1} \theta_{1, M-1, r} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{r=0}^{M-1} \theta_{M-1,0, r} & \sum_{r=0}^{M-1} \theta_{M-1,1, r} & \cdots & \sum_{r=0}^{M-1} \theta_{M-1, M-1, r}
\end{array}\right)
$$

## 5- Bernoulli wavelet operational matrix of the fractional integration

We now derive the Bernoulli wavelet operational matrix of the fractional integration. Let

$$
\begin{equation*}
I^{q} \Psi(t)=P^{(q)} \Psi(t) \tag{4.6}
\end{equation*}
$$

where matrix $P^{(q)}$ is called the Bernoulli wavelet operational matrix of the fractional integration. Using Eq. (4.1) and Eq. (2.12) we get

$$
\begin{gather*}
I^{q} \Psi(t)=I^{q} \Phi B(t)=\Phi I^{q} B(t) \\
=\Phi F^{(q)} B(t) \tag{4.7}
\end{gather*}
$$

From Eq. (4.6) and Eq. (4.7) we have

$$
\begin{equation*}
P^{(q)} \Psi(t)=\Phi F^{(q)} B(t) \tag{4.8}
\end{equation*}
$$

From $\Psi(t)=\Phi B(t)$, So

$$
\begin{equation*}
P^{(q)} \Phi B(t)=\Phi F^{(q)} B(t) \tag{4.9}
\end{equation*}
$$

Then, the Bernoulli wavelet operational matrix of the fractional integration $P^{(q)}$ is given by

$$
\begin{equation*}
P^{(q)}=\Phi F^{(q)} \Phi^{-1} \tag{4.10}
\end{equation*}
$$

5-1- Expanding the integral part of the main equation via Bernoulli wavelets

Consider Eq. (1.1), the two-variable function $k \in L^{2}\left([0,1)^{2}\right)$ can be approximated as:

$$
\simeq \sum_{n=1}^{k(x, t)} \sum_{l_{1}=0}^{2^{k-1}} \sum_{m=1}^{M-1} \sum_{l_{2}=0}^{2^{k-1}} k_{i, j} \psi_{n, l_{1}}(x) \psi_{m, l_{2}}(t)
$$

Or in matrix form

$$
\begin{equation*}
k(x, t) \simeq \Psi^{T}(x) K \Psi(t), K=\left[k_{i j}\right] \tag{5.1}
\end{equation*}
$$

According to [40].

## 5-2- Expanding the nonlinear part under integral of the main equation

By using Eq. (6.5), we have $f(x) \cong a B_{m^{\prime}}(x)$. From the disjoint property of BPFs, we have:
$[f(x)]^{2} \cong\left[a B_{m^{\prime}}(x)\right]^{2}=\left[a_{0} b_{0}(x)+\cdots+\right.$ $\left.a_{m^{\prime}-1} b_{m^{\prime}-1}(x)\right]^{2}=a_{0}^{2} b_{0}(x)+\cdots+$ $a_{m^{\prime}-1}^{2} b_{m^{\prime}-1}$

So

$$
\begin{gather*}
{[f(x)]^{2} \cong\left[a_{0}^{2}+a_{1}^{2}+\cdots+a_{m^{\prime}-1}^{2}\right] B_{m^{\prime}}(x)} \\
=\hat{a}_{2} B_{m^{\prime}}(x) \tag{5.3}
\end{gather*}
$$

And it is easy to show by induction that:

$$
\begin{gather*}
{[f(x)]^{p} \cong\left[a_{0}^{p}+a_{1}^{p}+\cdots+a_{m^{\prime}-1}^{p}\right] B_{m^{\prime}}(x)} \\
 \tag{5.4}\\
=\hat{a}_{p} B_{m^{\prime}}(x)
\end{gather*}
$$

By using of above calculations, we have:

$$
\begin{gather*}
\int_{0}^{1} k(x, t)[f(t)]^{p} d t  \tag{5.5}\\
=\int_{0}^{1} \Psi^{T}(x) K \Psi(t) \hat{a}_{p} B_{m^{\prime}}(t) d t \\
=\int_{0}^{1} \Psi^{T}(x) K \Psi(t) B_{m^{\prime}}^{T}(t) \hat{a}_{p}^{T} d t \tag{5.6}
\end{gather*}
$$

$$
\begin{aligned}
& =\int_{0}^{1} \Psi^{T}(x) K \Phi B(t) B_{m^{\prime}}^{T}(t) \hat{a}_{p}^{T} d t \\
& =\int_{0}^{1} \Psi^{T}(x) K \Phi E B_{m^{\prime}}(t) B_{m^{\prime}}^{T}(t) \hat{a}_{p}^{T} d t
\end{aligned}
$$

$$
\begin{equation*}
=\Psi^{T}(x) K \Phi E \int_{0}^{1} B_{m^{\prime}}(t) B_{m^{\prime}}^{T}(t) \hat{a}_{p}^{T} d t \tag{5.7}
\end{equation*}
$$

Now, we simplify the integral part of above calculations:

$$
\begin{gather*}
\int_{0}^{1} B_{m^{\prime}}(t) B_{m^{\prime}}^{T}(t) \hat{a}_{p}^{T} d t \\
=\int_{0}^{1}\left[\begin{array}{ccc}
b_{0}(t) & \cdots & 0 \\
\vdots & \ddots & \cdots \\
0 & \cdots & b_{m^{\prime}-1}(t)
\end{array}\right]\left[\begin{array}{c}
a_{0}^{p} \\
\vdots \\
a_{m^{\prime}-1}^{p}
\end{array}\right] d t \\
=\int_{0}^{1}\left[a_{0}^{p} b_{0}(t), a_{1}^{p} b_{1}(t), \cdots, a_{m^{\prime}-1}^{p} b_{m^{\prime}-1}(t)\right]^{T} d t \\
=\frac{1}{m^{\prime}}\left[a_{0}^{p}, a_{1}^{p}, \cdots, a_{m^{\prime}-1}^{p}\right]^{T}=\frac{1}{m^{\prime}} \hat{a}_{p} \tag{5.8}
\end{gather*}
$$

Then, we have

$$
\begin{equation*}
\int_{0}^{1} k(x, t)[f(t)]^{p} d t=\frac{1}{m^{\prime}} \Psi^{T}(x) K \Phi E \hat{a}_{p} \tag{5.9}
\end{equation*}
$$

by substituting Eq. (5.9) in Eq. (1.1)
$\Psi^{T}(x) c-\lambda \frac{1}{m^{\prime}} \Psi^{T}(x) K \Phi E \hat{a}_{p}=\Psi^{T}(x) g$
by using of collocation points as zeros of Chebyshev polynomials, we can be reduced Eq. (5.10) to a system of algebraic equations that be solved by numerical method.

## 6- Numerical solution

In this section we present the numerical solution for a class of nonlinear fractional Fredholm integro-differential equations.
$I^{q} f(x)-\lambda \int_{0}^{1} k(x, t)[f(t)]^{p} d t \quad p>1$
Now, Let:

$$
\begin{equation*}
D^{q} f(x) \cong c^{T} \Psi(x) \tag{6.2}
\end{equation*}
$$

For simplicity, we can assume that $\delta_{i}=0$ in Eq. (1.1). Hence by using Eq. (4.6) we have

$$
\begin{equation*}
f(x) \cong c^{T} P^{(q)} \Psi(x) \tag{6.3}
\end{equation*}
$$

According to Eq. (2.12), from above equation we get:

$$
\begin{equation*}
f(x) \cong c^{T} P^{(q)} \Phi B(x) \tag{6.4}
\end{equation*}
$$

By using of expanding $B(x)$ via $B_{m^{\prime}}(x)$, we have

$$
\begin{equation*}
f(x) \cong c^{T} P^{(q)} \Phi E B_{m^{\prime}}(x) \tag{6.5}
\end{equation*}
$$

Define
$a=\left[a_{0}, a_{1}, \ldots, a_{m^{\prime}-1}\right]=c^{T} P^{(q)} \Phi E$
Therefore, it can be written
$f(x) \cong a B_{m^{\prime}}(x)$

## 7- Convergence of method

In this section, we first prove that when $k$ or $m$ tends to infinity, the approximation of $a$ function by Bernoulli wavelet bases converges to the function itself, then we converge the method.

Lemma 7.1. Assumption $f \in c^{m}[0,1]$ and
$f(t) \simeq f_{0}(t)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(t)=$ $C^{T} \Psi(t)$

If $s_{m}=\operatorname{span}\left\{\beta_{0}(t), \beta_{1}(t), \ldots, \beta_{m-1}(t)\right\}$ is a base for space of system, we can extend $f(t)$ as follow:
$f_{m}(t)=\sum_{i=0}^{m-1} a_{i} \beta_{i}(t)=A^{T} B(t)$
that $f_{m}(t)$ is a function approximation of $f(t)$ at distance $\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right]$ then
$\left\|f-f_{0}\right\|_{2} \leq \frac{1}{m!\sqrt{2 m+1}} \sup _{t \in[0,1]}\left|f^{(m)}(t)\right|$.
Proof. We know $\left\{1, t, t^{2}, \ldots, t^{m-1}\right\}$ is a basis for the space of polynomials of degree $m-1$. We define the Taylor expansion $f(t)$ as follows:
$\tilde{f}(t)=f(0)+t f^{\prime}(0)+\cdots+$
$\frac{t^{m-1}}{(m-1)!} f^{(m-1)}(0)$
We have

$$
\begin{equation*}
|f(t)-\tilde{f}(t)| \leq \frac{t^{m}}{m!} \sup _{t \in I_{k, n}}\left|f^{(m)}(t)\right| \tag{7.5}
\end{equation*}
$$

where $I_{k, n}=\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right], n=1,2, \ldots, 2^{k-1}$.
According to the definition 2-norm:

$$
\begin{align*}
\| f(t) & -f_{0}(t) \|_{2}^{2}=\int_{0}^{1}\left(f(t)-C^{T} \psi(t)\right)^{2} d t \\
= & \sum_{n=1}^{2^{k-1}} \int_{\frac{n-1}{2^{k-1}}}^{\frac{n}{2^{k-1}}}\left(f(t)-A^{T} B(t)\right)^{2} d t \\
& \leq \sum_{n=1}^{2^{k-1}} \int_{\frac{n-1}{2^{k-1}}}^{\frac{n}{2^{k-1}}}\{f(t)-\tilde{f}(t)\}^{2} d t \\
\leq & \sum_{n=1}^{2^{k-1}} \int_{\frac{n-1}{2^{k-1}}}^{\frac{n}{2^{k-1}}}\left\{\frac{t^{m}}{m!} \sup _{t \in I_{k, n}}\left|f^{(m)}(t)\right|\right\}^{2} d t \\
\leq \int_{0}^{1}\left\{\frac{t^{m}}{m!}\right. & \left.\sup _{t \in[0,1]}\left|f^{(m)}(t)\right|\right\}^{2} d t \tag{7.6}
\end{align*}
$$

Therefore
$\left\|f(t)-f_{0}(t)\right\|_{2}^{2} \leq$
$\frac{1}{(m!)^{2}(2 m+1)}\left(\sup _{t \in[0,1]}\left|f^{(m)}(t)\right|\right)^{2}$
In extending a function using the Bernoulli wavelet base, we have two degrees of freedom, which increases the accuracy of the method. One parameter is $k$ and the other $m$ is below the interval $\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right]$. When $m$ is fixed and $k$ tends to infinity:

$$
\begin{equation*}
\left|\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right]\right|=\frac{1}{2^{k-1}} \rightarrow 0 \tag{7.8}
\end{equation*}
$$

so
$\int_{\frac{n-1}{2^{k-1}}}^{\frac{n}{2^{k-1}}}\left(f(t)-f_{m}(t)\right)^{2} d t \rightarrow 0$
Given the inequality proof (7.7)
$\lim _{k \rightarrow \infty}\left\|f(t)-f_{0}(t)\right\|_{2}=0$.
and if we fix $k$ and move $m$ to infinity according to the equation (7.2)

$$
\lim _{m \rightarrow \infty}\left\|f(t)-f_{m}(t)\right\|_{2}=0
$$

Therefore, the convergence proof of the approximation of the function is completed by the Bernoulli wavelet. We now consider the convergence of the method.

Theorem 7.1. Assume that $y(x)$ and $y_{m}(x)$ are the exact and approximate answers of Eq. (1.1) and that $g_{m}(x)$ is an extension of $g(x)$ in terms of the Bernoulli wavelet and $H(x, y)=$ $\int_{0}^{1}\left(k(x, t)(y(t))^{p}\right) d t$ in Lip-Sheetz condition
$\|H(x, y)-H(x, z)\| \leq \lambda\|y-z\|, \lambda>0$
is true and $\frac{\lambda}{\Gamma(q+1)}<1$ then
$\left\|y(x)-y_{m}(x)\right\| \leq \frac{E(g)}{\Gamma(q+1)\left(1-\frac{\lambda}{\Gamma(q+1)}\right)}$
where in $E(g)=\left\|g(x)-g_{m}(x)\right\|$.

Proof. According to the definition of $H(x, y)$, Eq. (1.1) is shown below

$$
D^{q} y(x)=g(x)+H(x, y(x)) \quad q>1
$$

with the initial conditions $(r \in \mathbb{N})$

$$
y^{(i)}(0)=0, i=0,1, \ldots, r-1
$$

where $r-1<q \leq r$. By taking the integral $I^{q}$ on the other side of the equation

$$
\begin{align*}
& y(x)=\frac{1}{\Gamma(q)} \int_{0}^{x}(x-s)^{q-1} g(s) d s \\
&+\frac{1}{\Gamma(q)} \int_{0}^{x}(x-s)^{q-1} H(s, y(s)) d s \tag{7.13}
\end{align*}
$$

On the other hand, $g_{m}(x)$ is an extension of $g(x)$ and $y_{m}(x)$ is the approximate answer to the equation (7.4) So

$$
\begin{gathered}
\left\|y-y_{m}\right\| \\
\leq\left\|\frac{1}{\Gamma(q)} \int_{0}^{x}(x-s)^{q-1}\left(g(s)-g_{m}(s)\right) d s\right\|
\end{gathered}
$$

$$
\begin{array}{r}
+\| \frac{1}{\Gamma(q)} \int_{0}^{x}(x-s)^{q-1}(H(s, y(s)) \\
\left.-H\left(s, y_{m}(s)\right)\right) d s \|
\end{array}
$$

According to the norm properties

$$
\begin{aligned}
& \left\|y-y_{m}\right\| \leq \frac{1}{\Gamma(q)} \int_{0}^{x}(x \\
& \\
& \quad-s)^{q-1}\left\|g(s)-g_{m}(s)\right\| d s \\
& +\frac{1}{\Gamma(q)} \int_{0}^{x}(x-s)^{q-1} \| H(s, y(s)) \\
& \quad-H\left(s, y_{m}(s)\right) \| d s
\end{aligned}
$$

so

$$
\left\|y-y_{m}\right\| \leq \frac{E(g)}{\Gamma(q+1)}+\frac{\lambda}{\Gamma(q+1)}\left\|y-y_{m}\right\|
$$

in result

$$
\left\|y(x)-y_{m}(x)\right\| \leq \frac{E(g)}{\Gamma(q+1)\left(1-\frac{\lambda}{\Gamma(q+1)}\right)}
$$

and the proof is complete.

## 8- Numerical examples

Example 8.1. Consider the following nonlinear Fredholm integro-differential equations of fractional order ([28,36]) :

$$
\begin{gathered}
D^{\alpha} f(x)-\int_{0}^{1} x t[f(t)]^{2} d t=1-\frac{x}{4}, 0 \leq x \\
<1,0<\alpha \leq 1
\end{gathered}
$$

with supplementary condition $f(0)=0$.
$f(x)=x$ is the exact solution of the equation in the case of $\alpha=1$. The error in the case $\alpha=1$, for different values of $k$ and $M$, is shown in Table 2 and 3. Note that:

$$
\left\|e_{j}(x)\right\|_{2}=\left(\int_{0}^{1} e_{j}^{2}(x) d x\right)^{1 / 2} \cong\left(\frac{1}{N} \sum_{i=0}^{N} e_{j}^{2}\left(x_{i}\right)\right)^{1 / 2}
$$

where $e_{j}\left(x_{i}\right)=f\left(x_{i}\right)-f_{j}\left(x_{i}\right), i=0,1, \ldots, N$. $f(x)$ is the exact solution and $f_{j}(x)$ is the approximate solution which is obtained by numerical methods. According to [35, 30], in comparison between Chebyshev method and Bernoulli method $j=M\left(2^{k-1}\right)$ and in
comparison, between CAS method and Bernoulli method $j=2^{k}(2 M+1)$.

Table 2: Comparison between approximate norm-2 of absolute error by using of the two different methods in Example 8.1

|  | Chebyshev <br> method [36] | Bernoulli method |
| :--- | :--- | :--- |
| 1 | $\left\\|e_{8}\right\\|_{2}$ | $\left\\|e_{8}\right\\|_{2}$ |
| 2 | $(k=3, M=2)$ | $(k=3, M=2)$ |
| 3 | $2.9700 e-007$ | $2.7133 e-008$ |
| 4 | $\left\\|e_{16}\right\\|_{2}$ | $\left\\|e_{16}\right\\|_{2}$ |
| 5 | $(k=4, M=2)$ | $(k=4, M=2)$ |
| 6 | $1.8610 e-008$ | $1.9181 e-009$ |
| 7 | $\left\\|e_{32}\right\\|_{2}$ | $\left\\|e_{32}\right\\|_{2}$ |
| 8 | $(k=5, M=2)$ | $(k=5, M=2)$ |
| 9 | $1.1645 e-009$ | $1.6745 e-0011$ |

Table 3: Comparison between approximate norm-2 of absolute error by using of the two different methods in Example 7.1

|  | CAS method [30] | Bernoulli method |
| :--- | :--- | :--- |
| 1 | $\left\\|e_{12}\right\\|_{2}$ | $\left\\|e_{12}\right\\|_{2}$ |
| 2 | $(k=2, M=1)$ | $(k=2, M=1)$ |
| 3 | $2.7133 e-003$ | $2.8421 e-006$ |
| 4 | $\left\\|e_{24}\right\\|_{2}$ | $\left\\|e_{24}\right\\|_{2}$ |
| 5 | $(k=3, M=1)$ | $(k=3, M=1)$ |
| 6 | $6.8179 e-004$ | $2.2312 e-007$ |
| 7 | $\left\\|e_{48}\right\\|_{2}$ | $\left\\|e_{48}\right\\|_{2}$ |
| 8 | $(k=4, M=1)$ | $(k=4, M=1)$ |
| 9 | $1.6745 e-005$ | $1.2150 e-008$ |

Example 8.2. ([28, 36]) Consider the following nonlinear Fredholm integro-differential equation of order $\alpha=\frac{5}{3}$.

$$
\begin{aligned}
D^{\frac{5}{3}} f(x)-\int_{0}^{1} & (x+t)^{2}[f(t)]^{3} d t \\
& =\frac{6}{\Gamma\left(\frac{1}{3}\right)} \sqrt[3]{x}-\frac{x^{2}}{7}-\frac{x}{4}-\frac{1}{9} \\
& , 0 \leq x<1
\end{aligned}
$$

with these supplementary conditions $f(0)=$ $f^{\prime}(0)=0$. the exact solution of the equation is $f(x)=x^{2}$. The error for different values of $k$ and $M$, is shown in Table 4 and 5.

Table 4: Comparison between approximate norm-2 of absolute error by using of the two different methods in Example 8.2

|  | Chebyshev <br> method [36] | Bernoulli method |
| :--- | :--- | :--- |
| 1 | $\left\\|e_{8}\right\\|_{2}$ | $\left\\|e_{8}\right\\|_{2}$ |
| 2 | $(k=3, M=2)$ | $(k=3, M=2)$ |
| 3 | $3.1863 e-005$ | $3.5560 e-006$ |
| 4 | $\left\\|e_{16}\right\\|_{2}$ | $\left\\|e_{16}\right\\|_{2}$ |
| 5 | $(k=4, M=2)$ | $(k=4, M=2)$ |
| 6 | $6.1566 e-006$ | $6.2111 e-007$ |
| 7 | $\left\\|e_{32}\right\\|_{2}$ | $\left\\|e_{48}\right\\|_{2}$ |
| 8 | $(k=5, M=2)$ | $(k=5, M=2)$ |
| 9 | $2.4897 e-007$ | $2.5310 e-008$ |

Table 5: Comparison between approximate norm-2 of absolute error by using of the two different methods in Example 8.2

|  | CAS method [30] | Bernoulli method |
| :--- | :--- | :--- |
| 1 | $\left\\|e_{12}\right\\|_{2}$ | $\left\\|e_{12}\right\\|_{2}$ |
| 2 | $(k=2, M=1)$ | $(k=2, M=1)$ |
| 3 | $3.5560 e-003$ | $3.2752 e-004$ |
| 4 | $\left\\|e_{24}\right\\|_{2}$ | $\left\\|e_{24}\right\\|_{2}$ |
| 5 | $(k=3, M=1)$ | $(k=3, M=1)$ |
| 6 | $9.0145 e-004$ | $7.1300 e-005$ |
| 7 | $\left\\|e_{48}\right\\|_{2}$ | $\left\\|e_{48}\right\\|_{2}$ |
| 8 | $(k=4, M=1)$ | $(k=4, M=1)$ |
| 9 | $2.2537 e-005$ | $2.0078 e-006$ |

## 9- Conclusion

The most important point of this paper is the convergence of the proposed method and this hybrid approach has a unique approximation that is shown using mathematical principles and matrix theory.
In this paper the Bernoulli wavelet is built and its fractional integration operational matrix is produced in this article. Then we utilize them to solve a class of nonlinear Fredholm integrodifferential equation of fractional order. The Bernoulli wavelet is made up of Bernoulli polynomials. It is better suited to the solution of fractional issues. The major advantage of the wavelet approach for solving equations is that the coefficients matrix of algebraic equations is sparse after discretization [32]. Even if the increment size is big, the solution is convergent.

## References

[1] Kilbas, A. A., Srivastava, H. M., \& Trujillo, J. J. (2006). Theory and applications of fractional differential equations (Vol. 204). elsevier.
[2] Podlubny, I. (1999). Fractional differential equations, mathematics in science and engineering.
[3] Panda, R., \& Dash, M. (2006). Fractional generalized splines and signal processing. Signal Processing, 86(9), 2340-2350.
[4] Das, S. (2011). Functional fractional calculus (Vol. 1). Berlin: Springer.
[5] Bohannan, G. W. (2008). Analog fractional order controller in temperature and motor control applications. Journal of Vibration and Control, 14(910), 1487-1498.
[6] Bagley, R. L., \& Torvik, P. J. (1983). A theoretical basis for the application of fractional calculus to viscoelasticity. Journal of Rheology, 27(3), 201-210.
[7] Farhatnia, F., \& Golshah, A. (2008). Investigation on Buckling of Orthotropic Circular and Annular Plates of Continuously Variable Thickness by Optimized Ritz Method. Journal of Simulation and Analysis of Novel Technologies in Mechanical Engineering, 1(2), 31-40.
[8] Alimoradzadeh, M., Salehi, M., \& Mohammadi Esfarjani, S. (2017). Vibration Analysis of FG Micro-Beam Based on the Third Order Shear Deformation and Modified Couple Stress Theories.

Journal of Simulation and Analysis of Novel Technologies in Mechanical Engineering, 10(3), 5166.
[9] Fitt, A. D., Goodwin, A. R. H., Ronaldson, K. A., \& Wakeham, W. A. (2009). A fractional differential equation for a MEMS viscometer used in the oil industry. Journal of Computational and Applied Mathematics, 229(2), 373-381.
[10] Daftardar-Gejji, V., \& Jafari, H. (2007). Solving a multi-order fractional differential equation using Adomian decomposition. Applied Mathematics and Computation, 189(1), 541-548.
[11] Daftardar-Gejji, V., \& Jafari, H. (2005). Adomian decomposition: a tool for solving a system of fractional differential equations. Journal of Mathematical Analysis and Applications, 301(2), 508-518.
[12] Yang, C., \& Hou, J. (2013). An approximate solution of nonlinear fractional differential equation by Laplace transform and Adomian polynomials. Journal of information and computational science, 10(1), 213-222.
[13] Wang, Q. (2007). Homotopy perturbation method for fractional KdV equation. Applied Mathematics and Computation, 190(2), 1795-1802.
[14] Hemeda, A. A. (2014). Modified homotopy perturbation method for solving fractional differential equations. Journal of Applied Mathematics, 2014.
[15] Abdulaziz, O., Hashim, I., \& Momani, S. (2008). Solving systems of fractional differential equations by homotopy-perturbation method. Physics Letters A, 372(4), 451-459.
[16] Jafari, H., \& Seifi, S. (2009). Homotopy analysis method for solving linear and nonlinear fractional diffusion-wave equation. Communications in Nonlinear Science and Numerical Simulation, 14(5), 2006-2012.
[17] Jafari, H., Das, S., \& Tajadodi, H. (2011). Solving a multi-order fractional differential equation using homotopy analysis method. Journal of King Saud University-Science, 23(2), 151-155.
[18] Hemeda, A. A. (2013, January). New iterative method: an application for solving fractional physical differential equations. In Abstract and applied analysis (Vol. 2013). Hindawi.
[19] Scherer, R., Kalla, S. L., Tang, Y., \& Huang, J. (2011). The Grünwald-Letnikov method for
fractional differential equations. Computers \& Mathematics with Applications, 62(3), 902-917.
[20] Heydari, M. H., Hooshmandasl, M. R., Maalek Ghaini, F. M., \& Li, M. (2013). Chebyshev wavelets method for solution of nonlinear fractional integrodifferential equations in a large interval. Advances in Mathematical Physics, 2013.
[21] Doha, E. H., Bhrawy, A. H., \& Ezz-Eldien, S. S. (2011). A Chebyshev spectral method based on operational matrix for initial and boundary value problems of fractional order. Computers \& Mathematics with Applications, 62(5), 2364-2373.
[22] Ur Rehman, M., \& Khan, R. A. (2011). The Legendre wavelet method for solving fractional differential equations. Communications in Nonlinear Science and Numerical Simulation, 16(11), 41634173.
[23] Yuanlu, L. I. (2010). Solving a nonlinear fractional differential equation using Chebyshev wavelets. Communications in Nonlinear Science and Numerical Simulation, 15(9), 2284-2292.
[24] Mohyud-Din, S. T., Khan, H., Arif, M., \& Rafiq, M. (2017). Chebyshev wavelet method to nonlinear fractional Volterra-Fredholm integrodifferential equations with mixed boundary conditions. Advances in Mechanical Engineering, 9(3), 1687814017694802.
[25] Akhavan, S. (2021). Convergence of Legendre and Chebyshev multiwavelets in Petrov-Galerkin method for solving Fredholm integro-differential equations of high orders. Journal of Simulation and Analysis of Novel Technologies in Mechanical Engineering, 13(3), 33-42.
[26] Li, Y., \& Zhao, W. (2010). Haar wavelet operational matrix of fractional order integration and its applications in solving the fractional order differential equations. Applied mathematics and computation, 216(8), 2276-2285.
[27] Saeedi, H., Moghadam, M. M., Mollahasani, N., \& Chuev, G. (2011). A CAS wavelet method for solving nonlinear Fredholm integro-differential equations of fractional order. Communications in nonlinear science and numerical simulation, 16(3), 1154-1163.
[28] Yi, M., \& Huang, J. (2015). CAS wavelet method for solving the fractional integro-differential equation with a weakly singular kernel. International journal of computer mathematics, 92(8), 1715-1728.
[29] Zhu, L., \& Fan, Q. (2012). Solving fractional nonlinear Fredholm integro-differential equations by
the second kind Chebyshev wavelet. Communications in nonlinear science and numerical simulation, 17(6), 2333-2341.
[30] Zhu, L., \& Fan, Q. (2012). Solving fractional nonlinear Fredholm integro-differential equations by the second kind Chebyshev wavelet. Communications in nonlinear science and numerical simulation, 17(6), 2333-2341.
[31] Meng, Z., Wang, L., Li, H., \& Zhang, W. (2015). Legendre wavelets method for solving fractional integro-differential equations. International Journal of Computer Mathematics, 92(6), 1275-1291.
[32] Saeedi, H. (2013). Application of Haar wavelets in solving nonlinear fractional Fredholm integrodifferential equations. Journal of Mahani Mathematical Research, 2(1), 15-28.
[33] Keshavarz, E., Ordokhani, Y., \& Razzaghi, M. (2019). Numerical solution of nonlinear mixed Fredholm-Volterra integro-differential equations of fractional order by Bernoulli wavelets. Computational Methods for Differential Equations, 7(2), 163-176.
[34] Costabile, F., Dell'Accio, F., \& Gualtieri, M. I. (2006). A new approach to Bernoulli polynomials. Rendiconti di Matematica e delle sue Applicazioni, 26, 1-12.
[35] Diethelm, K. (1997). An algorithm for the numerical solution of differential equations of fractional order. Electronic transactions on numerical analysis, 5(1), 1-6.
[36] Zhu, L., \& Fan, Q. (2012). Solving fractional nonlinear Fredholm integro-differential equations by the second kind Chebyshev wavelet. Communications in nonlinear science and numerical simulation, 17(6), 2333-2341.
[37] Chui, C. K. (1997). Wavelets: a mathematical tool for signal analysis. Society for Industrial and Applied Mathematics.
[38] Daftardar-Gejji, V., \& Bhalekar, S. (2007, December). An iterative method for solving fractional differential equations. In PAMM: Proceedings in Applied Mathematics and Mechanics (Vol. 7, No. 1, pp. 2050017-2050018). Berlin: WILEY-VCH Verlag.
[39] Zhu, L., \& Fan, Q. (2012). Solving fractional nonlinear Fredholm integro-differential equations by the second kind Chebyshev wavelet. Communications in nonlinear science and numerical simulation, 17(6), 2333-2341.

