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Abstract. The user cold start challenge, occurs when a user joins the system which used
recommender systems, for the first time. Since the recommender system has no knowledge of
the user preferences at first, it will be difficult to make appropriate recommendations. In this
paper, users demographics information are used for clustering to find the users with similar
preferences in order to improve the cold start challenge by employing the kmeans, k-medoids,
and k-prototypes algorithms. The target users neighbors are determined by using a hybrid
similarity measure including a combination of users demographics information similarity and
users rating similarity. The asymmetric Pearson correlation coefficient utilized to calculate
the user rating similarity, whereas GMR (i.e., global most rated) and GUC (i.e., global user
local clustering) strategies are adopted to make recommendations. The proposed method was
implemented on MovieLens dataset. The results of this research shows that the MAE of the
proposed method has improved the accuracy of the proposals up to about 26% compared
to the GMR method and up to about 34% compared to the GUC method. Also, the results
show about 60% improvement in terms of rating coverage compared to the GMR and GUC
methods.
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1. Introduction

With the development of the Internet, users are now faced with big data, forcing
them to spend a lot of time to find the specific piece of information they need.
Recommender systems are software tools and techniques for filtering and analyz-
ing these data. The concept of a recommender system (RS) is utilized for finding
ways to recommend items based on the tendencies of the users. Predicting and
recommending the items1 which can most probably draw a particular users atten-
tion, these systems help users find, access, and select their items of interest. These
recommendations are based on the likes and dislikes of users. When users look for a
particular item, they expect to find the items that existed without their knowledge
or the items that they did not know how to search for. The recommender systems
is looking for ways to offer items based on users interests ([31], [30], [35], [15], [29],
[17]). In addition, every user can view only a limited number of these items. Hence,
recommender systems identify the user needs to find the relevant items and help
deal with the information overload problem. In fact, these systems are known as an
indispensable component of e-commerce that can facilitate the process of business
smartification in recent decades [18].The most popular recommender systems are
the ones used by Amazon, Netflix, Google News, and Facebook [28]. To make rec-
ommendations, these systems need to obtain data explicitly (user ratings for items)
or implicitly (tracking user behavior, purchase history, browser data, downloaded
programs, reviewed books, and purchased songs) from users [28].The recommender
systems analyze the resultant data to make the recommendations that can match
user preferences and to predict user ratings for items in the future. Recommend-
ing the user-required items in compliance with user preferences can potentially
convince them to revisit the website and make another purchase. Hence, these sys-
tems play a central role in the world of online shopping, for they help increase
sales, improve diversity of sales, boost income, and lead to customer satisfaction
([29], [36], [21]). For data analysis, recommender systems benefit from four common
methods including content-based filtering, collaborative filtering, knowledge-based
filtering, and hybrid filtering ([31], [30], [35]). The content-based filtering recom-
mender systems analyze the features of items or characteristics of users to make
predictions and recommendations. Therefore, the recommended items are usually
similar to the items in which users were interested in the past. In the collabora-
tive filtering systems, recommendations are based on a users behavior or his/her
behavioral similarity to the other users [25]. CF techniques are based on the qual-
ity of the item rated by the users neighbors. Since the user already has a level
of interest in different items, CF techniques can recommend items with different
contents [31]. In fact, collaborative filtering is based on the idea that if an active
user shared interests with particular users in the past, the other recommendations
made by similar users should be relevant and also liked by the active user [29].
The knowledge-based filtering systems use the knowledge or information regarding
users, items, and their mutual relationships. Describing how to meet user needs
through an item, these systems require specific knowledge of users and items [28].
The hybrid filtering systems consist of a combination of the previous systems.
The collaborative filtering technique is the most popular and widely-used recom-

mender method. This technique finds the neighbors of a user (i.e., the neighbors are
the users that share similar rating histories with the current user) and then employs
their ratings to make recommendations ([31], [12]). Generally, the collaborative fil-
tering technique is divided into three major methods called the memory-based

1is a general term used to show what the system recommends to users.
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filtering technique, the model-based filtering technique, and the hybrid filtering
technique ([12], [36]). The memory-based collaborative filtering algorithm deter-
mines the similar relationships between users and items in accordance with the
user-item rating matrix and then recommends the items that are rated highly by
similar users [12]. Memory-based methods that directly use stored scores for estima-
tion [30]. The memory-based filtering technique is often divided into the user-based
filtering and item-based filtering techniques [36]. In the user-based collaborative fil-
tering technique, users with similar historical ratings must have similar interests;
therefore, it is possible to predict an active users rating on particular items with
respect to the ratings of similar users on similar items [7]. The item-based collab-
orative filtering technique calculates the recommendations based on the similarity
between items but not between users. The user-item matrix is utilized in this
technique to determine how the retrieved items are similar to an item of interest,
measure their corresponding similarities, and make some recommendations to the
user [21]. The model-based recommender systems employ the user ratings and pref-
erences to learn a model about the user in order to make new recommendations
to the user ([30], [16]). The process of learning this model is performed through
data mining and machine learning techniques [31]. The key advantage of the col-
laborative filtering technique is that it analyzes only the mutual relationships of
individuals without considering the features of items; thus, there is no need for
any knowledge about the real context of items to make recommendations. In other
words, such systems can make predictions without perceiving a movie, a friend,
or a piece of music. Hence, it is possible to use this technique extensively with-
out considering the content of data ([16], [20]). However, since the collaborative
filtering systems are based on the comments, ratings, and behavioral similarity of
each user in relation to other users, they may face some challenges if there are only
a few comments by other users or if the rating matrix is empty. Caused by the
sparseness or insufficiency of data, the cold start challenge is among the serious
problems with such systems ([31], [30], [35], [4], [10]). This challenge occurs when
a new item is added to the reserves of a recommender system or when a new user
starts interacting with the system. In this case, the collaborative filtering recom-
menders face a serious challenge in making recommendations ([17], [16], [34], [22]).
Therefore, neither can the preferences of new users be predicted, nor can the new
items be rated or purchased by users, something which would lead to inappropriate
and inaccurate recommendations.In this study, the proposed method analyzes the
new user cold start challenge. For this purpose, the novel hybrid method is based
on the collaborative filtering technique and user demographics information. The
proposed method consists of two main phases. First, users information is clustered
with respect to their demographics information to find the users who are similar to
the target user and reduce the user information problem space complexity based on
user demographic data. After that, a novel hybrid similarity measure is employed
to find strong neighbors related to the target user. This similarity measure consists
of rating similarity of neighbors based on the asymmetric Pearsons correlation and
the demographic similarity of users. Finally, the target users rating is predicted by
combining the GMR (i.e., global most rated) strategy (the highest rating given by
neighboring users) and the GUC (i.e., global user local clustering) strategy (the
similarity of resultant movies to the movies of the dataset) [35] . The proposed
method is characterized by the following innovations:

• Proposing a novel hybrid method based on the combination of collaborative
filtering and user demographics information to improve the cold start challenge

• Employing different clustering algorithms to reduce the problem space complex-
ity in finding similar users
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• Finding efficient similarity between the target user and the other users by cre-
ating a hybrid similarity measure.

• Making recommendations to the target user with the purpose of combining GMR
and GUC strategies.

In this paper, Section 2 review the related works, and Section 3 presents the
proposed method. In Section 4, the results of the proposed method are evaluated
and compared with those of the related works. Finally, Section 5 draws a conclusion
and presents the future suggestions.

2. Related works

The current recommender systems are faced with the increased amount of data,
heterogeneity of data, and insufficient adaptation of data to the needs and inter-
ests of users. Thus, studies have focused particularly on the ability to aim the
necessary user information. In fact, these systems aim to reduce the information
overload through the process of collecting, filtering, and recommending items and
information needed by users. Many of the existing algorithms still suffer from the
sparseness problem, which is caused by the insufficient quantity of interactive data
and feedback. Previous studies proposed different methods for solving this chal-
lenge. Some studies focused mainly on the discovery of additional data to compen-
sate for the scarcity of data. However, some other studies focused only on similarity
measures for accurately determine the similarity between users and items. In addi-
tion, a few other studies proposed a strategy for improving the cold start by using
hybrid methods and data mining techniques. In [32], users demographics informa-
tion were employed instead of the rating history to solve the cold start challenge
and compensate for the scarcity of data. For this purpose, the frequency of each
demographic characteristic was calculated to make recommendations accordingly.
According to the results, demographic characteristics had equal effects on recom-
mendations. The Disadvantages of this research is not considering the content of
the items and the effect of users’ ranking and also in this method, the entire data
set is examined each time, so as the data set grows, the computational speed de-
creases. In [19], demographic data were used to identify users with similar behavior
through a weight similar measure and the classification technique for mitigating
the cold start in recommender systems. The disadvantages of this method are the
complexity of the calculations and the lack of use of an exact similarity measure-
ment. In [13], the ratings of reliable users were utilized to solve the sparseness of
data and deal with the cold start challenge. For this purpose, the target users reli-
able neighbors were identified first. After that, the ratings of orthogonal neighbors
for every item that was rated by at least one orthogonal neighbor were compared
with the target users rating in a single value. Finally, a new user index was created
with respect to the rating information. The advantage of research results indicated
that finding the target users reliable neighbors improved the cold start challenge;
The disadvantages of this research is that the contents of items were not considered
in that study to make recommendations and this research does not consider users
demographic information. In [24], the additional information of items beyond the
user-item rating matrix was used to improve the sparseness challenge. The study
collected the additional information about movies from https://www.imdb.com.
For this purpose, the user index was created with respect to the user interests
in items after the additional information was collected and integrated (e.g., users,
items, user-item matrix). Finally, a classifier was utilized to predict user ratings for
items. The advantage of research results demonstrated that sparseness was reduced

https://www.imdb.com
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effectively; The disadvantage of this research is that no acceptable results could
be obtained in the absence of additional information or the presence of incomplete
information. In [33], the content-based method was integrated with collaborative
filtering to overcome the cold start challenge. Regarding the movie cold start, that
study collected the additional information from https://www.imdb.com in addi-
tion to using the rating matrix (advantage). However, like the study reviewed by
[24], no acceptable results could be obtained in the absence of sufficient information
(disadvantage). In [25], a machine learning approach was proposed by using the
k-means algorithms to separate users and develop a neural network for every clus-
ter. The advantage of this approach is 95% accurate in predicting new user ratings
but this research only use k-means algorithms and this using that can be one its
disadvantage. In [11], a collaborative filtering recommendation method was pro-
posed by integrating the user behavior with feature vectors to enrich the user-item
matrix in a hybrid method. The user click rate and purchase history were taken
into account to determine the user behavior. Moreover, a nonlinear similarity mea-
sure was employed to find the similar users by calculating the Euclidean distance.
Euclidean spacing as the similarity criteria are used to discover information. The
advantage of this research results indicated higher accuracy of recommendations
than the conventional methods but the disadvantage of this research is disregarded
the user cold start. In [8], a hybrid method was proposed through collaborative
filtering and evolutionary clustering. In the first step, the rating matrix was pre-
processed through normalization and dimensionality reduction to obtain denser
rating data, which were then employed to implement dynamic evolutionary clus-
tering. Finally, the nearest neighbors with the highest degrees of similar interests
were searched for. The matrix dimensionality reduction was used in that study to
reduce the problem space complexity, something which might destroy some data.
This is one of the disadvantages of the present research. In [3], a movie recom-
mender system was proposed through the k-means and k-nearest algorithms to
find similar users and make recommendations to users in the cold start conditions.
According to the research results, the proposed method obtained fewer clusters;
furthermore, a disadvantage of this algorithm was the negligence of user ratings
for items. In [4], a collaborative filtering model was proposed to deal with the new
user cold start challenge by using the fuzzy c-means clustering on the user informa-
tion and proposing a new similarity measurement formula. The results indicated
the improvement of recommendations in the absence of sufficient data in the cold
start challenge. In [6], the cold start challenge was mitigated by focusing on three
main aspects of user information (i.e., common ratings of users, explicit informa-
tion of reliability, and implicit information of reliability), which were employed to
create the target users new rating index. After that, the new similarity measure
was defined through the Jaccard similarity index to calculate user similarity. Ac-
cording to the results, the cold start problem mitigated, the disadvantage of this
research is that it would be difficult to find explicit and reliable users. In [15], the
behavioral data obtained from social media were merged with rating data to make
recommendations. After the user information was collected from Twitter, machine
learning and decision tree methods were employed to create the user index and
make recommendations. The results indicated the alleviation of the cold start and
use of reliable data for recommendations; The disadvantage of this result is the
incomplete user information in Twitter accounts or the unwillingness of users to
complete their account information could affect the quality of recommendations.
In [9], the main focus was on the new user cold start challenge by proposing a
novel approach to classification of customers through association rules. That study
was conducted in two phases: clustering users and making recommendations. The

https://www.imdb.com
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k-medoids clustering algorithm was employed to group the users. After that, an
association rule algorithm was adopted to find the relationships of rated items and
make recommendations based on the highest ratings through those algorithms. The
mean precision of the proposed solution was similar to those of other algorithms
(disadvantage); however, the proposed method was simpler. In [23], a model was
proposed to reduce sparseness and deal with the cold start challenge by using an
LOD knowledge base to find the information of items in addition to the matrix
factorization method for mitigating sparseness. The research results improved the
accuracy of recommendations by merging the linked open data with collaborative
filtering but the disadvantages are using the additional information of only one
web site and disregarding the new user cold start. In [31] to overcome cold start
and sparse data challenges, employing contextual similarity measures, utilizing the
features of the users and items, and applying machine learning methods have been
presented. A method called the context feature singular value decomposition is pre-
sented as the first step. In the second step, matrices obtained in the previous step
are applied as components of a multi-level singular value decomposition matrix and
momentum stochastic gradient descent feature to reduce sparse data. The results
demonstrate that the context feature singular value decomposition method helps
recommender systems determine which items should be recommended to users via
considering preferences and contextual conditions. The evaluation results show that
the proposed method outperforms the other approaches in terms of reducing cold
start due to four innovative similarity measures of users features similarity, user
contextual similarity measures, items similarity measures, and items contextual
similarity measures. In [30], proposed a new technique called CSSVD1 that uses the
innovative similarity criteria of item properties, users, and two-level SVD matrix
comparison methods as a solution to the cold start problem and apply the contex-
tual information similarity criteria with the help of the tensor property to reduce
cases for users who are not ranked, i.e., sparse data. At First, user demographic fea-
ture and item property feature measures were used to design the user-item feature
matrix, and also the DPCC2 and IFPCC3 similarity measure was used to create
a user-item similarity matrix to reduce the cold start challenge. Finally, since the
resulting matrix of a three-dimensional matrix was used to reduce calculations and
higher convergence speed, the tensor property was used with the help of momen-
tum stochastic gradient descent. Experiential results illustrate that the proposed
algorithm CSSVD is better than TF, HOSVD4 , BPR5 , and CTLSVD in terms
of Precision, Recall, F-score, and NDCG measure. Results show the improvement
of the recommendations to users through alleviating cold start and sparse data.
In [35], a hybrid method was proposed to deal with the cold start challenge. The
proposed method consisted of two phases. In the first phase, the similarity values
of users were calculated with respect to a hybrid of similarities obtained from the
user-item rating matrix and user demographics information. The cosine similarity
measure was employed to calculate the similarity values based on the user-item
rating matrix. At the same time, the demographic similarities of users were calcu-
lated through the weight means of demographic data. Therefore, the final similarity
value of users was determined through the linear combination of both consider and
demographic similarity criteria. After that, in the second phase of the proposed
method, the similarity values of users were calculated through the cosine similarity

1Context similarity singular value decomposition
2Demographic Pearson Correlation Coefficient
3item features the Pearson correlation coefficient
4Higher-order singular value decomposition
5Bayesian personalized ranking
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measure function based on the extended user rating profile to predict the unvisited
items for the target users. The results indicated a significant improvement in the
proposed method in comparison with the other proposed approaches. However, one
of the disadvantages of this research is that it examines the entire data set each
time the algorithm is run and does not use a more accurate similarity measure.
Table ?? presents an overview of the related works in addition to their advantages
and disadvantages and the biggest challenge they have examined.

3. Proposed method

This section presents the proposed method for improving the cold start challenge in
recommender systems by using the user demographics information. The proposed
method consists of two main phases in which the user demographics information
existing in the system will be used with the rating information to improve the cold
start challenge. In the first phase, the user-item matrix is created, and clustering
is performed then based on the user index information. For this purpose, the user
index information is preprocessed. With the arrival of a user with a cold start in
the second phase, the appropriate cluster is found. After that, the similarity of
cluster users to the target user is calculated through a hybrid similarity measure
that is a linear combination of demographic similarity and user rating similarity to
determine the target users neighbors. Finally, a list of the best movies is presented
to the target user based on the highest predicted rating. Figure 1 demonstrates the
block diagram of the proposed method.
The diagram block description is given below:

• Phase 1 : The first step is to form a user-item (movie) matrix, which considers
the entire space as a two-dimensional matrix of users and items, and the element
of matrix is the value of rating which is rated by users to the movies. This
matrix is formed with the ranking information of users who have already done
so in the rating system. If this matrix is called R(u,i), the dimensions of this
matrix will be u i, so that the rows of the matrix represent the users as u =
u1, u2, u3, ..un, where n is the number of users. Matrix columns represent the
items i = i1, i2, i3, ..., im where m is the number of items or movies. The rankings
in the present data set are based on the numbers 1 to 5, which show 1 dis-
interested and 5 most interested, which are expressed as the values of the matrix
elements. In the second step of the first phase, after pre-processing the user data
of the clustering, the clustering is done based on the user profile information,
and the proposed clustering algorithms will be explained in Section 2-3.

• Phase 2: A user with cold start is enter. First of all, in step 1 the similarity
of the target user with the cluster centers is calculated (based on his/her de-
mographic’s information) and select the appropriate cluster. Then in step 2 the
hybrid similarity of users (ranking and demographics) in the cluster with target
user is calculated and the neighbors for target user are chosen. In step 3 the Se-
lection of the best films based on the combination of GMR and GUC strategies
are done and in step 4 Predict rankings and provide recommendations based on
the highest ranking to the target user. Finally, the list of predicted films shows
to the target user.

3.1 Data normalization and similarity calculation of users

This subsection addresses the data normalization method first. After that, the
method of calculating similarity of users is presented. Every user has a set of
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Figure 1. The block diagram of the proposed method.

features constituting the user index. In the proposed method, three attributes were
employed to describe the user features. The three attributes were age, gender, and
occupation, out of which only age had a numerical value, whereas the other two
had categorical values. Since many of the clustering algorithms operate based on
distance and are unable to process numerical values, it is first necessary to normal
the values of user features. Moreover, similarity and distance are inversely related;
therefore, the similarity calculation equation is determined. For this purpose, the
method of converting each categorical feature into a numerical one and making
them unscaled is presented below:

• Age: The age feature is a numerical value which is defined in the data based as a
number based on year for every individual. The variation range of this feature is
more extensive that those of others. Therefore, the age normalization approach
was employed in the proposed method. In other words, the ages of all individuals
in the dataset will be normalized through (1) [14].

Nageu =
ageu − agemin

agemax − agemin
(1)

Where ageu denotes the age of user u, and agemin refers to the minimum
age in the dataset, whereas agemax indicates the maximum age in the dataset.
The above equation helps define the ages of individuals as normal values Nageu
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Table 2. The categorization of occupations [5].

Row Title

1 Administrator, executive, marketing, salesman
2 Doctor, healthcare
3 Homemaker, retired
4 None, other
5 Scientist, programmer, engineer, technician
6 Educator, librarian, lawyer
7 Entertainment artist, writer
8 Student

within [0, 1]. After normalization, this equation can be employed to map agemin

and agemax onto 0 and 1, respectively. In fact, age is a numerical continuous
datum, whereas the Euclidean distance is among the most widely-used criteria
for calculating the distance between numerical and continuous features [14]. (2)
indicates the formula employed to calculate the similarity of ages for two users
based on the Euclidean distance.

sim(Nageu , Nagev) = 1−
√
| Nageu −Nagev |2 (2)

WhereNageu andNagev are the normalized ages of users u and v, respectively, and
sim(Nageu ,Nagev) denotes the similarity of two users based on the age feature.
The smaller this value, the more similar the two users, and vice versa.

• Gender: For every individual, this feature can be either M (for male) or F (for
female). Therefore, this feature is converted into numerical values by placing 1
and 0 if the user selects male or female, respectively. (3) is employed to calculate
this feature.

simgender(u, v) =

{
1, if genderu = genderv
0, if genderu ̸= genderv

(3)

Where simgender(u, v) indicates the similarity between u and v in terms of gen-
der. If two users have the same gender, the similarity value is 1; otherwise, it is
0.

• Occupation: To convert the feature of occupation into numerical values, a unique
list of all occupations was prepared with respect to all users existing in the
database. In MovieLens, 21 different occupations were defined, and every oc-
cupation was given a corresponding number between 0 or 1 so that this feature
could be placed in a similar interval to age and gender. To simplify the calculation
of occupation similarity between users, the occupations were first categorized.
The occupations with higher similarities were placed in one group. Table ??
indicates the categorization of occupations [5].
If the occupations of two users are completely similar, the numerical value is

considered 1. If their occupations are classified as the same category, the value
is 0.5; finally, if their occupations are classified as different categories, the value
is considered 0. (4) defines this process:

simjob(u, v) =

1, if ju = jv
0.5, if ju ̸= jv andC(ju) = C(jv)
0, if ju = jv andC(ju) ̸= C(jv)

(4)
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Where j denotes the occupation feature, and ju indicates the value of this feature
for u, whereas C(ju) refers to the occupation category of user u. In this equation,
simjob(u, v) indicates the similarity between u and v inters of occupation.

A numerical matrix is obtained from the user index information preprocessing to
describe the user index. In this matrix, every row indicates a user, whereas every
column represents the features of a user. Finally, (5) is employed to calculate the
similarity of two users in terms of demographic features [35].

sim(u, v) =

n∑
j=1

sjwj

n∑
j=1

wj

(5)

Where sim(u, v) denotes the similarity between u and v, and sj indicates the value
of similarity in every feature. Furthermore, wj and n refer to the corresponding
weight of every feature and the number of features, respectively. For the corre-
sponding weights (wj) in this article different scenarios Table ?? have been tested.

3.2 Users clustering

Following the first phase in the proposed method, users clustering is performed
with respect to the users profile matrix, which was introduced in Subsection 3.1,
by using the k-means, k-medoids, and k-prototype clustering algorithms. These
algorithms operate based on the distances of samples. (6) is employed to calculate
the value of this distance [14].

dist(u, v) = 1− sim(u, v) (6)

The value of sim(u, v) is obtained from (5). After clustering, the users with the
highest similarity are placed in the same cluster, whereas the users with the lowest
similarity are placed in different clusters.

3.3 Arrival of user with cold start and discovery of neighbors

In the second phase of the proposed method, the target user enters the system.
His/her demographic features are calculated in the same way as other users in
order to determine his/her appropriate cluster by calculating the distance between
the target user and cluster centers. After the target users appropriate cluster is
selected, his/her neighbors are determined through the hybrid similarity measure
consisting of their rating similarity and demographic similarity. For this purpose,
(7) is used [18]:

sim(u, v) = α×simdemo + (1− α)simapcc (7)

Where simdemo is obtained from (6), and simapcc refers to the rating similarity
of users within the selected cluster based on the asymmetric Pearsons correlation.
Moreover, α is a parameter that indicates the dependency of final similarity on
each of the demographic and rating similarities. In this equation, α = 1 represents
the complete dependency of final similarity on demographic information. So this
equation can cover both modes (user with absolute cold start and relative cold
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Table 3. An example of user ratings for items [27].

Item1 Item2 Item3 Item4 Item5 Item6

User1 4 2
User2 4 1 2 1 1 1
User3 5 3
User4 1 2
User5 4 5 5
User6 1 2 1 1

start. An appropriate similarity measure must be employed to calculate the rating
similarity. The Pearson correlation coefficient (PCC) is among the most common
criteria. (8) is utilized to calculate the PCC:

P (u, v) =

n∑
i=1

(rui − ru)(rvi − rv)√
n∑

i=1
(rui − ru)2

√
n∑

i=1
(rvi − rv)2

(8)

Where rui and rvi are the user ratings of u and v for the ith movie, and ru and
rv are the means of user ratings of u and v, respectively. Moreover, n refers to the
number of items rated by both users. Although the PCC proved to be successful
in many studies, there were a few problems, the most important of which is that
sim(u, v)=sim(v, u) [27]. For instance, Table ?? presents a case of user ratings:
According to Table ??, User1s ratings are completely similar to User2s ratings;
however, the reverse is not true. Conventional methods like the PCC cannot dis-
tinguish between these two users with different rating characteristics. In fact, they
consider the ratings of these two users similar; hence, the effect received by User1
from User2 in predicting the rating of a new movie is equal to the effect received by
User 2 from User 1 in recommending a new movie. To prevent this contradiction,
an asymmetric similarity measure was used in [26]. According to (9), this measure
includes the ratio of items with common user ratings to the items rated by the
target user.

sim(u, v) =
|Iu

∩
Iv|

|Iu|
(9)

Where Iu and Iv refer to the sets of items rated by u and v, respectively. However,
this equation considers only the ratio of items rated by the target user to the
other users but disregards the ratio of rating among all users. Therefore, another
parameter is also added to this equation, which is then rewritten as (10) [26].

sim(u, v) =
|Iu

∩
Iv|

|Iu|
×2 ∗ (Iu

∩
Iv)

|Iu|+ |Iv|
(10)

According to (10) defined as the ratio of items with common ratings between users,
it is normalized by the number of items rated by the active users. This equation
can also be expressed as (11) [27].
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sim(u, v) =
2 ∗ (Iu

∩
Iv)

2

|Iu| ∗ (|Iu|+ |Iv|)
(11)

Based on (11) , the similarity measure considers only the number of common rat-
ings between two users. This equation can be used as a coefficient with the other
similarity criteria. In the proposed method, this measure is used as a coefficient for
the Pearsons similarity measure in (8) to create a new similarity measure called
the APCC. After the rating similarities of users were calculated through this simi-
larity measure called the asymmetry Pearsons similarity measure, a matrix of user
similarity is obtained from the user ratings for movies. The resultant values of this
matrix are used in (7).

3.4 Rating prediction

After the target users neighbors are selected, a list of the top movies is obtained
from the ratings of the users neighbors for rating prediction. For this purpose,
GMR and GUC strategies mentioned in [35] are combined. In the first strategy,
the number of ratings given by the neighbors set of the target user to each movie
is calculated first. After that, the movies are sorted with respect to the number
of ratings and the highest rating mean. A few of them are then selected as the
top movies. In the second strategies, the list of top movies obtained from GMR
and the list of movies selected by the user index are employed to calculate the
similarity of each to the other movies existing in the dataset. These movies are then
sorted downward based on their similarities to the resultant movies. A number of
I movies are then recommended to the target user. (12) is employed to calculate
the similarities of movies [35]. (12) [14].

sim(i, j) =

∑
n∈N

rn,irn,j

|N(u)|
(12)

Where |N(u)| denotes the target users set of neighbors, and rn,i refers to the nth
users rating for the ith movie. Finally, (13) is employed to predict the target users
rating for the designated movies which are not rated (not visited) by the target
user [35].

pre(u, i) =

∑
n∈N

sim(u, v) ∗ rvi∑
n∈N

sim(u, v)
(13)

Where pre(u, i) represents the predicted rating of u for the ith movie, and rvi is the
rating given by the neighboring user to the ith movie. (7) is employed to calculate
sim(u, v).

4. Evaluation of results

In this section, several experiments are conducted to evaluate the performance
of the proposed method. The evaluation results are then compared with the re-
sults of the methods introduced in [35]. The proposed method was implemented
in MATLAB 2018b. The corresponding code was executed on a system equipped
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with Intel Core i7 @4.2 GHz and 8 GB of RAM. The following subsections present
the research dataset, evaluation criteria, and experimental results in detail.

4.1 Dataset

In this study, the MovieLens1 dataset was employed to evaluate the proposed
method. Containing the real data, this standard dataset was used in different stud-
ies ([35], [36], [37]). MovieLens 100k is the version used in this study. It contains
10000 ratings from 1 to 5 given by 943 users to 1682 movies. In this dataset, the
users did not rate all movies. In fact, they rated only 20 movies at least.

4.2 Evaluation metrics

The dataset was first divided randomly into training and test sections to evaluate
the proposed method. In other words, 80% and 20% of data were allocated to
training and test sections, respectively. The training section was used in the first
phase to develop the target user model, whereas the test section was used as the
cold start users in the second phase. The real ratings of users given by the test
users to the movies, and these users were entered the system as the cold start users
to determine their predicted ratings through the proposed method. After that, the
predicted ratings were compared with the real ratings to determine the rates of
precision and error in the proposed method. The following evaluation criteria were
employed to calculate precision and error.

4.2.1 Mean absolute error (MAE)

This metric measures the mean absolute error of the predicted rating to calculate
the precision of the recommender system accurately. For this purpose, the absolute
value of difference between the predicted error from the real rating is measured,
and the total mean error is considered the absolute error. (14) indicates the mean
absolute error ([31], [35]]).

MAE =

∑
u

∑
i
|pu,i − ru,i|

n
(14)

Where pu,i, ru,i and n denote the predicted rating, real rating, and total number
of predictions.

4.2.2 Rating coverage (RC)

This metric measures the ratio of items that the recommender system can offer.
In fact, RC predicts the ratio of the predicted test movies to the total movies. The
larger this value, the better the coverage rate of the recommender system. (15)
indicates how to calculate this metric [35]:

RC =
n

m
(15)

Where n and m represent the number of predicted ratings and the total number
of ratings.

1http://grouplens.org/datasets/movielens/

http://grouplens.org/datasets/movielens
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Table 4. Descriptions of parameters used in the proposed method.

Parameters Notation Notation

Initial values rated in the target user profile N 0,2,3,4,5,10
Number of movies recommended I 5,10,15,20,50
Number of neighbors K 25
Weight value of the users age attribute w1 0.3
Weight value of the users gender attribute w2 0.1
Weight value of the users occupation attribute w3 0.6

Weight value of the users occupation attribute C NO
K-MEANS C No=8
K-MEDOIDS C No=8
K-PROTOTYPES C No=9

Figure 2. Determining the optimal number of clusters based on the number of clusters
and MAE.

4.3 Results

In the first phase of the proposed method, the first step is to create the user-movie
matrix containing the ratings given by users to the movies. In this matrix, each
row represents a user, whereas each column represents the movies. The elements
of this matrix indicate the ratings given by every user to the movies (from 1 to 5).
In the second step of the first phase, it is necessary to perform clustering based
on the user demographics information after data normalization. For this purpose,
the parameters of the proposed method should first be determined for evaluation.
Table ?? describes the parameters: It should be mentioned that the values of N
and I have been chosen randomly (Exactly the same as the numbers used in [35]),
so that the results of the proposed method can be compared with the results of
research [35]. To determine the optimal number of clusters for every algorithm,
calculations are based on the MAE and the number of clusters. Figure 2 reports
the results:
For this purpose, the trial-and-error technique was adopted. In other words, the

proposed method was executed with the initially set values for different numbers
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of clusters. Every cluster number with the lowest error rate is considered the opti-
mal number of clusters. According to Figure 2, the X-axis indicates the number of
clusters, whereas the Y-axis represents the MAE for every cluster. The test process
started with the initial value of 2 clusters for all three algorithms, and the total
MAE was calculated. This process continued in the same way as the number of
clusters increased. According to the results, there were 8 clusters with the lowest
MAE in the k-means and k-medodis algorithms, whereas there were 9 such clus-
ters in the k-prototypes algorithm. Based on the resultant number of clusters, the
clustering operations were then performed.
In the evaluations of the second phase in the proposed method, calculations

are performed then based on different values of N and I. The first parameter (N)
indicates the number of movies rated by the target user. For this purpose, two states
are taken into account. In the first state, the target user is assumed to be in the
cold start mode; therefore, N is considered zero. In the second state based on the
method proposed by [35], a few movies are randomly considered the initial values
of ratings given by the target user (N= 2, 3, 4, 5, 10) to perform the calculations.
Finally, the results are compared with those reported by [35]. Figures 3 and 4
indicate the results obtained from the first state, in which the target user has no
initial rating, based on the MAE in comparison with the method proposed by [35]
for I= 10.

Figure 3. Comparison of the proposed
method in terms of N=0 and the MAE.

Figure 4. Comparison of the proposed
method in terms of N=0 and the RC.

In Figures 3 and 4, the X-axis indicates the proposed method with all three
clustering algorithms as well as GRM and GUC strategies in [35], whereas the
Y-axis represents the MAE and RC for each of the executed methods.
According to Figure 3, the MAE was reported 0.4571, 0.4550, and 0.4402 in the

proposed method for the k-means, k-medoids, and k-prototypes algorithms, respec-
tively. These values are lower than the MAE rates of GRM and GUC strategies
(i.e., 0.5896 and 0.7634, respectively). Since the MAE shows the difference between
the predicted values and the real values, a lower MAE indicates the more accurate
prediction of movies than the method proposed by [35]. Therefore, the proposed
method in this study yielded a lower error rate and more accurate results for a cold
start user with no initial ratings than the method introduced by [35]. According
to Figure 4, the RC rates of the proposed method were 0.1796, and 0.1859, and
0.1892 for the three algorithms, respectively, whereas they were reported 0.0419
and 0.549 for the methods proposed by [35], respectively. It can be concluded that
the proposed method found a larger number of movies for prediction than the
method introduced by [35] and also performed better in make diverse recommen-
dations. The comparison of results from the three clustering algorithms indicated
that the k-prototypes clustering algorithm had a lower MAE rate when the tar-
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get user had no initial ratings. Hence, the proposed method with the k-prototypes
algorithm yielded better results when the dataset had more non-numerical char-
acteristics than numerical characteristics. After the k-prototypes algorithm, the
k-medoids algorithm with the difference function defined as (6) had a lower MAE
and a higher RC. Hence, it can be inferred that the defined difference function
managed to reduce the MAE and improve the system performance significantly.
However, in general, the comparison of all three clustering algorithms indicated
that they had slight differences, something which depicted that all three clustering
algorithms outperformed the method introduced by [35] and using no clustering
techniques in terms of MAE reduction and RC improvement.
In the second state, the target user is assumed to have initial ratings. However,

since there are a small number of ratings, it is impossible to determine the user
preferences accurately; thus, the user is considered a cold start user. To evaluate
this state, a few movies are selected randomly as the target users preferences. After
that, the proposed method was executed for different values of N and I=10, and
the results were compared in terms of MAE and RC. Figures 4 and 5 report the
results based on MAE and RC.

Figure 5. Comparison of the proposed
method in different values of N and MAE.

Figure 6. Comparison of the proposed
method in different values of N and RC.

In Figures 5 and 6, the X-axis represents the number of initial recommendations,
whereas the Y-axis indicates the values of MAE and RC. According to Figure 5,
the proposed method yielded the lowest MAE for the k-prototypes clustering al-
gorithm than the other proposed methods. The GMR strategy outperformed the
GUC strategy; however, it yielded a higher MAE than the proposed method for all
three clustering algorithms. This finding indicates that the combination of GMR
and GUC and use of clustering algorithms through the hybrid similarity measure
for different values of N managed to make recommendations with lower MAE than
the method introduced by [35], something which proved the higher accuracy of the
proposed method in the prediction of movies. In addition, Figure 5 demonstrates
that increasing the initial ratings given by users in the three proposed algorithms,
the MAE decreased; therefore, the better the target users preferences are identi-
fied, the more accurate recommendations are presented. According to Figure 6,
the proposed method managed to yield a better RC than the similar methods. In
other words, it predicted a larger number of test movies than the total movies in
comparison with the method proposed by [35] and succeeded in predicting more
diverse movies. However, the RC remained nearly constant for all three algorithms
in the proposed method, although it was larger than the other similar method.
This could explain that the users of a cluster liked a limited number of movies be-
cause they have similar behavior and receive similar recommendations. However,
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Table 5. Comparing the proposed method with different clustering algorithms in MAE
and RC based on N=3.

Metrics GMR GUC Proposed
K-means

Proposed
K-medoids

Proposed
K-prototypes

I=5
MAE
RC

0.6995
0.0548

0.8911
0.0518

0.5386
0.1891

0.5545
0.1883

0.5566
0.1977

I=10
MAE
RC

0.5946
0.0549

0.8127
0.0529

0.4910
0.1903

0.4926
0.1896

0.4810
0.1818

I=15
MAE
RC

0.6366
0.0546

0.7544
0.0544

0.4451
0.1885

0.4508
0.1892

0.4384
0.1875

I=20
MAE
RC

0.7860
0.0546

0.7688
0.0546

0.4259
0.1881

0.4299
0.1889

0.4230
0.1849

I=50
MAE
RC

0.7415
0.0562

0.7424
0.0542

0.3331
0.1873

0.3396
0.1895

0.3399
0.1839

in the two methods proposed by [35], since the entire data set was employed to
find similar movies, increasing the value of N increased the RC. Hence, the higher
the users initial rating, the more diverse the recommended movies. As a result, it
is superior to the proposed method. However, it can generally be concluded that
the proposed method was more accurate than the similar method when the target
users initial ratings were low. Thus, the combination of GMR and GUC and use of
clustering as well as the hybrid similarity measure proposed a better method when
the initial ratings were low. Different evaluation results are analyzed in terms of
MAE and RC for N=3 and different values of I. Table ?? repots the evaluation
results. In Table ??, the columns depict the names of methods selected for com-
parison, whereas the rows indicate the number of recommendations. According to
Table ??, the proposed method yielded a lower MAE (and more accurate predic-
tions) for the three clustering algorithms in all cases; thus, it outperformed the
method introduced by [35]. For instance, the MAE of GMR was reported 0.5946
for I=10; thus, GMR showed the best performance and lowest MAE for differ-
ent values of I. However, the three clustering algorithms in the proposed method
yielded 0.4910, 0.4926, and 0.4810, which indicate the lowest MAE and the best
performance. In the proposed method, increasing the number of initial recommen-
dations decreased the MAE in all three clustering algorithms. In other words, the
larger the number of recommendations offered to the target user, the higher the
chances that the target user likes the recommendations. All the three algorithms in
the proposed method yielded larger values of RC than GMR and GUC; however,
the value of RC remained constant as I increased. In other words, the proposed
method made more diverse recommendations in general; however, the value of RC
in [35] were different for various values of I. According to Table ??, increasing the
value of I improved the value of RC in GUC. In fact, the larger the number of the
recommended movies, the more easily the similar movies are found in this method.
This is an advantage over the proposed method. The other experiments conducted
on the proposed method indicated that similar results were obtained for the other
values of N. It can generally be concluded that increasing the number of recom-
mendations to the target user helped the proposed method outperform the method
introduced by [35] in terms of MAE (accuracy of predictions) and RC (diversity
of recommendations). Therefore, the proposed method improved to some extent.
However, although it yielded better values of RC, these values remained constant
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Table 6. Different weighting scenarios of demographic characteristics [31]

Scenarios Weights

Scenarios1 w1=0.33, w2=0.34, w3=0.33

Scenarios2 w1=0.6, w2=0.3, w3=0.1

Scenarios3 w1=0.3, w2=0.6, w3=0.1

Scenarios4 w1=0.3, w2=0.1, w3=0.6

in all different executions. This is due to the similarity of user preferences in every
cluster.

4.4 Sensitivity analysis of the proposed method to different parameters)

This subsection analyzes the sensitivity of the proposed method to the values of
α and w. The first experiment measures the effect of α. Defined as a real number
ranging from 0 to 1, this parameter indicates the effects of demographic similarity
and user rating similarity in (7) . Therefore, the larger this parameter, the greater
the effects of demographic characteristics. Figures 7 and 8 demonstrate the effects
of α on MAE for the values of I=10 and N=0.

Figure 7. The effect of α on MAE. Figure 8. The effect of α on RC.

In Figures 7 and 8, the X-axis shows different values of α, whereas the Y-axis
depicts the values of MAE and RC. According to the evaluation results in Figure 7,
the proposed method yielded the best accuracy and the lowest MAE for α = 0.4
in the k-means and k-prototypes algorithms and for α = 1.0 in the k-medoids al-
gorithm. Moreover, the evaluation results in Figure 8) demonstrated good values
of RC for all three algorithms when α = 1, i.e., the recommendations are based
only on the user demographics information . In this case, the proposed algorithm
managed to make more diverse recommendations. However, the k-medoids and
the k-prototypes algorithms yielded larger values of RC for different values of α.
Determining the accurate value of α depends on the type of business and its goal.
The next parameter is the value of w that indicates the weights of demographic

characteristics (i.e., age, gender, and occupation). Table ?? reports different weights

of demographic data [35]. It should be mentioned that wj∈[0, 1] and
3∑

j=1
wj = 1.
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Figures 9 and 10 demonstrate the evaluation results based on different values of
demographic characteristics.

Figure 9. The weighting scenarios of de-
mographics information based on MAE.

Figure 10. The weighting scenarios of de-
mographics information based on RC.

According to Figures 9 and 10, the weights of user demographics information
affected what features the users were considered similar as well as the accuracy
and coverage of the selected ratings. The results indicated that the k-prototypes
algorithm yielded a smaller MAE in the fourth scenario, whereas the k-means
in the third scenario and the k-medoids in the fourth scenario had lower MAEs.
Moreover, the k-prototypes, k-medoids, and k-prototypes algorithms yielded the
largest values of RC in the fourth, first, and second scenarios. Hence, it can be
concluded that selecting the weights of demographics information can affect the
prediction error. The accurate weights are determined with respect to the business
goals and conditions of users.

5. Conclusion and future suggestions

This paper proposed a novel method for improving a major challenge in recom-
mender systems called the cold start challenge. After information preprocessing in
the proposed method, the users are clustered with respect to their demographics
information (i.e., age, gender, and occupation). The clustering process was per-
formed through the k-means, k-medoids, and k-prototypes algorithms. The target
users neighbors were then selected by using a hybrid similarity measure consist-
ing of the demographics information similarity and user rating similarity in every
cluster through the asymmetric Pearson correlation coefficientis. The combination
of these similarity measure helped select stronger neighbors who were more simi-
lar to the target user. The recommendations were also made by combining GMR
and GUC, and a number of top movies were recommended to the user. Accord-
ing to the results, clustering methods were efficient in reducing the problem space
complexity in finding the users who would behave like the target user, thereby im-
proving the system performance. Moreover, the use of a hybrid similarity measure
and especially the asymmetric Pearson correlation coefficientis helped find stronger
neighbors who were more similar to the target user. According to the results ob-
tained in Figure 3, the mean absolute error of the proposed method with each of
the clustering algorithms k-means, k-medoids and k-prototypes is equal to 0.4571,
0.4550 and 0.4403, respectively Compared to the GMR and GUC methods, which
have values of 0.5896 and 0.7634, has been able to provide more accurate recom-
mendations in the conditions of absolute cold start, so that the proposed method
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compared to the GMR method up to about 26% and the GUC method up to about
34% improved the accuracy of suggestions. The results in Figure 4 shows the same
results as in the previous case when the target user has a number of initial rank-
ings. In terms of rating coverage, as shown in the results of Figures 4 and 6, it
shows about 60% improvement over the same method and in the same conditions,
However, as the results of Figure 6 shows, the coverage of the proposed method
remains almost constant with increasing number of initial ranking of target users,
while this value for the two methods presented in research [35] increases with the
number of initial ranking of users.
In addition, integrating GMR with GUC resulted in the significant MAE re-

duction as opposed to the method proposed in [35] in addition to more accurate
recommendations. These two strategies can also be integrated to make more diverse
recommendations for the target user, for the recommendations not only are limited
to the preferences of neighboring users but can also help make recommendations
similar to the ones visited less often by the neighboring users.
The advantages of the proposed method include using the clustering technique

for reducing the problem space complexity, employing the user demographics infor-
mation to detect the behavioral patterns of users for movies, clustering numerical
and categorical features in the dataset, adopting the hybrid similarity measure to
select stronger neighbors through the asymmetric Pearsons correlation, integrating
GMR and GUC to make accurate and diverse recommendations, and improving
the predictions made for users in both absolute and relative user cold start modes.
The disadvantages of the proposed method include the random selection of cluster
centers in the clustering algorithms and the constant value of RC for the proposed
method in different applications. Eventually, it can be concluded that demographic
information can be utilized to accurately identify the behavioral patterns of users
who enter the system with no prior ratings. If it is possible to obtained efficient
similarities between the target user and the other users, it will be possible to pre-
dict what preferences the target user may have and what ratings the target user
may give to the movies in the future. If the user preferences are identified correctly
with an accurate list of recommendations offered to the target user for his/her
satisfaction, the users and clients of the target website will escalate, something
which will finally lead to profitability. Regarding the area of movie recommenda-
tion, this study was limited to the data existing in MovieLens. In future studies,
the proposed method can be implemented in other datasets and areas such as mu-
sic recommendation, book recommendation, and online shopping. Moreover, the
future studies can benefit from other clustering methods such as the density-based
methods in addition to integrating movie features such as genre and names of di-
rectors to improve the problem of constant RC in predictions. It is also possible to
address the effect of cold start on social networks, recommendation of items, and
even introduction of famous people to one another.
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