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Abstract. By p-power (or partial p-power) transformation, the Lagrangian function in non-
convex optimization problem becomes locally convex. In this paper, we present a neural
network based on an NCP function for solving the nonconvex optimization problem. An im-
portant feature of this neural network is the one-to-one correspondence between its equilibria
and KKT points of the nonconvex optimization problem. the proposed neural network is
proved to be stable and convergent to an optimal solution of the original problem. Finally, an
examples is provided to show the applicability of the proposed neural network.
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1. Introduction

The nonconvex programming problems arise in a wide variety of scientific and en-
gineering applications. At present, there exist several neural networks for solving
nonlinear convex optimization problems(see [1, 2, 4]). Now an interesting question
is: can neural networks also be used to search for KKT points in noconvex opti-
mization problems? This paper propose a recurrent neural network based on the
KKT optimality conditions by using the Fischer-Burmeister NCP function.

∗Corresponding author. Email: moh.moghaddas.sci@iauctb.ac.ir.

c⃝ 2018 IAUCTB
http://ijm2c.iauctb.ac.ir



256 M. Moghaddas & G. Tohidi/ IJM2C, 08 - 04 (2018) 255-258.

2. Problem formulation and preliminaries

Consider the fallowing nonconvex optimization problem:

min f(x)

s.t. gj(x) ⩽ bj , (1)

x ∈ X,

where f : Rn → R, gj : Rn → R, j = 1, ...,m are twice continuously differentiable
function and X = {x ∈ Rn|u ≤ x ≤ v, u ∈ Rn, v ∈ Rn}. We assume that f is
positive on X, that gj , j = 1, ...,m, is nonnegative on X, and that bj , j = 1, ...,m,
are positive. Throughout the paper, the following notations are used.
I = {1, ..., n}, J = {1, ...,m} and Rn

+ stands for nonnegative quadrant in the
n-dimensional real space. intS stands for the interior of a set S.

Theorem 2.1 Second-order sufficiency conditions Suppose that x∗ is a feasible
point to problem (1) and x∗ ∈ intX. If there exists a Lagrangian multiplier vector
λ∗ ∈ Rm such that (x∗, λ∗) is a KKT point pair and the Hessian matrix∇2

xL(x
∗, λ∗)

is positive definite on the tangent subspace M(x∗) = {d ∈ Rn|dT∇gj(x∗) = 0,∀j ∈
J(x∗)} where J(x∗) = {j ∈ J |λ∗j > 0} then x∗ is a strict relative minimum point
of problem (1).

Consider the p-power transformation [3] of (1):

min [f(x)]p

s.t. [gj(x)]
p ⩽ bpj , j ∈ J, (2)

x ∈ X,

with p ≥ 1. Correspondingly, the Lagrangian function of (2) is defined as

Lp(x, µp) = [f(x)]p +
m∑
j=1

µjp{[gj(x)]
p − bpj},

where µp = (µ1p, ..., µ
m
p ) ≥ 0 is p-power Lagrangian multiplier.

Lemma 2.1 Let x∗ be a local optimal solution of (1). Assume that J(x∗) ̸= ∅, x∗ is
a regular point, and x∗ satisfies the second-order sufficiency condition. Then there
exists a q > 0 such that the Hessian matrix of the p-power Lagrangian function,
∇2

xLp(x
∗, µ∗p), is positive definite when p > q.

Definition 2.2 A function φ : R2 → R is called an NCP function if it satisfies

φ(a, b) = 0 ⇔ a ≥ 0, b ≥ 0, ab = 0

In this paprer, we use the Fischer-Burmeister NCP function as following:

ψ(a, b) =
√
a2 + b2 − a− b (3)

Definition 2.3 Let Ω ⊂ Rl be a closed convex set. PΩ : Rl → Ω is called a
projection function, which is defined by

PΩ(x) = argmin
v∈Ω

∥x− v∥
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Now we consider the p-power problem (2). KKT conditions for this problem can
be expressed as

u ≤ x ≤ v, µp ≥ 0, bp − [g(x)]p ≥ 0, µTp ([g(x)]
p − bp) = 0,

∇xLp(x, µp) = 0.

3. Neural network model and stability analysis

In this section we present a neural network based on the Fischer-Burmeister NCP
function (3). Let

ϕi(x, µp) = ψ((bi
p − [gi(x)]

p), µip), i ∈ J,

where ψ defined as (3) and also consider

Φ1(x, µp) = (ϕ1(x, µp), ..., ϕm(x, µp))
T .

Then we denote

Φ(x, µp) = ((∇xLp(x, µp))
T , (Φ1(x, µp))

T )T .

Lemma 3.1 (x∗, µ∗p) is a KKT point if and only if Φ(x∗, µ∗p) = 0.

Now we present a recurrent neural network for solving Φ(x, µp) = 0 whose state
variable is defined by the following system:

dw

dt
= λ{PΩ(w + αΦ(w))− w}, λ > 0, (4)

where w = (x, µp)
T , Ω = X × R+

m and α is a scaler. We note that Φ is locally
Lipschitz continuous.

Theorem 3.1 For any initial point w(t0) =
(
x(t0)

T , µp(t0)
T )T ∈ Ω, Ω = X×Rm

+ ,

there exists a unique continuous solution w(t) =
(
x(t)T , µp(t)

T )T for system (4).

Theorem 3.2 The proposed neural network (4) with initial point w0 ∈ Ω is
locally asymptotically stable and is locally convergent to one KKT point w∗ =(
x∗T , µ∗p

T
)T

, where x∗ is the optimal solution of the problem (1).

4. Illustrative example

Example 4.1 Consider the following problem:

min 2− x1x2

s.t. x1 + 4x2 ≤ 1

x ∈ [0, 1]2

The optimal solution of this problem is x∗ = (0.5, 0.125)T . The Hessian of the
Lagrangian function is indefinite. When p=3 we have µ∗3 = 0.4692382813 and the
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Hessian of p-power Lagrangian is a positive definite matrix. We apply the neural
network (4) to solve the problem with p=3. Simulation results show that the neural
network is locally asymptotically stable at the optimum. Figure.1 displays the
transient behavior of neural network (4).

Figure 1. Transient behavior of neural network (4) in Example 4.1

5. Conclusion

In this paper, we have presented a recurrent neural network based on NCP function
for solving nonconvex programming problem. It was shown that the neural network
is successful in searching for the KKT points especially the local minimum points.
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