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Abstract. In this paper we characterize different classes of matrices in Minkowski space M
by generalizing the singular value decomposition in terms of m-projectors. Furthermore, we
establish results on the relation between the range spaces and rank of the range disjoint
matrices by utilizing the singular value decomposition obtained in terms of m-projectors.
Since there is no result on the formulation of Minkowski inverse of the sum of two matrices, we
have established an expression for the Minkowski inverse of the sum of a range disjoint matrix
with its Minkowski adjoint, which will ease to formulate an expression for the Minkowski
inverse of the sum of two matrices in general case.
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1. Introduction and Preliminaries

Let us denote by M(m,n)(C) the set of m×n matrices and when m = n we write Mn(C)
for M(n,n)(C). The symbols A∗, A∼, A⊕, A†, R(A), and N(A) denote the conjugate
transpose, Minkowski adjoint, Minkowski inverse, Moore-Penrose inverse, range space
and null space of a matrix A respectively. In denote the identity matrix of order n× n.
Ā denotes the matrix I −A; I is the identity matrix of suitable order, and {1∼} = {M :
AMA = A} denotes the set of Minkowski {1}-inverses. Furthermore, we use the following
notation to denote different classes of matrices:
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(i) Cmp
n the set of all m-projections. i.e. Cmp

n = {P : P 2 = P = P
∼}.

(ii) CPIM
n = {H ∈ Mn(C) : H⊕ = H∼} denotes the set of partial isometries in M

(iii) CGN
n = {H ∈ Mn(C) : HH∼ = H∼H} denotes the set of G-normal matrices.

(iv) CMIA
n = {H ∈ Mn(C) : H⊕H∼ = H∼H⊕} denotes the set for which the Minkowski

adjoint commutes with its Minkowski inverse.
(v) CGmp

n = {H ∈ Mn(C) : H2 = H∼} denotes the set of generalized m-projectors in
Minkowski space.

(vi) CHGmp
n = {H ∈ Mn(C) : H2 = H⊕} denotes the set of hypergeneralized m-

projectors in Minkowski space.
(vii) Γ = {H ∈ Mn(C) : HH⊕ = H⊕H} denotes the set of range symmetric matrices.

Also, we use the convention Pw = WW⊕ and P̃w = Ik −WW⊕, where Ik is the identity
matrix of suitable order.

Indefinite inner product is a scalar product defined by

[u, v] = ⟨u,Mv⟩ = u∗Mv, (1)

where ⟨ , ⟩ denotes the conventional Hilbert space inner product and M is a hermitian
matrix. This hermitian matrix M is referred to as metric matrix. Minkowski space M
is an indefinite inner product space in which the metric matrix is denoted by G and is
defined as

G =

[
1 0
0 −In−1

]
satisfying G2 = In and G∗ = G.

G is called the Minkowski metric matrix. In case u = (u0, u1, ..., un−1) ∈ Cn, G is called
the Minkowski metric tensor and is defined as Gu = (u0,−u1, ...,−un−1). For detailed
study of indefinite linear algebra refer to [5].

The singular value decomposition theorem holds a central place in the literature of the
matrix theory (see [20]) and has enormous applications in the pure as well as applied
mathematics (for instance, see [7, 10–12, 14, 18, 21, 22]). In particular, SVD plays a vital
role in the computation of generalized inverses of a matrix e.g. see [4, 6, 8, 19, 24]. The
SVD theorem is stated differently depending upon the field under consideration. Mostly
the following statement from [4] is used:

Theorem 1.1 For any matrix A ∈ M(m,n)(C) with singular values σ1, σ2 ..., σr ∈ σ(A)
their exist two unitary matrices Um and Vn such that the m× n matrix

Σ = U∗AV =



σ1
... O

. . .
...

σr
...

. . . . . . . . . . . . . . .

O
... O


is diagonal.

Therefore, for any complex m× n matrix, we can find the unitary matrices U and V
such that A = UΣV ∗.

The singular value decomposition of matrices obtained in the Euclidean space does not
hold in the Minkowski space. This problem was first faced by Xing [23] while studying the
polarization of light in the Minkowski space. Later on Renardy in [15] studied the singular
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value decomposition in the Minkowski space and established the conditions under which
the singular value decomposition holds in the Minkowski space. Renardy established the
Singular value decomposition in Minkowski space in the following form:

Theorem 1.2 The Matrix M can be written in the form M = QDR with Q,R orthog-
onal and D diagonal, if and only if the following conditions hold:

(i) The eigenvalues of M∼M are real and nonnegative.
(ii) M∼M diagonalizable.
(iii) The null space of M∼M is same as null space of M .

Every matrix in Euclidean space satisfy the conditions mentioned in the above theorem
when Minkowski adjoint is replaced by conjugate transpose. If the condition (i) does not
hold and the remaining two conditions hold we can still have a SVD in Euclidean space.
However, this is not the case in Minkowski space. Kilicman and Zhour in [1] showed by
counter examples that even if one condition is violated the result does not hold in the
Minkowski space. In this paper we consider the set of all matrices in Minkowski space
for which the SVD theorem holds. Let Hm×n ∈ M has SVD given by H = V ΣU∗.
Taking Minkowski adjoint on both sides, we get H∼ = RDS∼, where R = G1U, V = S
are unitary and D = ΣG2 is diagonal matrix. G1, G2 are Minkowski metric matrices
of suitable order. Thus, corresponding to every matrix H ∈ M having a SVD, there
corresponds a matrix W = H∼ = RDS∼. Furthermore, if we assume that UG1 = G1U
and V G2 = G2V , then U and V are G-unitary i.e. UU∼ = U∼U = I and V V ∼ = V ∼V =
I.

Consider the matrix

H = R

(
D 0
0 0

)
S∼,

where R and S are G-unitary and D is diagonal sub block of rank r. Let

S∼R =

(
J K
L M

)
.

Then, it can be easily verified that S∼R is G-unitary. Post multiplying the above equality
by R∼, we get

S∼ =

(
J K
L M

)
R∼.

Using this representation of S∼, we have

H = R

(
DJ DK
0 0

)
R∼. (2)

Since S∼R is G-unitary, then (S∼R)(S∼R)∼ = I gives JJ∼ − KG1K
∼ = I, where G1

denotes the Minkowski metric matrix of order n− r.
The representation (2) is inspired by the representation obtained by Hartwig and

Spindlebock [9]. This representation is very handy in characterizing different classes of
matrices in terms of the generalized inverses. Furthermore, this representation helps
in establishing the relation between different classes of matrices and particularly the
projections as will be seen in the forthcoming sections.
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2. Characterization of matrices using Hartwig Spindlebock
Decomposition in Minkowski space.

In this section we use the representation (2) to obtain a characterization of different
classes of matrices related to the projections. The following two results are extension of
Lemma 1 and Theorem 1 from [2] to the Minkowski space.

Lemma 2.1 Let H ∈ M has the representation (2). Then

(i) H ∈ Cmp
n if and only if D = I, J = I and K = 0.

(ii) H ∈ CPIM
n if and only if D = Ir.

(iii) H ∈ CGN
n if and only if D2J = JD2.

(iv) H ∈ CMIA
n if and only if D2J∼ = J∼D2.

(v) H ∈ Γ if and only if J is G-unitary and K = 0.

(vi) H ∈ CGmp
n if and only if J3 = I and K = 0.

(vii) H ∈ CHGmp
n if and only if (JD)3 = (DJ)3 = Ir and K = 0.

(viii) H is nilpotent of index 2 if and only if J = 0.

Proof. (i) From the definition of the m-projectors, we have H = H2 = H∼. Using
the first half of the equality i.e., H = H2, on using the representation (2) of H, gives
DJ = (DJ)2. From H = H∼, we have K = 0 as D is nonsingular. Therefore, from the
fact that JJ∼ −KG1K

∼ = I, we have JJ∼ = I and hence DJ = (DJ)2 gives DJ = I,
which implies D = I and J = I.

(ii) H ∈ CPIM
n implies H⊕ = H∼. Direct verification shows that the Minkowski inverse

of H of the form (2) is

H⊕ = U

(
J∼D−1 0

−G1K
∼D−1 0

)
U∼. (3)

Also doing some simple algebra, we get

H∼ = U

(
J∼D 0

−G1K
∼D 0

)
U∼. (4)

Therefore, the equation H∼ = H⊕, on using the representations (3) and (4) gives D =
D−1 implies D = I.

(iii) Since H ∈ CGN
n , then HH∼ = H∼H. Using the representation (2) of H, we have

HH∼ = U

(
D2 0
0 0

)
U∼ and H∼H = U

(
J∼D2J J∼D2K

−G1K
∼D2J −G1K

∼D2K

)
U∼.

Therefore, the matrix equality HH∼ = H∼H yields K = 0 and JD2 = D2J .
(iv) For H ∈ CMIA

n , we have H∼H⊕ = H⊕H∼. On using the representations (2), (3)
and (4), we get

H∼H⊕ = U

(
J∼DJ∼D−1 0

−G1K
∼DJ∼D−1 0

)
U∼ and H⊕H∼ = U

(
J∼D−1J∼D 0

−G1K
∼D−1J∼D 0

)
U∼.

Therefore, the matrix equality H∼H⊕ = H⊕H∼ gives J∼DJ∼D−1 = J∼D−1J∼D and
−G1K

∼DJ∼D−1 = −G1K
∼D−1J∼D. Post ultiplying the first equality by J and second
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equality by K and then subtracting and using the fact that JJ∼ −KG1K
∼ = I, we get

D2J∼ = J∼D2.
(v) ForH ∈ Γ, using the representations (2) and (3), the matrix equalityHH⊕ = H⊕H

implies (
Ir 0
0 0

)
=

(
JJ∼ J∼K

−G1K
∼J −G1K

∼K

)
,

which gives JJ∼ = Ir i.e., J is G-unitary and K = 0.
(vi) H ∈ CGmp

n implies H2 = H∼. This matrix equality, on using the representations
(2) and (4), gives (DJ)2 = J∼D, i.e., DJDJ = J∼D and K = 0, which implies J is
G-unitary. Now, DJDJ = J∼D gives D = JDJDJ . But DJDJ = J∼D ⇒ DJD =
J∼DJ∼. Substituting this in the last equality, we get D = Ir. Using D = Ir in DJDJ =
J∼D, the statement follows.

(vii) H ∈ CHGmp
n implies H2 = H⊕. Utilizing the representations (2) and (3), the

matrix equality H2 = H⊕ i.e.,(
(DJ)2 0

0 0

)
=

(
J∼D−1 0

−G1K
∼D−1 0

)
,

implies (DJ)2 = J∼D−1 and K = 0, which further on using the implication that J is
G-unitary, as a consequence of K = 0, gives (JD)3 = (DJ)3 = Ir.

(viii) Follows at once by direct verification. ■

Theorem 2.2 Let H ∈ Mn(C) has the representation given by (2). Then H ∈ CHGmp
n

if and only if H3 is the m-projector onto the R(A).

Proof. For H given by (2), we have

H3 = U

(
(DJ)3 (DJ)2DK

0 0

)
U∼.

Also, it can be easily verified that the m-projector onto the R(H) is given by

PR(H) = U

(
Ir 0
0 0

)
U∼.

This m-projector is equivalent to H3 if and only if (DJ)3 = Ir and K = 0 which is the
necessary and sufficient condition for H to be a hypergeneralized m-projector given by
Lemma 2.1 statement (vii). ■

3. Null intersection or range disjoint matrices in Minkowski space

A matrix A is said to EP if and only if R(A) = R(A∗). In view of this concept of range
space equality Baksalary and Trenkler in [3] introduced the concept of disjoint range
matrices and spanning range matrices. In this section we extend these concepts to the
Minkowski space. Since a matrix is range symmetric if and only if R(A) = R(A∼). This
equality of ranges has another equivalent condition that is the equality of m-projectors
onto R(A) and R(A∼). On contrary to this concept of equality of range space, we consider
the class of null intersection matrices or range disjoint matrices and the class of range
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spanning matrices. These classes can be alternatively defined in terms of null spaces
instead of range spaces. Thus, we have the following definitions:

Definition 3.1 Let H ∈ Mn(C). Then

(i) H is said to be range symmetric whenever R(H) = R(H∼).
(ii) H is said to be range disjoint or null intersection whenever R(H) ∩R(H∼) = {0}.
(iii) H is said to be of full range or range spanning whenever R(H)+R(H∼) = M(n,1)(C).

The above definitions can alternatively be expressed in terms of respective null spaces.
We have the following Lemma as an immediate consequence of these definitions.

Lemma 3.2 Let H ∈ Mn(C). Then

(i) H is Range symmetric and range disjoint if and only if H = 0.
(ii) H is range symmetric and of full range or range spanning if and only if H is

invertible.
(iii) H is range disjoint and of full range if and only if R(H)

⊕
R(H∼) = M(n,1)(C).

Let H ∈ Mn(C) has the representation (2) and let L = HH⊕ and M = H⊕H, then a
simple verification shows that

L = U

(
Ir 0
0 0

)
U∼ and M = U

(
JJ∼ J∼K

−G1K
∼J −G1K

∼K

)
U∼. (5)

In [16] Saleem and Krishnaswamy expressed the m-projectors alternatively in the form

L = U

(
Ir 0
0 0

)
U∼ and M = U

(
W X

−G1X
∼ Z

)
U∼. (6)

Since the two representation express the same m-projectors, we have W = JJ∼, X =
J∼K and Z = −G1K

∼K. Thus,

H = 0 ⇔ L = M = 0 and rk(H) = n ⇔ L = In = M. (7)

Theorem 3.3 Let H ∈ Mn(C) has the representation (2) and let L = HH⊕ and
M = H⊕H has the form (6). Then

(i) PR(H)∩R(H∼) = U

(
P̃Ir−J∼J 0

0 0

)
U∼, where dim[R(H) ∩R(H∼)] = r − rk(K).

(ii) PR(H)+R(H∼) = U

(
Ir 0
0 Pk

)
U∼, where dim[R(H) +R(H∼)] = r + rk(K).

Proof. From Lemma 3.4, statement (i) of [16], we have

PR(L)∩R(M) = U

(
P̃w̄ 0
0 0

)
U∼

with dim[R(L) ∩R(M)] = rk(W )− rk(X).
Furthermore, for M as given in (6), on account of equation (9) of [16], applying Corol-

lary 19.1 from [13] to M , gives

rk(M) = rk(W ) + rk(Z +G1X
∼W⊕X).
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Utilizing the statement (iv) of Theorem 2.10 from [16], we get

rk(M) = rk(W ) + rk(P̃z̄) = rk(W ) + n− r + rk(Z̄).

Also, from [16] statement (ii) of Lemma 3.1, we have rk(Z̄) = n− r + rk(X) + rk(Z).
Therefore, rk(M) = rk(W )− rk(X) + rk(Z), which further on using rk(H) = r and the
equality of the matrix blocks in the two representation (5) and (6) of M , implies

r = rk(J)− rk(J∼K) + rk(K), (8)

where W = J∼J, X = J∼K and Z = −G1K
∼K. This completes the proof of (i).

Again, from Lemma 3.3 [16], statement (i), we have

PR(L)+R(M) = U

(
Ir 0
0 Pz

)
U∼,

where dim[R(L)+R(M)] = r+rk(Z), which is equivalent to the required projector under
the assumptions of the theorem that L = HH⊕ and M = H⊕H. The remaining portion
follows at once on using the fact that G1 is nonsingular and Z = −G1K

∼K. ■

The following characterization of range disjoint and of full range class of matrices is
obtained as an immediate consequence of Theorem 3.3.

Corollary 3.4 Let H ∈ Mn(C) has the representation (2). Then

(i) H is range disjoint ⇔ rk(K) = r i.e. K is of full row rank.
(ii) H is of full range ⇔ rk(K) = n− r i.e. K is of full column rank.

Corollary 3.5 Let H ∈ Mn(C) has the representation (2). Then, H is range symmetric
if and only if dim[R(H) ∩R(H∼)] = rk(H) or dim[R(H) +R(H∼)] = rk(H).

Two more characterizations of the null intersection i.e., range disjoint and of full range
class of matrices is given by the following two lemmas.

Lemma 3.6 Let H ∈ Mn(C) has the representation (2). Then, H is range disjoint if
and only if R(J) ⊆ R(K).

Proof. For rk(K) = r, the result is obvious. Now, R(J) ⊆ R(K) ⇔ R(J∼J) ⊆ R(J∼K)
i.e., R(J∼) ⊆ R(J∼K). But R(J∼K) ⊆ R(J∼) is always true, we have R(J∼) = R(J∼K)
and hence rk(J∼) = rk(J∼K). Using this implication in (8) i.e., r = rk(J)− rk(J∼K)+
rk(K), we get rk(K) = r. Therefore, from Corollary 3.4, statement (i) the result follows.
■

Lemma 3.7 Let H ∈ Mn(C) has the representation (2). Then the following statements
are equivalent:

(i) H is range disjoint.
(ii) Ir − JJ∼ is invertible.
(iii) rk(J∼K) = rk(J).

Proof. From the fact that (Ir − JJ∼) = −KG1K
∼, we have

rk(Ir − JJ∼) = rk(KG1K
∼) = rk(K) = r.

Therefore, on using the statement (i) of Corollary 3.4, the equivalence of the first two
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statements i.e., (i)⇔(ii) follows. Also, from equation (8), we get rk(J∼K) = rk(K) ⇔
rk(K) = r. Hence the equivalence (i)⇔(iii) follows and the proof is complete. ■

Theorem 3.8 Let H ∈ Mn(C) has the representation (2) and let L = HH⊕ and
M = H⊕H has the form (6). Then the following statements are equivalent:

(i) H is range disjoint.
(ii) LM is range disjoint.
(iii) R(H) ∩R(H∼) = {0}

Proof. Form the assumptions L = HH⊕ and M = H⊕H, it can be easily verified that
R(L) = R(H) and R(M) = R(H∼). Hence the equivalence (i)⇔(iii) follows at once.

Also, L and M of the form given in equation (6), we have

LM +ML = U

(
2W X

−G1X
∼ 0

)
U∼.

Direct verification shows that the Minkowski inverse of LM+ML, on using the fact that
R(X) ⊆ R(W ), is given by (LM +ML)⊕

= U

(
1
2W

⊕ − 1
2W

⊕X(G1X
∼W⊕X)⊕G1X

∼W⊕ W⊕X(G1X
∼W⊕X)⊕

(G1X
∼W⊕X)⊕G1X

∼W⊕ 2(G1X
∼W⊕X)⊕

)
U∼

Furthermore, it can be easily verified that LM(LM + ML)⊕ML = L(LM + ML)⊕M
and as a consequence of this we have R(LM) ∩ R(ML) = R(L) ∩ R(M) and hence the
equivalence (ii)⇔(iii) follows. ■

Theorem 3.9 Let L, M ∈ Cmp. Then the following conditions are equivalent:

(i) R(L) ∩R(M) = {0}.
(ii) rk(L−M) = rk(L) + rk(M).
(iii) R(L−M) = R(L) +R(M).

Proof. From [17] Theorem 3, the statement (i) is equivalent to rk(W ) = rk(X). For
L, M of the form (6), from equation (30) of Theorem 8 in [17], we have

PR(L−M) = U

(
Pw̄ 0
0 Pz

)
U∼.

Also, from Lemma 3.1, statement (i) in [16], we have rk(W̄ ) = r−rk(W )+rk(X). Thus,
as a combined observation from last two equations we have

rk(L−M) = r − rk(W ) + rk(X) + rk(Z) (9)

Also, from the proof of Theorem 3.3, it can be seen that rk(M) = rk(W )−rk(X)+rk(Z).
Adding to this equation rk(L), we get

rk(L) + rk(M) = r + rk(W )− rk(X) + rk(Z). (10)

On comparing the equations (9) and (10), it can be easily observed that the statement
(ii) is also equivalent to the condition rk(W ) = rk(X). Thus, we have established the
equivalence (i)⇔ (ii)
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Finally, for the equivalence of the statement (iii), on comparing the m-projectors

PR(L−M) = U

(
Pw̄ 0
0 Pz

)
U∼ and PR(L)+R(M) = U

(
Ir 0
0 Pz

)
U∼,

it can be easily observed that the statement (iii) becomes equivalent to the first two
statements if and only if rk(W̄ ) = r, which when combined with the fact rk(W̄ ) =
r − rk(W ) + rk(X), is equivalent to rk(W ) = rk(X). Hence, the proof is complete. ■

The next result adds some more conditions equivalent to the statement (i) of the
Theorem 3.9.

Theorem 3.10 Let L, M ∈ Cmp. Then the following conditions are equivalent:

(i) R(L) ∩R(M) = {0}.
(ii) rk(LM̄) + rk(L̄M) = rk(L) + rk(M).
(iii) R(LM̄)⊕[⊥] R(L̄M) = R(L) +R(M).

Proof. For L, M of the form (6), using equation (8) from [17], we have

PR(LM̄) = U

(
W̄ −X
0 0

)
U∼U

(
Pw̄ 0

G1X
∼W⊕ 0

)
U∼ = U

(
Pw̄ 0
0 0

)
U∼

Also, L̄M = U

(
0 0

−G1X
∼ Z

)
U∼. The Minkowski inverse of L̄M , as a result of direct

verification, on using statements (iv) and (iii) of Theorem 2.9 and Theorem 2.10 respec-

tively from [16], is given by (L̄M)⊕ = U

(
0 XZ⊕

0 Pz

)
U∼. Therefore, the m-projector onto

the range space of L̄M is given by

PR(LM̄) = U

(
0 0

−G1X
∼ Z

)
U∼U

(
0 XZ⊕

0 Pz

)
U∼ = U

(
0 0
0 Pz

)
U∼.

The above m-projector is obtained on account of statement (iii) of Theorem 2.10 from
[16]. Since PR(LM̄)PR(LM̄) = 0, therefore PR(LM̄) +PR(LM̄) = PR(LM̄)⊕⊥R(LM̄) and hence

PR(LM̄)⊕⊥R(LM̄) = U

(
Pw̄ 0
0 Pz

)
U∼ = PR(L−M).

Combining the above relation with the statement (iii) of the Theorem 3.9, the equivalence
follows. ■

The following result is a collective consequence of the Theorems 3.8, 3.9 and 3.10.

Theorem 3.11 Let H ∈ Mn(C) has the representation (2) and let L = HH⊕ and
M = H⊕H has the form (6). Then the following statements are equivalent:

(i) H is range disjoint.
(ii) rk(L−M) = rk(L) + rk(M).
(iii) R(L−M) = R(L) +R(M).
(iv) rk(LM̄) + rk(L̄M) = rk(L) + rk(M).
(v) R(LM̄)⊕[⊥] R(L̄M) = R(L) +R(M).
(vi) R(H) ∩R(H∼) = {0}.
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Lemma 3.12 Let L, M ∈ Cmp has the form (6). Then

(i) rk(M) = rk(W )− rk(X) + rk(Z).
(ii) rk(LM) = rk(W ).
(iii) rk(LM̄) = rk(W̄ ).
(iv) rk(L̄M) = rk(Z).
(v) rk(In − LM) = n− rk(W ) + rk(X).
(vi) rk(L+M) = r + rk(Z).
(vii) rk(L+M − LM) = r + rk(Z).

Proof. The statement (i) follows from the proof of the Theorem 3.3. statements (ii),
(iii), (iv) and (vi) follow at once on using the respective representations of L and M and
a similar argument as for the statement (i). For (v), we have

(In − LM) = U

(
Ir 0
0 In−r

)
U∼ − U

(
W X
0 0

)
U∼ = U

(
W̄ −X
0 In−r

)
U∼.

Therefore, using Corollary 19.1 from [13], we have

rk(In − LM) = rk(W̄ )− rk(In−r − 0).

Further, using the statement (i) of Lemma 3.1 from [16], we have rk(In − LM) = r −
rk(W ) + rk(X) + (n− r) = n− rk(W ) + rk(X). Hence the statement (v) follows. Using
the representations of L, M and LM , we get

(L+M − LM) = U

(
Ir 0

G1X
∼ Z

)
U∼.

Again using the Corollary 19.1 from [13], we get rk(L+M − LM) = r+ rk(Z) and the
statement (vii) follows. ■

Theorem 3.13 Let H ∈ Mn(C) has the representation (2) and let L = HH⊕ and
M = H⊕H has the form (6). Then the following statements are equivalent:

(i) H is range disjoint.
(ii) (In − LM) is nonsingular.
(iii) rk(LM̄) = r.
(iv) rk(M̄L) = r.
(v) rk(L+M) = 2r.
(vi) rk(L+M − LM) = 2r.

Proof. The equivalences (i)⇔(ii), (i)⇔(iii), (i)⇔(v) and (i)⇔(vi) follow at once on using
the statement (i) of Corollary 3.4 and Lemma 3.12. Using the fact that the relation R(L)∩
R(M) = {0} remains unaltered on interchanging L and M along with the statement
(iii) of the Theorem proves that (i)⇒(iv). In order to prove the reverse implication we
observe from statement (v) of Lemma 3.12 that rk(In − LM) = n − rk(W ) + rk(X).
Since W = J∼J, and X = J∼K. Therefore, rk(In − LM) = n−rk(J)+rk(J∼K). Thus,
(In − LM) is nonsingular if and only if rk(J) = rk(J∼K), which according to Lemma
3.7, statement (iii) is equivalent to the fact that H is range disjoint and the proof is
complete. ■

Theorem 3.14 Let H ∈ Mn(C) has the representation (2). Then the following state-
ments are equivalent:
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(i) H is range disjoint.
(ii) H∼ is range disjoint.
(iii) H⊕ is range disjoint.

Proof. The proof follows at once from the definition of the range disjoint class of ma-
trices and the fact that R(H∼) = R(H⊕) ■

The above equivalences are also satisfied by the class of full range matrices. The forth-
coming results are established regarding the sum of matrix with its Minkowski adjoint.

Lemma 3.15 Let H ∈ Mn(C) has the representation (2). Then rk(H +H∼) =
2rk(K) + rk[P̃S(R+R∼)P̃S ], where R = DJ , S = DK and P̃S = Ir − SS⊕.

Proof. For H ∈ Mn(C) of the form (2), we have from (4)

H∼ = U

(
J∼D 0

−G1K
∼D 0

)
U∼

and,

H +H∼ = U

(
R+R∼ S
−G1S

∼ 0

)
U∼. (11)

Since elementary transformation does not alter the rank of a matrix, therefore, without
loss of generality, applying (8.3) from [13] to H + H∼, using Theorem 3 from [25] and
the fact that G1 nonsingular, we get

rk(H +H∼) = rk(S) + rk(S∼) + rk[P̃SG1
(R+R∼)P̃S ]

= 2rk(K) + rk[P̃SG1
(R+R∼)P̃S ].

Hence the Lemma follows. ■

Corollary 3.16 Let H ∈ Mn(C) has the representation (2). Then R(H +H∼) =
R(H) +R(H∼) if and only if rk[P̃SG1

(R+R∼)P̃S ] = r − rk(K).

Proof. The inclusion R(H +H∼) ⊆ R(H) + R(H∼) is obvious. Thus, the result holds
at once if and only the dimensions of the spaces on both sides are equal. Using Theorem
3.3, statement (i) and Lemma 3.15, the result follows. ■

Utilizing the Lemma 3.15, various classes of matrices can be characterized as follows:

(i) Let H ∈ Mn(C) be a range symmetric matrix, then from the statement (v) of
the lemma 2.1, we have J is G-unitary and K = 0. Thus, P̃SG1

= P̃S = Ir and
as an immediate consequence of this we have, rk(H +H∼) = rk(R+R∼). Also,
R(H +H∼) = R(H) +R(H∼) ⇔ rk(R+R∼) = r.

(ii) Let H ∈ Mn(C) be range disjoint, then using the statement (i) of the Corollary 3.4
we get H is of full row rank. Therefore, P̃SG1

= P̃S = 0. Hence rk(H +H∼) = 2r
and R(H +H∼) = R(H) +R(H∼) holds always.

(iii) Let H ∈ Mn(C) be an oblique projector. Then R = Ir and we have rk(H +H∼) =
r + rk(K).

(iv) Let H ∈ Mn(C) be nilpotent matrix such that ind(H) = 2. Then J = 0 ⇒ R = 0
and rk(K) = r.
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(v) Let H ∈ Mn(C) be such that SS∼ = Ir i.e. S is G-unitary. Then S = DK implies
S∼ = K∼D. Hence SS∼ = DKK∼D = Ir ⇒ KK∼ = D−2 and therefore, rk(K) =
r i.e., H is range disjoint.

(vi) Let R+R∼ be positive definite. Then

rk[P̃SG1
(R+R∼)P̃S ] = rk[P̃SG1

(R+R∼)] = rk(P̃SG1
) = r − rk(K).

(vii) Let R(R+R∼) ⊆ R(S). Then direct conformation shows that the Minkowski in-
verse of H +H∼ is given by

(H +H∼)⊕ = U

(
0 − (S∼)⊕G1

S⊕ S⊕(R+R∼)(S∼)⊕G1

)
U∼. (12)

Therefore, on using the representation (11) and (12). It can be easily verified that
the m-projector on the R(H +H∼) is given by

PR(H+H∼) = U

(
PS 0
0 PS∼

)
U∼. (13)

As a consequence of the representation (13), we have rk(H +H∼) = rk(K). How-
ever, if we assume that SS∼ = Ir, then the Minkowski inverse of H +H∼ reduces
to

(H +H∼)⊕ = U

(
0 −SG1

S∼ S∼(R+R∼)(S∼)G1

)
U∼. (14)

Since no expression for the Minkowski inverse of the sum of the two matrices has been
established, the expressions (12) and (14) eases to formulate the Minkowski inverse of
the sum H +H∼ in general case.

Lemma 3.17 Let H ∈ Mn(C) of the form (2) be range disjoint. Then

(H +H∼)⊕ = U

(
0 −(S∼)⊕

S⊕ S⊕(K⊕J)∼ −K⊕J(S∼)⊕

)
U∼, (15)

where S = DK.

Proof. Utilizing the fact that when H is range disjoint, then according to the statement
(i) of the Corollary 3.4, i.e., rk(K) = r, we have S = DK ⇒ S⊕ = K⊕D−1 and KK⊕ =
Ir. This further gives SS⊕ = Ir and S⊕S = K⊕K. Now, using these implications, we
verify that (15) is the Minkowski inverse of (H +H∼). Let

X = U

(
0 −(S∼)⊕G1

S⊕ S⊕(K⊕J)∼ −K⊕J(S∼)⊕

)
U∼

Then,

(H +H∼)X(H +H∼) = U

(
Ir 0
0 G1PK∼G1

)(
R+R∼ S
−G1S

∼ 0

)
U∼

= U

(
R+R∼ S
−G1S

∼ 0

)
U∼.
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From the above proved condition of the Minkowski inverse of (H +H∼), it is clear that

PH+H∼ = U

(
Ir 0
0 G1PK∼G1

)
U∼. (16)

Therefore, using this fact, we have

X(H +H∼)X = U

(
0 −(S∼)⊕G1

S⊕ S⊕(K⊕J)∼ −K⊕J(S∼)⊕

)(
Ir 0
0 G1PK∼G1

)
U∼

= U

(
0 −(S∼)⊕PK∼G1

S⊕ S⊕(K⊕J)∼ −K⊕J(S∼)⊕PK∼G1

)
U∼

= U

(
0 −(S∼)⊕G1

S⊕ −S⊕(K⊕J)∼ −K⊕J(S∼)⊕

)
U∼.

This proves the second condition of the Minkowski inverse. Finally, the m-symmetric
conditions follow at once. ■

If we assume that H is nilpotent such that ind(H) = 2, i.e., H2 = 0, then J = 0,

H = U

(
0 DK
0 0

)
U∼ and H∼ = U

(
0 0

−G1K
∼D 0

)
U∼. Therefore,

H +H∼ = U

(
0 DK

−G1K
∼D 0

)
U∼.

Direct conformation shows that the Minkowski inverse of H +H∼ is given by

(H +H∼)⊕ = U

(
0 −D−1K

−G1K
∼D−1 0

)
U∼.

Also, premultiplying (15) by H, we have

H(H +H∼)⊕ = U

(
R S
0 0

)
U∼U

(
0 −(S∼)⊕

S⊕ S⊕(K⊕J)∼ −K⊕J(S∼)⊕

)
U∼

= U

(
Ir (K⊕J)∼G1

0 0

)
U∼.

(17)

Clearly, (17) is an oblique projector. Using the results from [17] we can determine the
onto and along spaces of this oblique projector. We manipulate the relation between
the representations (2) and (6) to determine the along and onto spaces of the oblique
projector (17).

For L and M of the form (6) we have the Minkowski inverse of M̄L, according to the
equation (9) of [17], is given by

(M̄L)⊕ = U

(
Pw̄ −XZ⊕

0 0

)
U∼. (18)

Furthermore, the equations (14) and (15) of [17] give the onto and along spaces of the
oblique projector (M̄L)⊕ i.e., (M̄L)⊕ is an oblique projector onto R(L)∩ [N(L)+N(M)]
along R(M)⊕[⊥] [N(L) ∩N(M)]. When the representations (5) and (6) are same, then,
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by matrix equality, we have W = J∼J , X = J∼K and Z = −G1K
∼K. Now when

H is range disjoint we have from Lemma 3.7, J∼J = Ir implies Pw̄ = Ir and −XZ⊕ =
J∼K(G1K

∼K)⊕ = (K⊕J)∼G1. Therefore, it can easily observed thatH(H+H∼)⊕ takes
the form of (M̄L)⊕. Thus, Theorem 4 of [17] establishes that H(H +H∼)⊕ is an oblique
projector onto R(L) ∩ [N(L) + N(M)] along R(M) ⊕[⊥] [N(L) ∩ N(M)]. Furthermore,
Theorem 6 from [17] can be used to obtain some more characterizations of H(H+H∼)⊕

when H is range disjoint and of full range.
We can also characterize the onto and along spaces of the oblique projectors having

the basic representation originating from (6) in terms of the subspaces originating from
H as follows:

Theorem 3.18 Let L and M of the form (6). Then (ML̄) is an oblique projector onto
N(H∼) ∩ [R(H) ∩R(H∼)] along N(H)⊕[⊥] [R(H) ∩R(H∼)].

Proof. For L and M having the representation of the form (6), we have

(ML̄) = U

(
W X

−G1X
∼ Z

)
U∼U

(
0 0
0 In−r

)
U∼ = U

(
0 X
0 Z

)
U∼.

The Minkowski inverse of (ML̄), as a result of direct conformation, on utilizing the points
(iv) of Lemma 2.7, (ii) and (iii) of Theorem 2.9 and (ii) of Theorem 2.10 from [16], is
given by

(ML̄)⊕ = U

(
0 0

−Z⊕G1X
∼ Pz

)
U∼.

On using the statements (iv) of Lemma 2.7 and (iii) of Theorem 2.10 from [16], we have

PR[(ML̄)⊕] = U

(
0 0
0 Pz

)
U∼. (19)

Utilizing the fact that the m-projection onto N(H∼) is given by

PN(H∼) = In − L = U

(
0 0
0 In−r

)
U∼.

and from the statement (i) of Lemma 3.3 in [16], we have

PR(L)+R(M) = U

(
Ir 0
0 Pz

)
U∼.

Applying the statement (ii) of Lemma 3.2 from [16] to the above two projectors, we get

PN(H∼)∩R(L)+R(M) = U

(
0 0
0 Pz

)
U∼. (20)

Therefore, from equations (19) and (20), we have R[(ML̄)⊕] = N(H∼) ∩R(L) +R(M).
It can easily be observed that

PN [(ML̄)⊕] = U

(
P̃w̄ + W̄ −X
G1X

∼ Z̄

)
U∼. (21)
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Considering the projectors PN((H)) = U

(
W̄ −X

G1X
∼ Z̄

)
U∼, PR(H) = L and PR(H∼) = M ,

it can be easily verified, on applying Lemma 3.2 statement (ii) to PR(H) and PR(H∼),
that

PR(H)∩R(H∼) = U

(
P̃w̄ 0
0 0

)
U∼.

Finally, applying statement (i) of Lemma 3.2 to PN(H) and PR(H)∩R(H∼), we get

PN((H))⊕[⊥]R(H)∩R(H∼) = U

(
P̃w̄ + W̄ −X
G1X

∼ Z̄

)
U∼. (22)

From equations (21) and (22), we have N [(ML̄)⊕] = N((H))⊕[⊥] R(H) ∩ R(H∼). This
completes the proof. ■

Theorem 3.19 Let H ∈ Mn(C) is range disjoint if and only if every {1∼}-inverse of
H + H∼ is a {1∼}-inverse of H i.e., H(H + H∼){1

∼}H = H for every {1∼}-inverse
(H +H∼){1

∼} of H +H∼.

Proof. From Corollary 3.16 and the obtained in the point (ii), i.e., R(H +H∼) =
R(H) + R(H∼), it is clear that R(H) ⊆ R(H +H∼) and R(H∼) ⊆ R(H +H∼). These
two properties of inclusion establish the fact that

(H +H∼)(H +H∼){1
∼}H = H (23)

for all {1∼}-inverse (H +H∼){1
∼} of H +H∼. Also,

H∼(H +H∼)⊕H = U

(
J∼D 0

−G1K
∼D 0

)(
0 0
K⊕J K⊕K

)
U∼

= 0.

(24)

Thus, H∼(H +H∼)⊕H∼ = 0 holds for the Minkowski inverse (H +H∼)⊕ of (H +H∼).
Therefore, combining (23) and (24), we have

H = (H +H∼)(H +H∼){1
∼}H

= H(H +H∼){1
∼}H +H∼(H +H∼){1

∼}H

= H(H +H∼){1
∼}H.

This establishes the necessary part. To verify the sufficient part of the result, we first
claim that R(H) ⊆ R(H +H∼). For if R(H) ⊈ R(H +H∼), their exists a nonzero
vector x ∈ M(n,1)(C) such that x ∈ R(H) and x /∈ R(H +H∼). In other words, there
is a subspace S such that x ∈ S and S

⊕
R(H +H∼) = M(n,1)(C). Furthermore, from

[23, pp. 286] note that their exists a generalized inverse of (H +H∼) say L such (H +
H∼)L(H +H∼) = (H +H∼) and L(H +H∼)L = L. From the first equality we observe
that (H + H∼)L is an oblique projector onto R(H +H∼) along S. Therefore, Lx =
L(H + H∼)Lx = 0. Also, x ∈ R(H) ⇒ x = Hz for some z ∈ M(n,1)(C). This gives
x = Hz = HLHz = HLx = 0, which is absurd as x ̸= 0. Therefore, our assumption
that R(H) ⊈ R(H +H∼) is wrong. Hence R(H) ⊆ R(H +H∼) and as a consequence
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of this we have (H +H∼)(H +H∼){1
∼}H = H for all {1∼}-inverses of (H +H∼). But,

H(H + H∼){1
∼}H = H, therefore, H∼(H + H∼){1

∼}H = 0, which is equivalent to
R(H) ∩R(H∼) = 0 and the result follows. ■

4. Conclusion

In this paper we have utilized the singular value decomposition of matrices in terms
of m-projectors to characterize a few classes of matrices in Minkowski space. This study
leads to the formulation of Minkowski inverse of sum of two matrices in a particular
case and hence the future study will be directed toward generalizing the formula for the
Minkowski inverse of the sum of two matrices.

References

[1] K. Adem, Z. Zhour, The representation and approximation for the weighted minkowski inverse in Minkowski
space, Math. Comput. Model. 47 (2007), 363-371.

[2] J. Baksalary, O. M. Baksalary, X. Liu, G. Trenkler, Further results of generalized and hypergeneralized
projectors, Linear. Algebra. Appl. 429 (2008), 1038-1050.

[3] O. M. Baksalary, G. Trenkler, On disjoint range matrices, Linear. Algebra. Appl. 435 (2011), 1222-1240.
[4] A. Ben-isreal, T. Greville, Generalized Inverse: Theory and Applications, 2nd Edition, Springer Verlag, New

York, 2003.
[5] I. Gohberg, P. Lancaster, L. Rodman, Indefinite Linear Algebra and Applications, Brikhauser Verlag, Basel,

2005.
[6] G. Golub, W. Kahan, Calculating the singular values and pseudo-inverse of a matrix, J. Soc. Industrial. Appl.

Math. (Ser. B. Numerical Anal). 2 (1965), 205-224.
[7] G. H. Golub, C. Reinsch, Singular value decomposition and least square solutions, Numer. Math. 14 (1970),

403-420.
[8] R. E. Hartwig, Singular value decomposition and the moore-penrose inverse of bordered matrices, SIAM J.

Appl. Math. 31 (1976), 31-41.
[9] R. E. Hartwig, K. Spindlebock, Matrices for which A∗ and A† commute, Linear. Multilinear. Algebra. 14

(1984), 241-256.
[10] V. C. Klema, A. Laub, The singular value decomposition: its computation and some applications, Trans.

Automatic. Cont. 25 (1980), 164-176.
[11] L. D. Lathauwer, B. D. Moor, J. Vandewalle, A multilinear singular value decomposition, SIAM J. Matrix

Anal. Appl. 21 (2000), 1253-1278.
[12] A. A. Maciejewski, C. A. Klein, The singular value decomposition: computation and applications to robotics,

Inter. J. Robotics. Res. 8 (1989), 63-79.
[13] G. Matsaglia, P. H. Styan, Equalities and inequalities for the rank of matrices, Linear. Multilinear. Algebra.

2 (1974), 269-292.
[14] M. Moonen, E. B. De Moor, SVD and Signal Processing, III. Algorithms, Applications and Architectures,

Elsevier, Amsterdam, 1995.
[15] M. Renardy, Singular value decomposition in minkowski space, Linear. Algebra. Appl. 236 (1996), 53-58.
[16] M. Saleem Lone, D. Krishnaswamy, m-projetions involving minkowski inverse and range symmetric property

in Minkowski space, J. Linear. Topological. Algebra. 5 (2016), 215-228.
[17] M. Saleem Lone, D. Krishnaswamy, Representation of projectors involving minkowski inverse in minkowski

space, Indian J. Pure. Appl. Math. 48 (2017), 369-389.
[18] M. Schmidt, S. Rajagopal, Z. Ren, K. Moffat, Applications of singular valvue decomposition to the analysis

of time resolved molecular x-ray data, Biophysical J. 84 (2002), 2112-2129.
[19] B. I. Shaini, F. Hoxha, Computing generalized inverses using matrix factorizations, Ser. Math. Inform. 28

(2013), 335-353.
[20] G. W. Stewart, the early history of the singular value decomposition, SIAM Review. 35 (1993), 551-566.
[21] R. E. Vaccaro, SVD and Signal Processing, II. Algorithms, Applications and Architectures, 1st Edition,

Elsevier, Amsterdam, 1991.
[22] M. E. Wall, A. Rechtsteiner, L. M. Rocha, A practical approach to Microarray data analysis, 1st Edition,

Springer, US, 2003.
[23] Z. Xing, On deterministic and non-deterministic muller matrix, J. Modern Opt. 39 (1992), 461-484.
[24] H. Yanai, K. Takeuchi, Y. Takane, Projection Matrices, Generalized Inverse Matrices and Singular Value

Decomposition, New York, Springer Verlag, 2011.
[25] H. Zekraoui, Z. A. Zhour, C. Ozel, Some new algebraic and topological properties of Minkowski inverse in

Minkowski space, Sci. World. J. 1 (2013), 1-6.


