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Application of DJ method to Itô stochastic differential equations
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Abstract. This paper develops iterative method described by [V. Daftardar-Gejji, H. Jafari,
An iterative method for solving nonlinear functional equations, J. Math. Anal. Appl. 316
(2006) 753-763] to solve Itô stochastic differential equations. The convergence of the method
for Itô stochastic differential equations is assessed. To verify efficiency of method, some ex-
amples are expressed.
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1. Introduction

The Itô calculus is known as a stochastic generalization of the Riemann-Stieltjes in-
tegral and the Itô stochastic differential equations have been employed for modelling
in different phenomena. Some applications may be seen in the biological systems [1],
medicine [15], heat equation [18], and finance mathematics [29].

In recent years, it has been a great concentration on solutions of Itô stochastic differ-
ential and integral equations. The following methods are related to this fact: Bernstein
polynomials operational matrix [2], random Euler method [5], random Euler difference
scheme [6], Block Pulse stochastic operational matrix [14, 20], triangular functions [13],
stochastic operational matrix of generalized hat basis functions [16], Euler-Maruyama
and Milstein methods [17], linear analytic approximation [19], Chebyshev wavelet opera-
tional method [21, 23], Legendre wavelet operational method [22], Haar wavelets method
[24], Second kind Chebyshev wavelet Galerkin scheme [25], successive approximation
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[26], Adomian decomposition [27]. However, many of suggested methods have tedious
calculations.

In 2006, Daftardar and Jafari proposed an iterative method, which is abbreviated by
“DJ” method, for solving various types of functional equations [9]. In [3], this method
was applied to partial differential equations of integer and fractional order. The authors
concluded DJ method produces better results than those obtained by Adomian decompo-
sition method, Homotopy perturbation method, and Variational iteration method. The
method of [3] was also extended for solutions of fractional boundary value problems
with Dirichlet boundary conditions [8]. Other utilizations of DJ method can be found in
[4, 7, 10–12, 30, 31]. The objective of this work is to derive DJ method for solving{

dX(t) = f(t,X(t))dt+ g(t,X(t))dB(t), 0 ⩽ t ⩽ T,

X(0) = c,
(1)

where f , g are known real functions; X(t) is a random variable; B(t) is a Brownian
motion; T and c are real constants.

The paper is organized as follows. Section 2 is devoted to methodology. In Section 3,
two test problems are evaluated. A conclusion is drawn in Section 4.

2. The structure of DJ method for Itô SDE

The DJ method considers a functional equation as a sum of linear and nonlinear terms.
Then, by using an iterative procedure, the solution of equation is identified in the form
of an infinite series. Obviously, (1) may be rewritten as follows

X(t) = c+N (X(t)), (2)

so that N refers to the nonlinear operator with the form of

N (X(t)) =

∫ t

0
f(s,X(s))ds+

∫ t

0
g(s,X(s))dB(s).

In this technique, X(t) is decomposed as the following infinite series

X(t) =

+∞∑
i=0

Xi(t). (3)

Also, the nonlinear operator of (2) is decomposed in the form below

N

(
+∞∑
i=0

Xi(t)

)
= N (c) +

+∞∑
i=1

N

 i∑
j=0

Xj(t)

−N

 i−1∑
j=0

Xj(t)

 . (4)

Placing (3) and (4) into (2) entails

+∞∑
i=0

Xi(t) = c+N (X0) +

+∞∑
i=1

N

 i∑
j=0

Xj(t)

−N

 i−1∑
j=0

Xj(t)

 .
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To determine the components of Xi in (3), the recurrence formula below can be an-
nounced

X0 = c,

X1 = N (X0),

Xm+1 = N (X0 + · · ·+Xm)−N (X0 + · · ·+Xm−1), m = 1, 2, . . . .

(5)

In the following theorems, the presented method is analyzed.

Theorem 2.1 Let t ∈ [0, T ] and f and g in (1) be Lipschitz functions with real positive
constants λ and µ. Then, infinite series (3) is absolutely convergent if q(T +

√
T ) < 1,

where q = max{λ, µ}.

Proof. Since f and g satisfy in the Lipschitz condition, for two arbitrary random vari-
ables X(t) and Y (t), there exist real positive constants λ and µ such that{

∥f(t,X(t))− f(t, Y (t))∥ ⩽ λ∥X(t)− Y (t)∥,
∥g(t,X(t))− g(t, Y (t))∥ ⩽ µ∥X(t)− Y (t)∥.

Subsequently, one can write

∥N (X(t))−N (Y (t))∥ ⩽
(∫ t

0
λds+

∫ t

0
µdB(s)

)
∥X(t)− Y (t)∥. (6)

Now, by introducing q = max{λ, µ}, (6) results in

∥N (X(t))−N (Y (t))∥ ⩽ q(T +
√
T )∥X(t)− Y (t)∥. (7)

On the other hand, according to (5) and (7), we have

∥Xm+1∥ = ∥N (X0 + · · ·+Xm)−N (X0 + · · ·+Xm−1)∥

⩽ q(T +
√
T )∥Xm∥

...

⩽ qm+1(T +
√
T )m+1∥X0∥, m = 0, 1, 2, . . . .

It is clear that if q(T +
√
T ) < 1, then

∑+∞
i=0 Xi is absolutely convergent. ■

Theorem 2.2 Under the assumptions of Theorem 2.1, the infinite series (3) provides
exact solution of the problem (1).

Proof. Employing (5) implies that

X0 +X1 + · · ·+Xm+1 = c+N (X0 +X1 + · · ·+Xm).

As m tends to infinity, we obtain

X = lim
m→+∞

m+1∑
i=0

Xi = lim
m→+∞

(
c+N

(
m∑
i=0

Xi

))
= c+N

(
lim

m→+∞

m∑
i=0

Xi

)
= c+N (X),
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that is, the convergent series (3) satisfies in (2). This means (3) discloses exact solution
of (1). ■

3. Numerical examples

This section is assigned to implementation of two test problems in order to clarify the
validity of the proposed method. In these examples, Itô’s formula is used frequently. For
the convenience of reader, 1-dimensional Itô’s formula is reviewed as follows [28]:

Let h(t, x) be a twice continuously differentiable function on [0,+∞)×R, and Y (t) =
h(t,X(t)). Then,

dY (t) =
∂h

∂t
(t,X(t))dt+

∂h

∂x
(t,X(t))dX(t) +

1

2

∂2h

∂x2
(t,X(t))(dX(t))2,

in which (dX(t))2 = (dX(t)) · (dX(t)) is computed by the rules

dt · dt = dt · dB(t) = dB(t) · dt = 0, dB(t) · dB(t) = dt.

Example 3.1 [28] Consider the following Itô stochastic differential equation{
dX(t) = 1

2X(t)dt+X(t)dB(t),

X(0) = 1.
(8)

The exact solution of (8) is X(t) = eB(t).
Now, the proposed method is executed step by step. The initial value problem (8) is

equivalent to

X(t) = 1 + 1
2

∫ t
0 X(s)ds+

∫ t
0 X(s)dB(s).

By defining

N (X(t)) =
1

2

∫ t

0
X(s)ds+

∫ t

0
X(s)dB(s),

and using Itô’s formula, it follows

X1 = N (1) =
1

2

∫ t

0
ds+

∫ t

0
dB(s) =

1

2
t+B(t),

X2 = N (1 +X1)−N (1) =
1

2

∫ t

0

(
1 +

1

2
s+B(s)

)
ds

+

∫ t

0

(
1 +

1

2
s+B(s)

)
dB(s)−

(
1

2
t+B(t)

)
=

1

2

(∫ t

0
B(s)ds+

∫ t

0
sdB(s)

)
+

∫ t

0
B(s)dB(s) +

1

8
t2

=
1

2
tB(t) +

1

2
(B2(t)− t) +

1

8
t2.
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After some calculations, it would be acquired

X3 = N (1 +X1 +X2)−N (1 +X1)

= N (1 +B(t) +
1

2
tB(t) +

1

2
B2(t) +

1

8
t2)−N (1 +

1

2
t+B(t))

=
1

6
B3(t) +

1

8
t2B(t) +

1

4
tB2(t)− 1

2
tB(t)− 1

4
t2 +

1

48
t3.

Now, if Sm be m-th partial sum of random variables, then one can deduce that

S0 = 1,

S1 = 1 +B(t) + ζ1(t),

S2 = 1 +B(t) + 1
2B

2(t) + ζ2(t),

S3 = 1 +B(t) + 1
2B

2(t) + 1
6B

3(t) + ζ3(t),

...
...,

where 
ζ1(t) =

1
2 t,

ζ2(t) =
1
2 tB(t) + 1

8 t
2,

ζ3(t) =
1
8 t

2B(t) + 1
4 tB

2(t)− 1
8 t

2 + 1
48 t

3

are the noise terms. By obtaining Sm for sufficiently large value of m, obviously X(t) =
eB(t), which is the exact solution.

Example 3.2 [28] Consider the system of Itô stochastic differential equations in the
form of {

dX1(t) = −1
2X1(t)dt−X2(t)dB(t),

dX2(t) = −1
2X2(t)dt+X1(t)dB(t),

(9)

under the initial conditions X1(0) = 1 and X2(0) = 0. The exact solution of (9) is
X1(t) = cos(B(t)) and X2(t) = sin(B(t)).

The initial value problem (9) is equivalent to{
X1(t) = 1− 1

2

∫ t
0 X1(s)ds−

∫ t
0 X2(s)dB(s),

X2(t) = −1
2

∫ t
0 X2(s)ds+

∫ t
0 X1(s)dB(s).

By considering the following operators{
N (X1(t), X2(t)) = −1

2

∫ t
0 X1(s)ds−

∫ t
0 X2(s)dB(s),

M(X1(t), X2(t)) = −1
2

∫ t
0 X2(s)ds+

∫ t
0 X1(s)dB(s),

and using Itô’s formula, ifX
(j)
1 andX

(j)
2 denote to the solution of problem at the iteration
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j ∈ N then one getsX
(1)
1 = N (1, 0) = −1

2 t,

X
(1)
2 = M(1, 0) = B(t).X
(2)
1 = N

(
1− 1

2 t, B(t)
)
−N (1, 0) = −1

2B
2(t) + 1

8 t
2 + 1

2 t,

X
(2)
2 = M

(
1− 1

2 t, B(t)
)
−M(1, 0) = −1

2 tB(t).
X

(3)
1 = N

(
1 + 1

8 t
2 − 1

2B
2(t), B(t)− 1

2 tB(t)
)
−N

(
1− 1

2 t, B(t)
)

= 1
4 tB(t)− 1

96 t
3 − 1

4 t
2,

X
(3)
2 = M

(
1 + 1

8 t
2 − 1

2B
2(t), B(t)− 1

2 tB(t)
)
−M

(
1− 1

2 t, B(t)
)

= −1
6B

3(t) + 1
8 t

2B(t) + 1
2 tB(t).

If S
(3)
1 and S

(3)
2 be sum of initial values and three first iterations, then one can implyS

(3)
1 = 1− 1

2B
2(t) + ζ1(t),

S
(3)
2 = B(t)− 1

6B
3(t) + ζ2(t),

in which ζ1(t) = 1
4 tB(t) − 1

8 t
2 − 1

96 t
3 and ζ2(t) = 1

8 t
2B(t) are the noise terms. By

determining partial sums for sufficiently large iterations, it is visible{
X1(t) = cos(B(t)),

X2(t) = sin(B(t)),

which is the exact solution.

4. conclusion

The DJ method has been understood as a contributory method for solving diverse types
of functional equations. Throughout this paper, a stochastic version of this method was
exhibited to gain the solution of Itô stochastic differential equations. The convergence
analysis was also performed and two examples were investigated through the presented
version. It is notable that the procedure of this paper may be employed to stochastic
Itô Volterra-Fredholm integral equations, but some modifications must be done. This
subject seems to be appropriate for those who want to continue this research.
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