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Abstract. In this paper, we prove Hyers-Ulam-Rassias stability of C∗-ternary algebra ho-
momorphism for the following generalized Cauchy-Jensen equation

ηµf

(
x+ y

η
+ z

)
= f(µx) + f(µy) + ηf(µz)

for all µ ∈ S := {λ ∈ C : |λ| = 1} and for any fixed positive integer η ⩾ 2 on C∗-ternary
algebras by using fixed poind alternative theorem. Moreover, we investigate Hyers-Ulam-
Rassias stability of generalized C∗-ternary derivation for such function on C∗-algebras by
the same method.
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1. Introduction and Preliminaries

The initial concept of the stability theory of functional equations was introduced by
Pólya and Szegő [24] which is stated as follows: For every real sequence {xn}n∈N with

supm,n∈N |xm+n − xm − xn| ⩽ 1
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there is a real number x such that supn∈N |xn − nx| ⩽ 1, where x = limn→∞
xn

n . The
motivation for studying of stability theory of functional equations was initiated by Ulam.
In 1940, Ulam [27] proposed some unsolved problems that one of them is stability problem
of functional equation concerning the stability of group homomorphisms as follows

“Let (G1, · ) be a group and (G2, ⋆, d) be a metric group with the metric d(· , · ). Given
a real number ε > 0, does there exist a δ > 0 such that if a mapping h : G1 → G2

satisfies the inequality d(h(x· y), h(x) ⋆ h(y)) < δ for all x, y,∈ G1, then there exists a
homomorphism g : G1 → G2 with d(h(x), g(x)) < ε for all x ∈ G1?”

These questions form is the object of the stability theory. If the answers is affirmative,
we say that the functional equation for homomorphism is stable. In 1941, Hyers [11]
provided a first affirmative partial answer to Ulam’s problem for the case of approximately
additive mapping in which X and Y are Banach spaces. This result is stated as follows:

Theorem 1.1 [11] Let X and Y be Banach spaces and let f : X → Y satisfy

∥f(x+ y)− f(x)− f(y)∥Y ⩽ ε

for all x, y ∈ X and for some ε > 0. Then, there exists a unique additive mapping

g : X → Y such that ∥f(x)− g(x)∥Y ⩽ ε for all x ∈ X where g(x) = limn→∞
f(2nx)

2n .

The method, which generates the additive mapping g is called a direct method. This
method is the most important for studying the stability of various functional equations.

In 1978, Rassias [26] provided a generalization of Hyers’ theorem for linear mapping
by considering an unbounded Cauchy difference f(x+ y)− f(x)− f(y) as follows:

Theorem 1.2 [26] Let X and Y be Banach spaces. Let f : X → Y satisfy the inequality

∥f(x+ y)− f(x)− f(y)∥Y ⩽ ε(∥x∥pX + ∥y∥pX)

for all x, y ∈ X where ε > 0 and 0 ⩽ p < 1. Then there exists a unique additive mapping

g : X → Y defined by g(x) = limn→∞
f(2nx)

2n such that ∥f(x) − g(x)∥Y ⩽ 2ε
2−2p ∥x∥pX for

all x ∈ X. Moreover, if f(tx) is continuous in t for each fixed x ∈ X, then g is linear.

Next, a generalization of Rassias’ results was developed by Găvruţa [23] in 1994 by
replacing the unbounded Cauchy difference by a general control function.

Theorem 1.3 [23] Let G be commutative group and X be Banach space. Let ϕ : G2 →
[0,∞) be a function satisfying Φ(x, y) =

∑∞
k=1

1
2k+1ϕ(2kx, 2ky) < ∞ for all x, y ∈ G. If

a mapping f : G → X satisfies the inequality ∥f(x+ y)− f(x)− f(y)∥ ⩽ ϕ(x, y) for all
x, y ∈ G, then there exists a unique additive function such that ∥f(x)− g(x)∥ ⩽ Φ(x, x)
for all x ∈ G.

For more information on that subject and further references we refer to a survey paper
[5] and to a recent monograph on Ulam stability [6].

In 2006, Baak [3] investigated the Cauchy-Rasssis stability of the following Cauchy-
Jensen functional equations:

f

(
x+ y

2
+ z

)
+ f

(
x− y

2
+ z

)
= f(x) + 2f(z), (1)

f

(
x+ y

2
+ z

)
− f

(
x− y

2
+ z

)
= f(y), (2)

2f

(
x+ y

2
+ z

)
= f(x) + f(y) + 2f(z) (3)
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for all x, y, z ∈ X, in Banach spaces by using direct method. Later in the same year,
Park [21] proved the Hyers-Ulam-Rassias stability of homomorphisms and derivation in
C∗-ternary algebras for functional equations (1), (2) and (3) via direct method.

The fixed point method was applied to studying the stability of functional equations
by Baker in 1991 [4] by using the Banach contraction principle. Next, Radu [25] proved
a stability of functional equation by the alternative of fixed point, which was introduced
by Diaz and Margolis [8]. The fixed point method has provided a lot of influence in the
development of stability.

In 2008, Park and An [22] proved the Hyers-Ulam-Rassias stability of C∗-algebra homo-
morphisms and generalized derivations on C∗-algebras by using alternative of fixed point
theorem for the Cauchy-Jensen functional equation 2f

(x+y
2 + z

)
= f(x) + f(y) + 2f(z),

which was introduced and investigated by Baak [3]. After that Gao et al. [10] introduced
generalized Cauchy-Jensen equation. Let G be an n-divisible abelian group where n ∈ N
and X be a normed space with norm ∥· ∥X . For a mapping f : G→ X, the equation

nf

(
x+ y

n
+ z

)
= f(x) + f(y) + nf(z) (4)

for all x, y, z ∈ G and n ∈ N\{0} is said to be a generalized Cauchy-Jensen equation,
shortly GCJE. In particular, when n = 2, it is called a Cauchy-Jensen equation. Moreover,
they gave the following useful properties as follow:

Proposition 1.4 [10] Let G be an n-divisible abelian group for some positive integer n
and X be a normed space with norm ∥· ∥X . Then a mapping f : G → X is additive if
and only if it satisfies ∥f(x) + f(y) + nf(z)∥X ⩽ ∥nf(x+y

n + z)∥X for all x, y, z ∈ G.

The following corollary is an immediate consequence of Proposition 1.4.

Corollary 1.5 [10] For a mapping f : G→ X, the following statements are equivalent.

(a) f is additive.
(b) f(x) + f(y) + nf(z) = nf(x+y

n + z), for all x, y, z ∈ G.

(c) ∥f(x) + f(y) + nf(z)∥X ⩽ ∥nf(x+y
n + z)∥X , for all x, y, z ∈ G.

Clearly, a vector space is n-divisible abelian group, so Corollary 1.5 is right when G
is a vector space. We refer stability results of the functional equation (4) to [9, 13–16].
Next, we recall the concept of C∗-ternary algebras.

A C∗-ternary algebras is a complex Banach space A, equipped with a ternary product
(x, y, z) 7→ [x, y, z] of A3 into A, which is C-linear in the outer variables and conjugate
C-linear in the middle variable:

(i) [λx+ y, v, w] = λ[x, v, w] + [y, v, w],
(ii) [v, w, λx+ y] = λ[v, w, x] + [v, w, y],
(iii) [v, λx+ y, w] = λ̄[v, x, w] + [v, y, w]

and associative in the sense that [[v, w, x], y, z] = [v, [y, x, w], z] = [v, w, [x, y, z]] and,
satisfies ∥[x, y, z]∥ ⩽ ∥x∥∥y∥∥z∥ and ∥[x, x, x]∥ = ∥x∥3 for all v, w, x, y, z ∈ A.

If a C∗-ternary algebras (A, [· , · , · ]) has an identity, i.e. an element e ∈ A such that
x = [x, e, e] = [e, e, x] for all x ∈ A, then it is routine to verify that A, endowed with
x ◦ y := [x, e, y] and x∗ := [e, x, e], is unital C∗-algebra. Conversely, if (A, ◦) is a unital
C∗-algebra, then [x, y, z] := x ◦ y∗ ◦ z makes A into C∗-ternary algebra.

A C-linear mapping H : A → B is called a C∗-ternary algebra homomorphism if
H([x, y, z]) = [H(x),H(y),H(z)] for all x, y, z ∈ A. A C-linear mapping δ : A → A is
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called a C∗-ternary derivation if δ([x, y, z]) = [δ(x), y, z] + [x, δ(y), z] + [x, y, δ(z)] for all
x, y, z ∈ A.

A C∗-ternary algebras have many applications in fractional quantum Hall effect, the
nonstandard statistics, hypothetical, supersymmetric theory, and Yang-Baxter equation
(see [1, 17, 28]).

Throughout this paper, assume that A is a unital C∗-ternary algebra with norm ∥· ∥A
and unit e, and that B is a C∗-ternary algebra with norm ∥· ∥B and unit e′. The purpose
of the present paper is to investigate the stability of homomorphisms and derivations of
the functional equation (4) in C∗-ternary algebras by using the alternative fixed point
theorem. Next, we recall a fundamental results in fixed point theory. The following is the
definition of generalized metric space which was introduced by Luxemburg in 1958 [19].

Definition 1.6 [19] Let X be a set. A function d : X×X → [0,∞] is called a generalized
metric on X if d satisfies the following conditions

(1) d(x, y) = 0 if and only if x = y,
(2) d(x, y) = d(y, x), for all x, y ∈ X,
(3) d(x, z) ⩽ d(x, y) + d(y, z), for all x, y, z ∈ X.

The following fixed point theorems will play important roles in proving our main
results.

Theorem 1.7 ([7] alternative of fixed point) Let (X, d) be a complete metric space and
let Λ : X → X be strictly contractive, that is, d(Λx,Λy) ⩽ γd(x, y) for all x, y ∈ X and
for some Lipshitz γ < 1. Then, the following conditions hold.

(1) The mapping Λ has a unique fixed point x∗ = Λx∗.
(2) The fixed point x∗ is globally attractive, that is,

lim
n→∞

Λnx = x∗ (5)

for any starting point x ∈ X.
(3) One has the following estimation inequalities:

d(Λnx, x∗) ⩽ γnd(x, x∗), d(Λnx, x∗) ⩽ 1

1− γ
d(Λnx,Λn+1x), d(x, x∗) ⩽ 1

1− γ
d(x,Λx)

for all nonnegative integers n and all x ∈ X.

Theorem 1.8 [8] Let (X, d) be a complete generalized metric space and Λ : X → X
be a strictly contractive mapping with Lipschitz constant γ < 1. Then for each given
element x ∈ X, either

d(Λnx,Λn+1x) = ∞ (6)

for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Λnx,Λn+1x) <∞ for all n ⩾ n0,
(2) the sequence {Λnx} converges to a fixed point y∗ of Λ,
(3) y∗ is the unique fixed point of Λ in the set Y = {y ∈ X : d(Λn0x, y) <∞},
(4) d(y, y∗) ⩽

(
1

1−γ

)
d(y,Λy), for all y ∈ Y .

The following theorem shows that each element S of {x ∈ A : ∥x∥ = 1} is mean of a
finite number of unitary elements of A.
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Theorem 1.9 [12] If the element S of a C∗-algebraA has the property that ∥S∥A < 1− 2
n

for some integer n greater than 2, then there are n elements S1, S2, . . . , Sn in A with
∥Si∥ = 1 for all i = 1, 2, . . . , n such that S = 1

n (S1 + S2 + · · ·+ Sn) .

The following lemmas is useful results for proving our main results.

Lemma 1.10 [20] Let f : A → B be an additive mapping such that f(µx) = µf(x) for
all x ∈ A and all µ ∈ S := {λ ∈ C : |λ| = 1}. Then the mapping f is C-linear.

The following lemma shows that [·, ·, ·] : A3 → A is continuous.

Lemma 1.11 [18] Let {xn}∞n=1, {yn}∞n=1 and {zn}∞n=1 be convergent sequence in A.
Then the sequence {[xn, yn, zn]} is convergent in A.

2. Stability of homomorphisms in C∗-ternary algebras

For a given mapping f : A → B, we define

Eµf(x, y, z) := ηµf

(
x+ y

η
+ z

)
− f(µx)− f(µy)− ηf(µz), (7)

for all µ ∈ S := {λ ∈ C : |λ| = 1} and x, y, z ∈ A.
We prove the Hyers-Ulam-Rassias stability of C∗-ternary algebra homomorphism for

the functional equation Eµf(x, y, z) = 0.

Theorem 2.1 Let f : A → B be a mapping for which there exists a function ψ : A3 →
[0,∞) such that

lim
j→∞

(
η

2 + η

)j

·ψ

((
2 + η

η

)j

x,

(
2 + η

η

)j

y,

(
2 + η

η

)j

z

)
= 0, (8)

∥Eµf(x, y, z)∥B ⩽ ψ(x, y, z), (9)

∥f [x, y, z]− [f(x), f(y), f(z)]∥B ⩽ ψ(x, y, z) (10)

for all µ ∈ S and all x, y, z ∈ A. If there exists a γ < 1 such that

ψ(x, x, x) ⩽ 2 + η

η
γψ

(
η

2 + η
x,

η

2 + η
x,

η

2 + η
x

)
(11)

for all x ∈ A, then there exists a unique C∗-ternary algebra homomorphism Γ : A → B
such that

∥f(x)− Γ(x)∥B ⩽ 1

(1− γ)(2 + η)
ψ(x, x, x) (12)

for all x ∈ A.

Proof. Consider the set X := {g : A → B} and introduce the generalized metric on X
as follows:

d(g, h) = inf{M ∈ (0,∞) : ∥g(x)− h(x)∥B ⩽Mψ(x, x, x), ∀x ∈ A}. (13)
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It is easy to show that (X, d) is complete. Now, we consider the linear mapping Λ :

X → X such that Λg(x) := η
2+ηg

(
2+η
η x

)
for all x ∈ A. Next, we will show that Λ is a

strictly contractive self-mapping of X with the Lipschitz constant γ. For any g, h ∈ X,
let d(g, h) = K for some K ∈ R+. Then, we have ∥g(x) − h(x)∥B ⩽ Kψ(x, x, x) for all
x ∈ A, which implies that∥∥∥∥g(2 + η

η
x

)
− h

(
2 + η

η
x

)∥∥∥∥
B
⩽ Kψ

(
2 + η

η
x,

2 + η

η
x,

2 + η

η
x

)
.

Thus,∥∥∥∥ η

2 + η
g

(
2 + η

η
x

)
− η

2 + η
h

(
2 + η

η
x

)∥∥∥∥
B
⩽ η

2 + η
Kψ

(
2 + η

η
x,

2 + η

η
x,

2 + η

η
x

)
.

By (11), we obtain that

∥Λg(x)− Λh(x)∥B ⩽ η

2 + η
K

2 + η

η
γψ

(
η

2 + η
· 2 + η

η
x,

η

2 + η
· 2 + η

η
x,

η

2 + η
· 2 + η

η
x

)
which implies that ∥Λg(x)− Λh(x)∥B ⩽ Kγψ(x, x, x) for all x ∈ A. Thus, d(Λg,Λh) ⩽
Kγ. Hence, we obtain d(Λg,Λh) ⩽ γd(g, h). Letting µ = 1 and x = y = z in (7), we get

Eµf(x, x, x) = ηf

(
x+ x

η
+ x

)
− f(x)− f(x)− ηf(x)

= ηf

(
2 + η

η
x

)
− (2 + η)f(x)

for all x ∈ A. By (9), we have

∥Eµf(x, x, x)∥B =
∥∥∥ηf (2+η

η x
)
− (2 + η)f(x)

∥∥∥
B
⩽ ψ(x, x, x)

which implies that ∥∥∥f(x)− η
(2+η)f

(
(2+η)

η x
)∥∥∥

B
⩽ 1

(2+η) ·ψ(x, x, x)

for all x ∈ A, that is, ∥f(x) − Λf(x)∥B ⩽ 1
2+η ·ψ(x, x, x) for all x ∈ A. It follows from

(13) that we have d(f,Λf) ⩽ 1
2+η . By Theorem 1.8, there exists a mapping Γ : A → B

such that the following conditions hold.

(1) Γ is a fixed point of Λ, that is, ΛΓ(x) = Γ(x) for all x ∈ A. Then we have

Γ(x) = ΛΓ(x) =
η

2 + η
Γ

(
2 + η

η
x

)
⇒ Γ

(
2 + η

η
x

)
=

2 + η

η
Γ(x)

for all x ∈ A. The mapping Γ is a unique fixed point of Λ in the set Y = {g ∈ X :
d(f, g) <∞}, that is, d(f,Γ) <∞. From (13), there exists C ∈ (0,∞) satisfying
∥f(x)− Γ(x)∥B ⩽ Cψ(x, x, x) for all x ∈ A.

(2) The sequence {Λnf} converges to Γ. This implies that the equality

Γ(x) = lim
n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

x

)
(14)

for all x ∈ A.

(3) We obtain that d(f,Γ) ⩽
(

1
1−γ

)
d(f,Λf), which implies that
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d(f,Γ) ⩽
(

1
1−γ

)
d(f,Λf) ⩽ 1

(1−γ)(2+η) .

Therefore, the inequality (12) holds.

It follow from (8), (9) and (14) that

∥∥∥∥ηΓ(x+ y

η
+ z

)
− Γ(x)− Γ(y)− ηΓ(z)

∥∥∥∥
B

=

∥∥∥∥η lim
n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n(
x+ y

η
+ z

))
− lim

n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

x

)
− lim

n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

y

)
− η lim

n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

z

)∥∥∥∥
B

lim
n→∞

(
η

2 + η

)n
∥∥∥∥∥∥ηf


(

2+η
η

)n
x+

(
2+η
η

)n
y

η
+

(
2 + η

η

)n

z

− f

((
2 + η

η

)n

x

)

−f
((

2 + η

η

)n

y

)
− ηf

((
2 + η

η

)n

z

)∥∥∥∥
B

⩽ lim
n→∞

(
η

2 + η

)n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

)
= 0

for all x, y, z ∈ A. Hence, we have

ηΓ

(
x+ y

η
+ z

)
= Γ(x) + Γ(y) + ηΓ(z) (15)

for all x, y, z ∈ A. From Corollary 1.5, we get that H is additive, that is,

Γ(x+ y) = Γ(x) + Γ(y) (16)

for all x, y ∈ A. Next, we can show that Γ : A → B is C-linear. Firstly, we will show that
for any x ∈ A, Γ(µx) = µΓ(x) for all µ ∈ S. For each µ ∈ S, substituting x, y, z in (7) by(
2+η
η

)n
x, we obtain that

Eµf

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)

= ηµf


(

2+η
η

)n
x+

(
2+η
η

)n
x

η
+

(
2 + η

η

)n

x

− f

(
µ

(
2 + η

η

)n

x

)

− f

(
µ

(
2 + η

η

)n

x

)
− ηf

(
µ

(
2 + η

η

)n

x

)
= ηµf

(
(2 + η)

η
·
(
2 + η

η

)n

x

)
− (2 + η)f

(
µ

(
2 + η

η

)n

x

)
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for all x ∈ A. By (9), we have∥∥∥∥Eµf

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)∥∥∥∥
B

=

∥∥∥∥ηµf (2 + η

η
·
(
2 + η

η

)n

x

)
− (2 + η)f

(
µ

(
2 + η

η

)n

x

)∥∥∥∥
B

(17)

⩽ ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)

for all x ∈ A. From (17), we have∥∥∥∥ηf ((2 + η)

η
·
(
2 + η

η

)n

x

)
− (2 + η)f

((
2 + η

η

)n

x

)∥∥∥∥
B

⩽ ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)
(18)

for all x ∈ A. It follow from (17), (18) and (9) that∥∥∥∥(2 + η)f

(
µ

(
2 + η

η

)n

x

)
− (2 + η)µf

((
2 + η

η

)n

x

)∥∥∥∥
B

=

∥∥∥∥(2 + η)f

(
µ

(
2 + η

η

)n

x

)
− ηµf

(
2 + η

η
·
(
2 + η

η

)n

x

)
+ηµf

(
2 + η

η
·
(
2 + η

η

)n

x

)
− (2 + η)µf

((
2 + η

η

)n

x

)∥∥∥∥
B

⩽
∥∥∥∥(2 + η)f

(
µ

(
2 + η

η

)n

x

)
− ηµf

(
2 + η

η
·
(
2 + η

η

)n

x

)∥∥∥∥
B

+

∥∥∥∥µf (2 + η

η
·
(
2 + η

η

)n

x

)
− (2 + η)µf

((
2 + η

η

)n

x

)∥∥∥∥
B

⩽
∥∥∥∥(2 + η)f

(
µ

(
2 + η

η

)n

x

)
− ηµf

(
2 + η

η
·
(
2 + η

η

)n

x

)∥∥∥∥
B

+ |µ|
∥∥∥∥ηf (2 + η

η
·
(
2 + η

η

)n

x

)
− (2 + η)f

((
2 + η

η

)n

x

)∥∥∥∥
B

⩽ 2ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)
for all x ∈ A. This implies that∥∥∥∥( η

2 + η

)n

f

(
µ

(
2 + η

η

)n

x

)
−
(

η

2 + η

)n

µf

((
2 + η

η

)n

x

)∥∥∥∥
B

⩽ 2

2 + η

(
η

2 + η

)n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)
⩽
(

η

2 + η

)n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

x,

(
2 + η

η

)n

x

)
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for all x ∈ A. By (8), we have

lim
n→∞

∥∥∥∥( η

2 + η

)n

f

(
µ

(
2 + η

η

)n

x

)
−
(

η

2 + η

)n

µf

((
2 + η

η

)n

x

)∥∥∥∥
B
→ 0

which implies that

Γ(µx) = µΓ(x) (19)

for all x ∈ A. Next, we show that for any x ∈ A, Γ(λx) = λΓ(x) for all λ ∈ C.
Let λ ∈ C and M be an integer greater than 4|λ|, (M > 4|λ|). Then, we have |λ|

M <
1
4 <

1
3 = 1 − 2

3 . By Theorem 1.9, there exist λ1, λ2, λ3 with |λi| = 1 for all i = 1, 2, 3

such that λ
M = 1

3(λ1 + λ2 + λ3), that is, 3 λ
M = (λ1 + λ2 + λ3). Hence, we have Γ(x) =

Γ(13x+ 1
3x+ 1

3x) = Γ(13x) + Γ(13x) + Γ(13x) = 3Γ(13x), that is,

1

3
Γ(x) = Γ(

1

3
x). (20)

From (16), (19) and (20), we obtain that

Γ(λx) = Γ

(
M · λ

M
x

)
= Γ


M−terms︷ ︸︸ ︷

λ

M
x+

λ

M
x+ · · ·+ λ

M
x



=

M−terms︷ ︸︸ ︷
Γ

(
λ

M
x

)
+ Γ

(
λ

M
x

)
+ · · ·+ Γ

(
λ

M
x

)
=M ·Γ

(
λ

M
x

)
=M ·Γ

(
1

3
· 3 λ
M
x

)
=
M

3
Γ

(
3
λ

M
x

)
=
M

3
Γ((λ1 + λ2 + λ3)x)

=
M

3
Γ(λ1x+ λ2x+ λ3x)

=
M

3
(Γ(λ1x) + Γ(λ2x) + Γ(λ3x))

=
M

3
(λ1Γ(x) + λ2Γ(x) + λ3Γ(x))

=
M

3
(λ1 + λ2 + λ3)Γ(x)

=
M

3

(
3· λ
M

)
Γ(x)

= λΓ(x)
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for all x ∈ A. This implies that Γ(ζx + ηy) = Γ(ζx) + Γ(ηy) = ζΓ(x) + ηΓ(y) for all
ζ, η ∈ C\{0} and for all x, y ∈ A and so Γ(0) = Γ(0·x) = 0·Γ(x) = 0 for all x ∈ A. Next,
we will show that Γ is a C∗-ternary algebra homomorphism.
It follows from (10) and Lemma 1.11 that we have

∥Γ([x, y, z])− [Γ(x),Γ(y),Γ(z)]∥B

=

∥∥∥∥∥ lim
n→∞

(
η

2 + η

)3n

f

([(
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

])

−
[
lim

n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

x

)
, lim
n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

y

)
,

lim
n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

z

)]∥∥∥∥
B

=

∥∥∥∥∥ lim
n→∞

(
η

2 + η

)3n

f

([(
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

])

− lim
n→∞

[(
η

2 + η

)n

f

((
2 + η

η

)n

x

)
,

(
η

2 + η

)n

f

((
2 + η

η

)n

y

)
,(

η

2 + η

)n

f

((
2 + η

η

)n

z

)]∥∥∥∥
B

=

∥∥∥∥∥ lim
n→∞

(
η

2 + η

)3n

f

([(
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

])

− lim
n→∞

(
η

2 + η

)3n [
f

((
2 + η

η

)n

x

)
, f

((
2 + η

η

)n

y

)
, f

((
2 + η

η

)n

z

)]∥∥∥∥∥
B

= lim
n→∞

(
η

2 + η

)3n ∥∥∥∥f ([(2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

])
−
[
f

((
2 + η

η

)n

x

)
, f

((
2 + η

η

)n

y

)
, f

((
2 + η

η

)n

z

)]∥∥∥∥
B

⩽ lim
n→∞

(
η

2 + η

)3n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

)
⩽ lim

n→∞

(
η

2 + η

)n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

)
= 0

for all x, y, z ∈ A. Thus Γ([x, y, z]) = [Γ(x),Γ(y),Γ(z)] for all x, y, z ∈ A. Therefore, the
mapping Γ is a C∗-ternary algebra homomorphism. ■

Corollary 2.2 Let p ∈ [0, 1), ε ∈ [0,∞) and let f be a mapping of A into B such that

∥Eµf(x, y, z)∥B ⩽ ε
(
∥x∥pA + ∥y∥pA + ∥z∥pA

)
, (21)

∥f [x, y, z]− [f(x), f(y), f(z)]∥B ⩽ ε(∥x∥pA + ∥y∥pA) (22)

for all µ ∈ S and for all x, y, z ∈ A. Then, there exists a unique C∗-ternary algebra
homomorphism Γ : A → B such that

∥f(x)− Γ(x)∥B ⩽ 3ε(
1−

(
2+η
η

)p−1
)
(2 + η)

∥x∥pA.
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Proof. From Theorem 2.1, we take ψ (x, y, z) = ε(∥x∥pA+∥y∥pA+∥z∥pA) for all x, y, z ∈ A.

Then, γ =
(
2+η
η

)p−1
and we get the desired results. ■

Theorem 2.3 Let f : A → B be a mapping for which there exists a function ψ : A3 →
[0,∞) satisfying (9) and (10) such that

lim
j→∞

(
2 + η

η

)2j

·ψ

((
η

2 + η

)j

x,

(
η

2 + η

)j

y,

(
η

2 + η

)j

z

)
= 0 (23)

for all x, y, z ∈ A. If there exists an γ < 1 such that

ψ(x, x, x) ⩽ η

2 + η
γψ

(
2 + η

η
x,

2 + η

η
x,

2 + η

η
x

)
, (24)

then there exists a unique C∗-ternary algebra homomorphism Γ : A → B such that

∥f(x)− Γ(x)∥B ⩽ γ

(1− γ)(2 + η)
ψ(x, x, x) (25)

for all x ∈ A.

Proof. We consider the linear mapping Λ : X → X such that Λg(x) := 2+η
η g

(
η

2+ηx
)

for all x ∈ A. By similar proof of Theorem 2.1, Λ is a strictly contractive self-mapping of
X with the Lipschitz constant γ. Letting µ = 1 and substituting x, y, z in (9) by η

2+ηx,
we have ∥∥∥∥Eµf

(
η

2 + η
x,

η

2 + η
x,

η

2 + η
x

)∥∥∥∥
B
=

∥∥∥∥ηf (x)− (2 + η)f

(
η

2 + η
x

)∥∥∥∥
B

⩽ ψ

(
η

2 + η
x,

η

2 + η
x,

η

2 + η
x

)
(26)

for all x ∈ A. From this inequality we get∥∥∥∥f (x)− 2 + η

η
f

(
η

2 + η
x

)∥∥∥∥
B
⩽ 1

η
ψ

(
η

2 + η
x,

η

2 + η
x,

η

2 + η
x

)
⩽ 1

η
· η

2 + η
γψ

(
2 + η

η
· η

2 + η
x,

2 + η

η
· η

2 + η
x,

2 + η

η
· η

2 + η
x

)
=

γ

2 + η
·ψ(x, x, x)

for all x ∈ A, that is, ∥Λf(x)− f(x)∥B ⩽ γ
2+ηψ(x, x, x) for all x ∈ A. Hence, we obtain

that d(f,Λf) ⩽ γ
2+η . By Theorem 1.8, there exists a mapping Γ : A → B such that the

following conditions hold.

(1) Γ is a fixed point of Λ, that is, ΛΓ(x) = Γ(x) for all x ∈ A. Then we have

Γ(x) = ΛΓ(x) =
2 + η

η
Γ

(
η

2 + η
x

)
⇒ Γ

(
η

2 + η
x

)
=

η

2 + η
Γ(x)
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for all x ∈ A. The mapping Γ is a unique fixed point of Λ in the set

Y = {g ∈ X : d(f, g) <∞},

that is, d(f,Γ) <∞. From (13), there exists C ∈ (0,∞) satisfying

∥f(x)− Γ(x)∥B ⩽ Cψ(x, x, x),

for all x ∈ A.
(2) The sequence {Λnf} converges to Γ. This implies that the equality

Γ(x) = lim
n→∞

(
2 + η

η

)n

f

((
η

2 + η

)n

x

)
for all x ∈ A.

(3) We obtain that d(f,Γ) ⩽
(

1
1−γ

)
d(f,Λf), which implies that

d(f,Γ) ⩽
(

1

1− γ

)
d(f,Λf) ⩽ γ

(1− γ)(2 + η)
.

Therefore, the inequality (25) holds.

The rest of the proof is similar to the proof of Theorem 2.1. ■
Corollary 2.4 Let p ∈ (2,∞), ε ∈ [0,∞) and f be a mapping of A into B such that
(21) and (22). Then, there exists a unique C∗-ternary algebra homomorphism Γ : A → B
such that

∥f(x)− Γ(x)∥B ⩽ 3ε((
2+η
η

)p−1

− 1

)
(2 + η)

∥x∥pA.

Proof. The proof follow from Theorem 2.3 and Corollary 2.2, when we take

ψ(x, y, z) = ε(∥x∥pA + ∥y∥pA + ∥z∥pA)

for all x, y, z ∈ A. Then, γ =
(
2+η
η

)1−p
and we get the desired results. ■

3. Stability of derivations in C∗-ternary algebras

For a given mapping f : A → A, we define

Eµf(x, y, z) := ηµf

(
x+ y

η
+ z

)
− f(µx)− f(µy)− η(fµz)

for all µ ∈ S and all x, y, z ∈ A.
We recall definition of C∗-ternary derivation.

Definition 3.1 [2] A C-linear mapping δ : A → A is called a C∗-ternary derivation if
δ([x, y, z]) = [δ(x), y, z] + [x, δ(y), z] + [x, y, δ(z)] for all x, y, z ∈ A.

Theorem 3.2 Let f : A → A be a mapping for which there exists a function ψ : A3 →
[0,∞) satisfying (8) and

∥Eµf(x, y, z)∥A ⩽ ψ(x, y, z) (27)
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and

∥f([x, y, z])− [f(x), y, z]− [x, f(y), z]− [x, y, f(z)]∥A ⩽ ψ(x, y, z) (28)

for all µ ∈ S and all x, y, z ∈ A. If there exists a γ < 1 satisfying (11) for all x ∈ A, then
there exists a unique C∗-ternary derivation δ : A → A such that

∥f(x)− δ(x)∥A ⩽ 1

(1− γ)(2 + η)
ψ(x, x, x) (29)

for all x ∈ A.

Proof. Similarly to the proof of Theorem 2.1, there exists a unique C-linear mapping
δ : A → A satisfying (29). The mapping δ : A → A is given by

δ(x) = lim
n→∞

(
η

2 + η

)n

f

((
2 + η

η

)n

x

)
for all x ∈ A. It follows that (8) and (28) that

∥δ([x, y, z])− [δ(x), y, z]− [x, δ(y), z]− [x, y, δ(z)]∥A

= lim
n→∞

(
η

2 + η

)3n ∥∥∥∥f ([(2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

])
−
[
f

((
2 + η

η

)n

x

)
,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

]
−
[(

2 + η

η

)n

x, f

((
2 + η

η

)n

y

)
,

(
2 + η

η

)n

z

]
−
[(

2 + η

η

)n

x,

(
2 + η

η

)n

y, f

((
2 + η

η

)n

z

)]∥∥∥∥
A

⩽ lim
n→∞

(
η

2 + η

)3n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

)
⩽ lim

n→∞

(
η

2 + η

)n

ψ

((
2 + η

η

)n

x,

(
2 + η

η

)n

y,

(
2 + η

η

)n

z

)
= 0

for all x, y, z ∈ A. Therefore, δ([x, y, z]) = [δ(x), y, z] + [x, δ(y), z] + [x, y, δ(z)] for all
x, y, z ∈ A. Hence δ : A → A is a generalized derivation satisfying (29). ■

Corollary 3.3 Let r < 1 and ε be nonnegative real number, and let f : A → A be a
mapping such that

∥Eµf(x, y, z)∥A ⩽ ε· ∥x∥
r

3

A· ∥y∥
r

3

A· ∥z∥
r

3

A (30)

and

∥f([x, y, z])− [f(x), y, z]− [x, f(y), z]− [x, y, f(z)]∥A ⩽ ε· ∥x∥
r

3

A· ∥y∥
r

3

A· ∥z∥
r

3

A (31)

for all µ ∈ S and all x, y, z ∈ A. Then there exists a unique C∗-ternary derivation
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δ : A → A such that

∥f(x)− δ(x)∥A ⩽ ε

(1−
(

2+η
η

)r−1

)(2 + η)
∥x∥rA

for all x ∈ X.

Proof. The proof follows from Theorem 3.2 by taking ψ(x, y, z) = ε· ∥x∥
r

3

A· ∥y∥
r

3

A· ∥z∥
r

3

A

for all x, y, z ∈ A. Then, γ =
(
2+η
η

)r−1
and we get the desired results. ■

Theorem 3.4 Let f : A → A be a mapping for which there exists a function ψ : A3 →
[0,∞) satisfying (27), (28) and

lim
j→∞

(
2 + η

η

)3j

·ψ

((
η

2 + η

)j

x,

(
η

2 + η

)j

y,

(
η

2 + η

)j

z

)
= 0

for all µ ∈ S and all x, y, z ∈ A. If there exists a γ < 1 satisfying (24) for all x ∈ A, then
there exist a unique C-linear mapping δ : A → A such that

∥f(x)− δ(x)∥A ⩽ γ

(1− γ)· (2 + η)
ψ(x, x, x)

for all x ∈ A. Moreover δ : A → A is generalized derivation on A.

Proof. The proof is similar to the proofs of Theorems 2.3 and Theorem 3.2. ■
Corollary 3.5 Let r > 3 and ε be nonnegative real numbers, and let f : A → A be
a mapping satisfying (30) and (31). Then, there exists a unique generalized derivation
δ : A → A such that

∥f(x)− δ(x)∥A ⩽ ε((
η

2+η

)1−r

− 1

)
(2 + η)

∥x∥rA

for all x ∈ A.

Proof. The proof follows Theorem 3.4 by taking ψ(x, y, z) := ε· ∥x∥
r

3

A· ∥y∥
r

3

A· ∥z∥
r

3

A for all

x, y, z ∈ A. Then, γ =
(
2+η
η

)1−r
and we get the desired results. ■
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