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Abstract 

In this paper particle swarm optimization with smart inertia factor (PSO-SIF) algorithm is proposed to solve combined heat 

and power economic dispatch (CHPED) problem. The CHPED problem is one of the most important problems in power 

systems and is a challenging non-convex and non-linear optimization problem. The aim of solving CHPED problem is to 

determine optimal heat and power of generating units with the minimized cost of total system and satisfied constraints of 

problem. In proposed algorithm inertia coefficients are controlled with respect to cost function in each population. So, each 

population has unique inertia coefficient and as a result unique velocity in convergent direction for the best group solution. In 

order to examine the proposed algorithm's capabilities and find optimum solution for CHPED problem, two test systems 

considering valve-point effect, system power loss and system constraints are optimized. The obtained results demonstrate the 

superiority of the proposed method in solving non-convex CHPED problem over other new and efficient algorithms. 
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1. Introduction 

 In conventional thermal generating units, all 

of the produced heat energy is not converted to the 

electric power and so large amounts of energy are 

wasted in the form of heat. The use of combined 

heat and power (CHP) system can increase fuel 

efficiency up to 90% and decrease production cost 

by 10 to 40% [1]. In order to utilize CHP units 

more efficiently, economic dispatch problem is 

applied to determine the optimal combination of the 

power and heat sources’ outputs to satisfy heat and 

power demand of system and operational 

constraints. This problem is known as CHP 

economic dispatch (CHPED) problem and has 

attracted a lot of interests in recent years [2].  

   Due to the non-convex behavior of 

generation units’ input/output characteristics, which 

is because of the existence of valve-point effects, 

and etc., the CHPED problem is a non-convex 

problem with constraints, which cannot be solved 

directly through the mathematical approaches [3]. 

Thus, various intelligent techniques, including 

improved ant colony search algorithm [4], 

Evolutionary programming (EP) [5], real code 

genetic algorithm (RGA) [6], harmony search 

algorithm (HSA) [7], multi-objective particle 

swarm optimization (MOPSO) [8], and PSO with 

time varying acceleration coefficients (PSO-

TVAC) [1] have been proposed to successfully 

solve CHPED problem with convex and non-

convex fuel cost function. 

   PSO is a population-based search algorithm 

and searches in parallel using a group of particles. 

Kennedy and Oberhart presented the PSO 

algorithm based on the analysis of the behavior of 

birds and fishes. In PSO, each particle tries to 

decide considering its previous experiences and that 

of its neighbors. The simple concept, easy 

implementation, relative robustness to control 

parameters and computational efficiency are some 

of the advantages of the PSO algorithm [9].  

   In PSO, once the iteration increases, inertia 

weight and consequently the velocity of the 
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particles will reduce. The concept of inertia weight 

was introduced in order to balance the local and 

global search. A high inertia weight during initial 

part of search ensures global exploration, while a 

low value leads to the end facilitated global 

convergence. Thus, if the algorithm is not able to 

find the optimum points in the initial iterations and 

with high inertia weight, it will not discover global 

points near the optimal point [10]. To overcome the 

problem of search area of PSO algorithm with 

increasing the iteration number, the present article 

puts forward a new and robust version of PSO that 

called PSO-SIF, in which the value of inertia 

coefficient, unlike classic PSO, is smart and is not 

same for all the population. In order to examine the 

performance of proposed method and find optimum 

solution for CHPED problem, two test systems 

including power-only units, CHP units, and heat-

only units with valve-point effect, system power 

loss and operational constraints are optimized.  

The remainder of the paper is organized as 

follows. Section 2 provides the mathematical 

formulation of the CHPED problem considering 

valve-point effects and transmission losses. The 

proposed PSO-SIF algorithm is described in 

Section 3. Section 4 provides the step by step 

procedure of proposed PSO-SIF algorithm for 

solving CHPED problem. Case studies are 

presented in Section 5. Conclusions are finally 

given in Section 6. 

2. Problem Formulation 

   The [4-5] have mentioned the formulation and 

CHPED problem constraints in details. In general, 

the aim of solving CHPED problem is to determine 

the generating unit power and heat production such 

that the system’s production cost is minimized 

while the power and heat demands and other 

constraints are met appropriately. The objective 

function of CHPED problem is given by: 

1 1 1

min ( ) ( , ) ( )($ / )
p c h

N N N
p c c h

i j j j k ki
i j k

C P C P H C H h
  

   

 

(1) 

Where iC , jC  and kC are production cost of 

the power-only, cogeneration and heat-only units, 

respectively. pN , cN , hN  are the number of 

above mentioned units, respectively. i , j  and k

are the indices used for power-only, cogeneration 

and heat-only units, respectively. In Eq. (1), H  

and P  indicate the heat and power output of unit, 

respectively. The production cost of different unit 

types are defined as: 

2( ) ( ) ($ / )p p p
i i i ii i iC P P P h      (2) 

2

2

( , ) ( )

( ) ($ / )

c c c c
j j j j j j j j

c c c c
j j j j j j j

C P H a P b P c

d H e H f H P h

   

 
 (3) 

2( ) ( ) ($ / )h h h
k k k k k k kC H a H b H c h    (4) 

where ( )p
i iC P , ( , )c c

j j jC P H  and ( )h
k kC H  

are cost function of the power, cogeneration and 

heat-only units, respectively. i , i  and i stand 

for cost coefficients of i
th

 conventional thermal unit. 

ja , jb , jc , jd , je  and jf  are cost coefficients 

of j
th

 cogeneration unit. In Eq. (3), ka , kb  and kc  

show the cost coefficients of k
th

 heat-only unit. p
iP

and 
c
jP  are the power outputs of power-only and 

cogeneration units. 
c
jH  and h

kH  are the heat 

production by cogeneration and heat-only units. In 

this case, Eq. (5) is used to show the valve-point 

effects in cost function of thermal units instead of 

Eq. (2). 

min2( ) ( ) sin( ( ))
p p p p p

i i i i i ii i i i iC P P P P P        

 
(5) 

where i  and i  are the cost coefficients of 

thermal unit i for reflecting valve-point effects [9]. 

Total generated power of the power-only and CHP 

units should be equal to total system demand and 

power losses which can be evaluated by Eq. (6): 

1 1

p c
N N

p c
j d lossi

i j

P P P P
 

     (6) 
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 (7) 

Where dP
 is the system demand. Parameter 

lossP
 is the power losses of transmission line and a 

function of units output power evaluated by Eq. (7). 

Total generated heat of cogeneration and heat units 

should be equal to total system demand heat in 

order to balance the heat demand: 

1 1

c hN N
c h
j k d

j k

H H H
 

    (8) 

Where dH  is the system heat demand. The 

outputs of electricity units and heat units are 

restricted by their own upper and lower boundaries. 

The power and heat outputs of cogeneration units 

should be placed in feasible operation region. The 

inequality constraints of each generating unit in the 

CHPED problem are given by: 

min max 1,2, ,p p p
pi i iP P P i N    (9) 
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min max( ) ( ) 1,2, ,c c c c c
j j j j j cP H P P H j N  

 
(10) 

min max( ) ( ) 1,2, ,c c c c c
j j j j j cH P H H P j N    (11) 

min max 1,2, ,h h h
k k k hH H H k N    (12) 

   

Where minp
iP  and maxp

iP  are the minimum 

and maximum power generation boundaries of the 

power-only units. 
min ( )c c

j jP H  and 
max ( )c c

j jP H  are 

the minimum and maximum power generation 

boundaries of the cogeneration units. 
min ( )c c

j jH P  

and 
max ( )c c

j jH P  in (11) indicate the minimum and 

maximum heat generation boundaries of the 

cogeneration units. In (12) minh
kH  and maxh

kH  are 

the minimum and maximum heat generation 

boundaries of the heat units. 

3. Particle Swarm Optimization 

A) A Review on PSO Algorithm 

   Kennedy and Oberhart suggested the PSO 

algorithm based on individuals (particles or 

ingredients) behavior in a population. Its base refers 

to the Zoology and models of subjects’ manner 

within a group. It seems that the group members 

share information between each other, which leads 

to group efficiency increase. In this algorithm, each 

particle represents a solution for the problem. Here, 

each particle moves toward the optimum value 

considering three factors. These factors are current 

velocity, previous experiences and neighbors’ 

experiences [11]. The corrected velocity and the 

position of each particle at the end of any iteration 

can be illustrated as follows, as respectively: 

1
1 1 2 2. . .( ) . .( )k k k k k k

i i best i best iV V c r P X c r G X     

 
(13) 

1 1k k k
i i iX X V    (14) 

where 
k

iV  is the velocity of the 
thi  particle 

in the 
thk  iteration,   represents the weight 

inertia factor, and 1c  and 2c  are the acceleration 

coefficients. The parameters 1r  and 2r  are random 

numbers within [0   1] and 
k
iX  shows the position 

of the 
thi  particle in the 

thk  iteration. During the 

updating process of the velocity, the values of 

parameters such   should be determined in a 

progressive form. Generally, in order to increase 

the convergence feature, the weight inertia ( ) is 

designed in a way that it linearly decreases and in 

each iteration has same weight for all population 

[11]. Decreasing from max  to min  results in: 

max min
max

max

k k
iter

 
 


    (15) 

where maxiter  shows the maximum iteration 

number. 

B) A Brief Review on PSO-SIF Algorithm 

In the PSO-SIF, each population has its own 

inertia factor changing with the feedback from best 

obtained cost in the range [0.3, 0.9]. In this state, 

decline of the inertia factor and the search space of 

algorithm are prevented by increasing the iterations. 

In the proposed algorithm, the minimum inertia 

factor is selected to be 0.3, resulting in a situation 

in which the populations have the costs near the 

optimum global cost, searching over an optimal 

point with lower velocities.  

In proposed algorithm, the smart inertia factor 

is determined by (16): 

m

0.6 ( 1)
0.3

j

j






 
   (16) 

cos

cos

j

j

gbest

t

t
   (17) 

m 1 2

max

( )
iter

iter
      (18) 

where, cos jt is 
thj population cost, cos gbestt refers 

to the best group cost; j  is 
thj population cost 

ratio to the cost of the best group solution; and m  

refers to cost variation percent of 
thj population 

from the best group solution rate. iter  is program 

iteration number; maxiter  refers to the most number 

of program iteration; and 1  , 2  are the adjustment 

parameters of this algorithm. 

4. Implementation of PSO-SIF to Solve Chped 

Problem  

The program implementation process through 

the PSO-SIF technique is as the following steps: 

Step 1: Algorithm initialization, 

Step 2: Randomly initial population and 

particle’s initial velocity generation, 

Step 3: CHPED problem cost calculation and 

costs sorting and selecting bestP  and bestG , 

Step 4: calculation of j  for each population 

according to Eq. (16), 

Step 5: Updating particles velocity according 

to (13) and (14), 

Step 6: Correcting the new positions of the 

particles to satisfy the constraints of the problem, 
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Step 7: Go to the third step until the problem’s 

ending criterion was not satisfied. 

5. Simulation and Numerical Results 

In order to examine the proposed algorithm's 

capabilities, two test systems considering valve-

point effect, system power loss and system 

constraints are optimized. In solving the CHPED 

problem initial population and iteration are chosen 

100 and 1000 respectively and the adjustable 

parameters of proposed algorithm that are 1  and 

2  are selected 0.005 and 0.004 respectively. The 

acceleration coefficients of PSO are selected 2. In 

this section the proposed method was applied to 

two case studies to comprehensively investigate its 

performance on the CHPED problem. 

 

Table.1. 
Cost function parameters of CHP unit of case 1 and 2 

CHP units a b c d e f Feasible region coordinates [PC, HC] 

Case 1 Case 2 

2 5 0.0345 14.5 2650 0.03 4.2 0.031 [98.8, 0], [81, 104.8], [215, 180], [247, 0] 

3 6 0.0435 36 1250 0.027 0.6 0.11 [44, 0], [44, 15.9], [40, 75], [110.2, 135.6], [125.8, 32.4], [125.8, 0] 

 

A) Test System I 

In this section the test system is composed of 

one power-only unit, two CHP and one heat-only 

unit. All information related to power-only unit and 

heat-only unit are based eq. (19) and (20) and 

information of CHP units (units 2 and 3) and 

feasible regions are shown in Table 1 [1]. Feasible 

operation region of CHP unit 1 and 2 in case 

studies are shown in Fig. 1 and Fig. 2. Power and 

heat demands are 200 MW and 115MWth 

respectively.  

The obtained results by PSO-SIF in solving 

this test system in compare with the results of PSO 

[8] and IACS [4] is given in Table 2.  

1 1 1 1( ) 50 0 150C P P P MW    (19) 

4 1 4 1( ) 23.4 0 2695.2C H H H MWth  

 
(20) 

Table.1. 
Obtained results by different methods for test system 1 

Output PSO IACS PSO-SIF 

P1 0.05 0.08 0 

P2 159.43 150.93 160.00 

P3 40.57 49 40.00 

H2 39.97 48.84 40.00 

H3 75.03 65.79 75.00 

H4 0 0.37 0.00 

TP 200.05 200.01 200.00 

TH 115 115 115.00 

TC 9265.1 9452.2 9257.07 

P: Power (MW); H: Heat (MWth); TP: Total Power (MW); TH: Total Heat (MWth); 

TC:Total Cost ($); 

   As seen in Table 2, the proposed method has 

been able to extract the optimal solution of the 

problem much better than PSO and IACS. A 

convergence characteristic of the proposed 

algorithm for solving test system 1 comparison with 

PSO is shown in Fig. 3. 

 

Fig. 1. Feasible operation region of CHP unit 1 

 
Fig. 2. Feasible operation region of CHP unit 2 

B) test system II 
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   In this section, the tests were accomplished 

on a system considering valve-point effects and 

transmission losses and are comprised of seven 

generating units, including four power-only units, 

two CHP units and one heat-only unit. 

Cost function of power-only units (unit 1-4) 

and heat-only unit (unit 5) are based on Eqs. (21) to 

(25). Data of CHP units (units 5 and 6) and feasible 

regions are included in Table 1 [1]. The coefficients 

of the network loss matrix are based in Eq. (26). 

The unit of B-matrix elements are 1/MW. 

 

2
1 1 1 1

min
1 1 1

( ) 25 2 0.008

100sin 0.042( ) $, 10 75

C P P P

P P P MW

   

  

 

(21) 

 

2
2 2 2 2

min
2 2 2

( ) 60 1.8 0.003

140sin 0.04( ) $, 20 125

C P P P

P P P MW

   

  

 

(22) 

 

2
3 3 3 3

min
3 3 3

( ) 100 2.1 0.001

160sin 0.038( ) $ 30 175

C P P P

P P P MW

   

  

 

(23) 

 

2
4 4 4 4

min
4 4 4

( ) 120 2 0.001

180sin 0.037( ) $ 40 250

C P P P

P P P MW

   

  

 

(24) 

2
7 7 7 7

7

( ) 950 2.0109 0.038 $

0 2695.2

C H H H

H

  

 
 (25) 

7

25 20 15 15 14 49

19 18 20 16 45 14

15 12 10 39 16 15
10

11 14 40 10 20 15

17 35 14 12 18 20

39 17 11 15 19 25

B 

 
 
 
 

  
 
 
 
 
 

 (26) 

   The obtained results of solving this test 

system by proposed algorithm in comparison of 

those AIS [13], BCO [13], RCGA [13], DE [12], 

EP [12] and PSO [12] are presented in Table 3. The 

least cost is obtained by EMA (10111.5115 $) less 

than PSO, BCO, RCGA, DE and EP. As seen from 

Table 3, the mean run time by PSO-SIF is 3.0156 

sec much less than that of the other techniques. 

Convergence characteristics of the proposed 

algorithm in solving test system 2 in comparison 

with PSO are depicted in Fig. 4. 

6. Conclusion 

Combined heat and power economic dispatch 

is one of the most important issues in power 

systems that play a fundamental role in economic 

performance of power system. Due to nonconvex 

characteristic of this problem, evolutionary based 

algorithms are used to solve the CHPED problem. 

In this paper PSO-SIF is proposed for solving 

CHPED problem. In the proposed algorithm 

required control on inertia coefficient rates is 

applied for any population through cost function 

and rate of cost standard deviation of any 

population from the cost of the best group solution. 

So in the proposed PSO-SIF algorithm any 

population has unique inertia coefficient and as a 

result unique velocity in convergent direction for 

the best group solution. hence, in proposed method 

the limitation of PSO is improved.The proposed 

method has been successfully applied to two 

convex and non-convex CHPED problems 

considering valve-point effects and transmission 

network losses. The numerical results were 

compared with results of the other existing 

techniques such as AIS, BCO, RCGA, DE, EP and 

PSO. This comparison affirmed the robustness and 

proficiency of proposed coding scheme based PSO 

over other existing methods. 

 

 

Fig. 3. Convergence characteristics of PSO-SIF & PSO- case 1 

 

Fig. 4. Convergence characteristics of PSO-SIF & PSO - case 2 
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