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Abstract 

Hastening the power industry toward smart operation juxtaposed with the unrivaled restructuring and privatization agendas, 

some of the ubiquitous smart grid advantages are glanced more and more. Recently, the vehicle to grid (V2G) technology, as 

one of these beneficial aspects, has found a worldwide attention due to its important advantages. The V2G technology can 

raise the system operation efficiency, if well committed. Unit commitment (UC) is an operation problem to find the optimal 

schedule of generation units. In a typical UC problem, the generation units have two operational states, producing power or 

not, while a V2G may have an additional state i.e. consuming power due to its capability of having bi-directional power 

flow. In this work, this feature is modeled by the third state i.e. -1 for V2G power consumption. In addition, this work 

considers different cost function coefficients for different time intervals. The binary particle swarm optimization (BPSO) 

method is used to solve this sophisticated problem. The proposed methodology is justified through two dimensionally 

different case studies. What makes the results particularly interesting is that when V2Gs are taken into account, the total 

operation cost of the system decreases and also the V2G owners can obtain considerable profits. 
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Nomenclature  

The main symbols used in the manuscript are 

defined below for quick reference; others will be 

explained as required in the text.  

A. Indices 

h  Hydro units index, numbering from 1 to 

NH (total number of hydro units) 

i  Thermal units index, numbering from 1 

to NT (total number of thermal units) 

t  Hour index, numbering from 1 to T 

v  V2G parking index, numbering from 1 

to NV          

 

B. Variables 

),( tiPT
 

Generation of thermal unit i at time t 

[MW] 

),( tvPVG
 Power production of v th  V2G parking 

lot at time t [MW] 

),( tvPVD
 Power consumption of v th  V2G 

parking lot at time t [MW] 

),( tiU
 

On/Off status of unit i  at time t  

),( tiX off

 Duration that thermal unit i  is off until 

time t [hours] 

),( thPH  Power production of h th  hydro unit at 

time t  [MW] 

),( tvEVS
 PEV battery stored energy in v th  V2G 

parking lot at time t [MWh] 

),( tvEVG
 Energy production of v th V2G parking 

lot at time t [MWh] 

),( tvN c

 
Number of charging PEVs in v th  V2G   

parking lot at time t 

),( tvN dc

 
Number of discharging PEVs in v th  

V2G parking lot at time t 

),( tvN i

 
Number of idle PEVs in v th  V2G                         

parking lot at time t 

),( tvSOC
 State of charge (SOC) of PEVs in v th  

V2G parking lot at time t [%] 

  

C. Parameters 

pp. 143:152 
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),( tia  No load cost coefficient of 

i th thermal unit at time t ]/[$ h  

),( tib  Linear cost coefficient of i th thermal 

unit at time t [ MWh/$ ] 

),( tic  Quadratic cost coefficient of 

i th thermal unit at time t 

[ ))/(($ 2 hMW  ] 

)(cos_ itc  Cold start-up cost of i th unit[$] 

hoursc __  Duration time that i th  unit needs to 

up from cold status [hours] 

)(tD  Total demand power at time t [MW] 

maxF  
Maximum fuel consumption limit 

)(cos_ ith  Hot start-up cost of thermal unit i [$] 

)(tlosses  Total system losses in time t [MW] 

)(iMD  Minimum down time of i th  unit 

[hours] 

)(iMU  Minimum up time of i th  unit 

[hours] 

),( tvN  Number of PEVs in v th  V2G 

parking lot  at time t 

)(min iP  Minimum generation of i th  unit   

[MW] 

)(max iP  Maximum generation of i th unit 

[MW]                         

)(max hP  Maximum generation of h th hydro 

unit [MW] 

)(max vPVG  Maximum generation limit of v th  

V2G  parking lot [MW] 

)(min vPVG  
Minimum generation limit of v th                                

V2G parking lot [MW] 

)(iRD    Ramp down rate of i th  unit 

[MW/min] 

)(iRU              Ramp up rate of i th  unit 

[MW/min] 

)(tR            Total system reserve in time t 

[MW] 

)(tMPD  Market price for V2G consumption 

power at time t [$/MWh] 

)(tMPG  Market price for V2G generation 

power at  time t [$/MWh] 

)(iz  Number of prohibited zones of unit i 

)(),(),( icicic   Emission cost function coefficients 

of i th   thermal unit 

)(),(),( iii   Emission coefficients of i th  thermal 

unit 

)(tgt  Market factor for thermal generation 

)(v  Battery efficiency of v th  PEV 

)(tr  Market factor for reserve at time t 

)(tgh  Market factor for hydro generation at 

time t 

)(tgv  Market factor for V2G generation at 

time t 

)),(( tiRC  Reserve cost function of unit i [$] 

EC  Emission cost function [$] 

FC  Fuel cost function of a thermal unit 

[$] 

)(iSD  Shut down cost function of i th  unit 

[$] 

)(iSU  Start- up cost function of i th  unit 

[$] 

1. Introduction 

Unit commitment (UC) is one of the most 

challenging and ubiquitous techno-economic 

decision performing processes in power system 

operation problem. Its objective is to find an 

optimal schedule of generation units minimizing 

the operation cost to satisfy the requested demand, 

subject to some system and units’ constraints. The 

UC problem has been solved in centralized power 

systems to determine when to startup or shutdown 

thermal and hydro units firstly.  As the second part 

of its duty, it must dispatch online generators to 

meet the system demand and spinning reserve 

requirements while satisfying units' constraints 

over a specific short-term time interval, so that the 

total operation cost is minimized [1]. Generally, it 

is a nonlinear, mixed integer, non-convex and 

constrained optimization problem [2]. Till now, a 

variety of numerical optimization techniques which 

can be grouped in two main groups i.e. classical 

and meta-heuristic methods, have been used to 

solve this problem. Classical methods use 

mathematical expression of the problem to find the 

optimal solution such as dynamic programming 

(DP) [3], [4] and Lagrange relaxation (LR) [5], [6] 

among the rest. Meta-heuristic methods are 

methods such as genetic algorithm (GA) [7], taboo 

search (TS) [8], and particle swarm optimization 

(PSO) [9] - [12] methods. It could be argued that a 

classic method guarantees to reach the optimal 

solution but by the cost of execution time. On the 

contrary, meta-heuristic methods have less 

computational burden but do not guarantee to reach 

the optimal solution [13].  

According to the environment friendly 

policies which force the power industry to go 

toward the restructuring and reregulation, the smart 

grid concepts are highlighted more and more. The 

demand response (DR), demand side management 

(DSM), and electric vehicles (EVs) integration to 

the power grid can be named as some of the 

opportunities for potential environmental impacts 

of the smart grids [14]. Vehicle to grid (V2G) is 

one of the most important issues among these key 

opportunities. As V2Gs can receive/inject energy 

from/to grid, they have received worldwide 
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attention in recent years. However, efficient V2G-

parking scheduling results in: reduce the 

dependencies on small expensive units, their stored 

energy decreases running costs and increases 

spinning reserve, efficiently managing the load and 

renewable energy generation fluctuation, emission 

effects and cost deceleration [14], [15]. Increasing 

the number of plug-in electric vehicles (PEVs) in 

the transportation system, V2G-parkings seem the 

same as generation resources with the exception 

that a V2G-parking can have three states: 

consuming energy, generating energy and idle 

states. In the traditional UC problem, thermal units 

have only two states, being on (1) or off (0). 

Therefore, a new state can be introduced in the UC 

problem considering V2G technology. Hence, the 

UC problem with V2G will be more complex than 

the traditional one. In [10], the PSO method is used 

to solve the UC problem considering V2G 

technology. Simulation results show considerable 

profits for using V2G technology.  In [16], the 

integration of aggregated PEV fleets and renewable 

energy resources is studied using stochastic 

security constrained unit commitment (SCUC) in 

which the Monte Carlo method is used to model the 

uncertainties. The role of PEV aggregators as a 

source of spinning reserve in power systems is 

studied in [17]. In [11], the PSO method is used to 

study on the problem of optimal V2G 

charge/discharge scheduling in constrained parking 

lots. The effect of PEVs on the cost-based UC 

problem is investigated in [15]. In [18], a PSO-

based methodology for cost and emission 

optimization in modern power systems UC 

problem considering V2G technology is proposed. 

According to the reviewed literature, the PSO 

method can be used to solve UC with V2G 

problem. It can reliably and accurately solve very 

complex constrained optimization problems 

without any dimension limitation [9]-[12]. It can 

solve very big problems without any physical 

computer memory limits [10], [11].  Based on these 

features, PSO is used for solving the UC problem 

in a context of V2G. 

In this work, it is for the first time proposed to 

model the V2G behavior in the UC problem using 

the following three states: generating energy by 1, 

idle state by 0 and consuming energy by -1. 

Secondly, it suggests using the real time market 

price for V2G energy transactions. Note that in this 

work, the energy consumption of PEVs for 

transportation purpose is also considered. 

Generally, the system load and market price are 

considered to be time variant. Furthermore, the 

time variable can influence the operation cost and 

the market price in another manner. There are 

many countries around the world having different 

climate regimes. In some regions, the temperature 

variations during a day and night are significant, 

where power plant efficiencies may change within 

a daily period [19], [20]. As a general rule, 

reduction of efficiency at hot hours of day leads to 

operation cost increase. So, as the third part of 

contribution, this work considers this cost increase 

by variation of cost functions coefficients during 

the hot hours. On the other hand, this work 

considers different cost function coefficients for 

different time intervals.  

2. UC Problem Considering V2G Technology 

Unit commitment relates to the optimal 

scheduling on/off status of power system 

generation resources in a given time horizon. With 

development of smart grid and V2G technology 

concepts, PEV owners can make profit by charging 

their batteries in off peak times and inject power to 

the grid at the peak times. V2G technology has 

some important advantages including: reduce 

dependencies on small expensive units, decrease 

power system operation cost , load profile 

management, increasing spinning reserve and 

reliability, reduction of fuel consumption and 

pollution emission , among the rest [10], [11]. In 

order to utilize these opportunities, the system 

operator must control V2G behavior [10], [11], 

[16], [21]-[23]. To this end, the system operator 

must consider it in the UC problem. In contrast to 

the thermal units, V2Gs have three states; receiving 

power from the grid or consumption state that we 

propose to model by -1, idle state by 0 and finally 

inject power to the grid or generation state that is 

modeled by 1. Hereby, UC problem with V2G is 

more complicated than the routine UC problem. It 

tackles to intelligently scheduling thermal and 

V2G-based units so that minimum operation cost 

and optimal condition for PEV owners can be 

achieved.    

A) Objective Function  

The objective function of this problem 

consists of the fuel cost, start-up cost, shut down 

cost, emission cost, and reserve cost as the 

following [10]:  

Fuel cost of a thermal unit is usually 

expressed as a second order function of the unit 

output power as:   

),(]),(),(),(),(),([

),(

2 tiUtiPTtictiPTtibtia

tiFC





 

(1) 

Start-up cost for restarting a decommitted 

thermal unit relates to the boiler temperature. The 

cold startup needs more fuel to warm up the boiler. 

In contrast, in the hot startup less energy is required 

to restart the unit. Here, the start-up cost for PEVs 

is considered to be zero. 
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









)(),(cos_

)(),()(cos_

),(

iTtiXiftc

iTtiXiMDifth

tiSU

offoff

offoff

 
(2) 

)(__)()( ihoursciMDiT off   (3) 

Equation 3 represents the time that a unit has 

been off when is started from cold situation. When 

decommitting a unit, a shutdown cost, i.e. 

)(iSD can be applied. The emission cost of 

generating power can be applied in the cost 

function as the external cost: 

),()],()(),()()([

)),((

2 tiUtiPTictiPTicic

tiPTEC







 

(4) 

The units can offer their surplus capacity in 

the reserve market with a reserve cost, i.e. 

)),(( tiRC to achieve profit.  

Therefore, the objective function of UC in 

presence of V2G penetration is as follows [10]: 
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B) Constraints 

The generated power by committed units must 

be equal to sum of the demanded load and total 

losses, which can be formulated as the following: 
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(6) 

Maintaining the system reliability requires a 

specific value of reserve all the time that can be 

formulated as: 
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(7) 

Each unit must generate within its operation 

limits as:  

)(),()( maxmin iPtiPiP   (8) 

Commitment/decommitment time of each unit 

should be more than its minimum up/down time. 











0)],()1,([)]()1,([

0)],()1,([)](),([

tiUtiUiMDtiX

tiUtiUiMUtiX

off

on

 
(9) 

Each unit can increase/decrease its generation 

in a time interval according to its ramp up/down 

rate: 









),()1,();(),()1,(

)1,(),(;)()1,(),(

tiPtiPifiRDtiPtiP

tiPtiPifiRUtiPtiP

 

(10) 

 

At the system operation interval, a minimum 

reserve capacity must be provided by the 

committed units. 





NT

i

tRtiR
1

min )(),(  
(11) 

)(),( max iFtiF   (12) 

max)),(( EtiPE   (13) 

),()],()(),()()([

)),((

2 tiUtiPTitiPTii

tiPTE






 

(14) 

The sum of PEVs at different modes at each 

hour must be equal to the total number of V2Gs of 

the system. 

),(),(),(),( tvNtvNtvNtvN idcc   (15) 

V2Gs power generation/ consumption is as: 















)(),(

),(
),(),(

vtvVG

tvPVD
tvUtvEV



 
(16) 

A minimum SOC of V2Gs must be provided 

all the times: 

)(),( min vSOCtvSOC   (17) 

3. Particle Swarm Optimization Method 

Particle swarm optimization (PSO) is a swarm 

based evolutionary algorithm [10]. In this method, 

each particle which is a potential solution moves in 

multi-dimensional problem space with a given 

velocity. Each particle updates its velocity 

according to its flying experiences and the others. 

The i th  particle in swarm at iteration k has a 

position represented by a d-dimensional vector 

such as (18). Its velocity is calculated from (20); 

where ),( kiVd
 is the velocity of particle i  in the 

d th  dimension. The best position of particle i  

obtained until iteration k is named as particle best 

(PB) that represented by )1,,,( ktjiPB . The 

best previous position among all the particles in 
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iteration k is recorded and called global best (GB) 

that represented by )1,,( ktjGB . Particles' 

position is updated by (21). 

 ),(),...,,(),,(),( 21 kixkixkixkiX d  (18) 

 ),(),...,,(),,(),( 21 kivkivkivkiV d  (19) 

)]1,,,()1,,([

)]1,,,()1,,,([

)1,,,(),,,(

22

11







ktjixktjGBrandc

ktjixktjiPBrandc

ktjivwktjiV
 

(20) 

),,,()1,,,(),,,( ktjivktjixktjix   (21) 

It must be noted that in (20), )1,,,( ktjiv  

is the particle's current velocity and the second 

term indicates the cognitive part of PSO in which 

the given particle updates its velocity based on its 

own experiences. The social part of PSO is given 

by the third part in which the particle uses the 

experiences of other particles to update its velocity 

[10].  Specific weights are devoted to each term. 

Note that i  indicates particle number, j  represents 

generating unit/vehicle, t  is the time and k shows 

the iteration.  

C) Binary PSO for Generation Units 

As the original PSO is a real-valued method, 

in [24] a method is proposed to extend it to binary 

space. In which, the authors squashed ),,,( ktjiv  

using the following logistic functions to find 

whether ),,,( ktjix  is in on or off state (o/1). 

),,,(1

1
)),,,(Pr(

ktjive
ktjiv




 
(22) 



 


otherwise

ktjivuif
ktjix

,0

)),,,(Pr()1,0(,1
),,,(

 

(23) 

Where, )1,0(u is a uniform random number 

in range of [0, 1]. 

4. Case Studies 

The proposed method is validated in this 

section. To this end, a 6-bus test system with 3 

generation units and a 118-bus system with 54 

units are scheduled in a 24-hour horizon.   

A)  The 6-Bus Test System 

This small system is the Wood & 

Woollenberg 6-bus system. Technical data of this 

system was taken from [25]. Additional required 

data are presented in Table 1. For the first case 

study, some sub-cases are defined to present the 

V2G effects on the UC problem. In cases with 

V2G, it is assumed that there are a number of PEVs 

that have two daily trips presented in Tables 2 and 

3. Each V2G parking has various number of PEVs 

and min/max capacity of power generation and 

consumption according to its number of PEVs and 

the energy that PEVs need to trip.  PEVs in each 

V2G parking have various trip patterns. For 

example, Tables 2 and 3 say that 240 PEVs in 

parking 1 at 5:00 A.M. travel toward parking 2 and 

arrive there at 6:00 A.M. These PEVs come back 

from parking 2 at 12:00 A.M. and arrive to parking 

1 at 13:00 P.M. and so on. PEVs need various 

amount of energy for each trips pattern relating to 

the paths length. This means that each V2G parking 

consumes enough energy at suitable hours to 

charge PEVs so that PEVs in each V2G parking 

have enough energy for their trips. Amount of 

energy that each PEV needs to trip is taken from 

[16]. It is assumed to be a parking lot at each bus.  

B) The base case: No V2G penetration 

In this case, no V2G exists in the system. The 

load is assumed to have a trend in the scheduling 

time such as depicted in Fig. 1, with the peak load 

equal to 240 MW. We interest to find the optimal 

schedule of generation units. The total operation 

cost for this case is $61673. The power generation 

of the units is depicted in Fig. 2. Inspecting the 

results more closely, it is obvious that the first unit 

is the marginal generation unit. 

C)   The variable cost function coefficients-

case#1 

The performance of power plant strongly 

depends on ambient air temperature. Mass flow 

rate of air decreases in hot hours for the same 

volumetric flow rate. This causes in reduced power 

output of turbine, increasing heat rate and 

consequently an increase in the operation cost [19], 

[20]. The approximated cycle efficiency of a power 

plant is expressed as: 

2

1
1

T

T
  (24) 

Where, T1 and T2 are inlet and outlet air 

temperature to and from the compressor, 

respectively. Equation (24) certifies that the 

efficiency decreases with the increase in 

compressor inlet temperature. In this case, the 

intention is to assess the effect of this matter on the 

UC solutions. So, case 1 remains the same structure 

as the base case, except that fuel cost function 

coefficients are varied at hot hours of day in order 

to model the plant efficiency changes due to the 

ambient temperature variations. To this end, it is 

assumed that the variable cost coefficients, i.e. b 

and c of the second thermal unit is increased by 5% 

at hot hours of the day, i.e. from 12 A.M. to 4 P.M. 

Grid operation cost in this case is $61926.76. The 

cost is expectedly more than the base case cost by 

about $785.91, which is caused by coefficients 

variation of the second thermal unit. This means 
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that in regions with high temperature difference 

between day hours such as day and night times, 

fuel cost differs from the cost that calculated with 

constant fuel cost coefficients.  

The effect is shown in more detail in Fig. 3.  

It can be seen that in that hours, the second unit has 

not been committed due to its higher operation 

cost. Unit 1, the marginal unit of the base case, has 

been committed more in this case. 

D)   V2G integration-Case#2 

In case 2, V2G parking lots are integrated to 

the grid. In this case, the plants cost function 

coefficients are considered to be fixed. Assume that 

V2Gs charge/discharge their energy at real time 

market price shown in Fig. 4. Note that the initial 

number of V2Gs in parking lots 1- 6 is assumed to 

be 1000, 1000, 1000, 0, 0, and 0 V2Gs, 

respectively.  

The total operation cost in this case is 

$59431.54 which has been lowered due to V2G 

integration by about $2242.31 compared to the 

base case.  Table 4 presents the on/off status of 

thermal units and V2G parking lots for this case. 

Figs. 5 and 6 present the power transactions of 

thermal units and V2G parking lots for this case, 

respectively. Note that in Fig. 6, positive values 

indicate power generation by V2G parking lots and 

negative values represent their power consumption. 

Fig. 6 pictorially shows that the V2Gs at parking 

lots charge in off peak hours and discharge their 

stored energy in peak hours and make profit. 

E) V2G integration with variable cost 

function of thermal units-Case#3 

Case 3 is the same as case 2 with the 

exception that the variation of cost function 

coefficients is considered. Hot hours are 12:00A.M. 

to 16:00P.M. again with 5% increase in the second 

unit cost function. Grid operation cost in this case 

is $60763.54. Note that the total benefit obtained 

by V2G owners due to difference in real time 

market prices at different hours is $1439.9 for this 

case.   

F) V2G encouragement with variable cost 

functions-Case#4 

Generally, the price signal is recognized as a 

control policy of the independent system operator 

(ISO) to manage the load pattern. Hereby, the 

energy price at different time instants is increased/ 

decreased to control the load level.  So, case 4 is 

the same as case 3 with the exception that the price 

for peak time generation/ off peak consumption for 

V2Gs is different from the real time market price, 

i.e. in peak/off peak time the price of V2G 

generation/consumption is 10% over/under market 

price. Expectedly, this may help to better control 

the load pattern. Given these conditions, grid 

operation cost is $60406.45.  What makes the 

results particularly interesting is that the total 

operation cost for this case is lower than other 

cases with variable cost functions.    Note that in all 

cases, the SOC constraint of V2Gs is considered. It 

must be noted that the maximum iterations and 

particle size of the method were chosen as 120 and 

50, respectively. Note that comparison of the 

results of PSO method with those of dynamic 

programming (DP) method certified the accuracy 

of the PSO method with errors less than 5%. 

G) The IEEE 118-Bus Test System 

The second case study is the IEEE 118-Bus 

test system with 54 thermal units. Technical data 

about this system was taken from [26]. In this case 

study, it is again assumed that 6 V2G parking lots 

are located in 6 close buses, e.g. buses 82-87. For 

sake of simplicity and without loss of generality, it 

is assumed that V2Gs in parking lots have the same 

trip plan as the first case study and the initial 

number of V2Gs and the number of traveling V2Gs 

of Tables 2 and 3 have been multiplied by 8 for this 

case study. In this case, some subcases are defined 

again as bellow: 

The base case: there are no V2Gs in this 

case. The total operation cost for this system is 

$1519000. 

Case 1: in this case, no V2G exists in the 

system and let assume that the cost functions of 

thermal units in buses 100, 103, 104, 105, 107, 110, 

111, and 112 increase by 10% in hot hours, i.e. 12 

A.M. to 16 P.M.. The total operation cost is 

$1521700. As implied before, theses variations 

lead to cost increment. 

Case 2: V2Gs exist in the system and the unit 

cost functions are fixed in the scheduling horizon. 

For this case, the total cost is $1465100. 

Case 3: the cost functions are the same as 

those of case 1 and V2Gs exist in the system. The 

total cost is $1467300. 

Case 4: the same as case 2 but let assume that 

price for generation at peak times and consumption 

at off peak hours are different from the real time 

market price, i.e. in peak time the price of V2G 

generation is 25% over real time market price and 

the price for V2G consumption in off peak hours is 

25% lower than the real time market price. The 

total cost of this case is $1455700. Expectedly, this 

case has the least cost among all cases.  

Table.1. 
Thermal Units Data- Case Study 1 

Unit 
SU 

($) 

SD 

($) 

UP time 

(hours) 

Down time 

(hours) 

1 100 40 4 3 

2 200 60 3 2 

3 80 10 2 1 
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Table.2. 
PEVs First Trip Plan 

Number 

of PEVs 

Departure Arrival 

Time 
Parking 

no. 
Time 

Parking 

no. 

240 5:00 1 6:00 2 

720 6:00 1 9:00 6 

480 7:00 2 10:00 4 

720 8:00 3 10:00 5 

240 9:00 2 11:00 5 

Table.3. 
PEVs Second Trip Plan 

Number 

of PEVs 

Departure Arrival 

Time 
Parking 

no. 
Time 

Parking 

no. 

240 12:00 2 13:00 1 

480 14:00 4 17:00 2 

720 15:00 6 18:00 1 

240 19:00 5 21:00 2 

720 20:00 5 22:00 3 
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Fig. 1. The load pattern for the base case 
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Fig. 2. Generating unit outputs for the base case 
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Fig. 3. Generated power of the units for case 1 

 

Fig. 4. The real time market price of case 2 

 
Fig. 5. Power generation of thermal units in case 2 
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Fig. 6. V2G parking lots power generation/consumption- case 2 

5. Conclusion 

In this work, the unit commitment (UC) 

problem with vehicle to grid (V2G) penetration is 

solved by a binary and discrete particle swarm 

optimization (PSO) approach. Here, V2G is 

modeled by three states in the UC problem: 

generating power by 1, idle state by 0 and 

consuming power by -1. V2Gs in this study benefit 

from real time market price variations. This 

encourages V2G owners to charge in off peak 

hours and discharge in the peak load and 

consequently make profit due to spot price 

variations, taking into account their state of charge 

(SOC) limitations.  

A number of V2G parking lots having 

different number of PEVs that travel in different 

paths at different times with different traveling 

times are considered. The proposed methodology is 

examined through two dimensionally different case 

studies including a 6-Bus system with three thermal 

units and a 118-Bus test system with 54 thermal 

units.  

Taking into account the PEVs, the total 

operation cost of the system decreases and also the 

PEVs can obtain considerable profits due to 

variation of real time market prices. V2Gs can help 

the independent system operator (ISO) to control 

the load pattern. Variation of ambient temperature 

can affect the thermal units’ efficiency and system 

operation cost. In this work, this issue is considered 

in the UC with V2G penetration problem. 

 

Table.4. 
Unit Status- Case 2 

Hour/ 

Unit 
Thermal Unit no. Parking Lot no. 

 1 2 3 1 2 3 4 5 6 

1 0 1 0 1 1 1 1 1 1 

2 0 1 0 0 0 0 1 1 0 

3 0 1 1 0 0 0 0 0 0 

4 0 1 1 1 0 0 0 0 0 

5 0 0 1 0 1 0 0 0 1 

6 1 0 0 0 -1 0 0 -1 -1 

7 1 0 0 0 0 0 0 0 0 

8 1 0 0 0 1 0 0 1 0 

9 1 1 0 0 1 0 0 0 0 

10 1 1 1 0 -1 0 0 0 -1 

11 0 1 1 0 0 0 1 -1 -1 

12 0 1 1 -1 0 0 -1 1 0 

13 0 1 1 0 0 0 0 0 0 

14 0 1 1 1 0 0 0 0 1 

15 0 1 1 0 0 0 1 1 0 

16 1 1 0 -1 0 0 0 -1 0 

17 1 0 1 0 0 0 0 -1 0 

18 1 0 1 -1 -1 0 0 -1 1 

19 1 1 0 0 0 0 -1 1 0 

20 0 1 1 0 1 0 1 0 0 

21 0 1 1 1 0 0 0 0 0 

22 0 0 1 0 0 0 0 1 0 

23 0 0 1 -1 0 0 -1 0 -1 

24 1 0 0 0 0 0 0 0 0 

 

2 4 6 8 10 12 14 16 18 20 22 24
-6

-4

-2

0

2

4

6

8

10

12

 	Scheduling Hour

P
ow

er
 [

M
W

]

 

 

Parking Lot 1

Parking Lot 2

Parking Lot 3

Parking Lot 4

Parking Lot 5

Parking Lot 6



International Journal of  Smart Electrical Engineering, Vol.6, No.4, Fall 2017                    ISSN:  2251-9246  
EISSN: 2345-6221  

152 

References 

[1] J. M. Arroyo and A. J. Conejo,“Optimal response of a 
thermal unit to an electricity spot market,” IEEE Trans. 
Power Syst., vol. 15, no. 3, pp. 1098–1104, Aug. 2000. 

[2] S. H. Hosseini, A. Khodaei, and F. Aminifar, “A Novel 
Straightforward Unit Commitment Method for Large-
Scale Power Systems,” IEEE Trans.  Power Syst, vol. 22, 
no. 4, Nov. 2007. 

[3] P. K. Singhal and R. N. Sharma,” Dynamic Programming 
Approach for Large Scale Unit Commitment Problem,” 
Proc. IEEE. Int. Comunication and Network, 2011. 

[4] S. Muralidharan, V. M. Kumar, and A. Baalavignesh,” 
Thermal Unit Commitment Using FLAC Guided Modified 
Dynamic Programming Approach,” in. Proc. IEEE. Int. 
Conf. Recent Advancements in Electrical, Electronics and 
Control, 2011. 

[5] W. OngsakulC and  N. Petcharaks,” Unit Commitment by 
Enhanced Adaptive Lagrangian Relaxation,” IEEE Trans. 
Power Syst., vol. 19, no.1, 2004. 

[6] C.P. Cheng, C.W. Liu, and C. C. Liu, ” Unit Commitment 
by Lagrangian Relaxation and Genetic Algorithms,” IEEE 
Trans. Power Syst., vol. 15, no.2, 2000.  

[7] S. Jallilzadeh and Y. Pirhayati,“An Improved Genetic 
Algorithm for Unit Commitment Problem with lowest 
cost,” ”, in Proc. IEEE .int. Conf. Intelligent computing, 
2009. 

[8] H. Mori and O. Matsuzaki,” A Parallel Tabu Search 
Approach to Unit Commitment in Power Systems,” ”, in 
Proc. IEEE .int. Conf. man and cybernetics,1999.  

[9] V. S. Papula and I. Erlich, ”A New Approach for Solving 
the Unit Commitment Problem by Adaptive Particle 
Swarm Optimization,” in Proc. IEEE  int. Conf. man and 
cyb. 1999. 

[10] A. E.  Kherameh, M. Aien, M. Rashidinejad and M 
Fotuhi-Firouzabad, “A Particle Swarm Optimization 
Approach for Robust Unit Commitment with significant 
Vehicle-to-Grid penetration”, in Proc. IEEE .int. Conf. 
intelligent systems, Bam, Iran, 2014. 

[11] A. Y. Saber and G. K. Venayagamaoorthy, " Optimization 
of vehicle-to-grid scheduling in constrained parking lots",  
in Proc. IEEE Power & Energy Soc. General meeting, 
2009. 

[12] T. Logenthiran and D. Srinivasan,” Particle Swarm 
Optimization for Unit Commitment Problem” in Proc. 
IEEE .int. Conf. probabilistic methods applied to power 
systems, 2011. 

[13] M. I. Hosny, "Investigating heuristic and meta heuristic 
algorithms for solving pickup and delivery problems," 
PhD thesis, Cardif Uni., School of computer science & 
informatics, 2010. 

[14] D. Huber, Z. Taylor, and S. Knudsen,” Environmental 
Impacts of Smart Grid” Tech. Report, Jan. 2011. 

[15] E. Talebi, M. Rashidinejad and A. Abdollahi, “Evaluation 
of Plug-in Electric vehicles Impact on Cost-Based Unit 
Commitment”, Journal of Power Sources, vol. 248 , 2013. 

[16] M. E. Khodayar, L. Wu, and M. Shahidehpour, “Hourly 
coordination of electric vehicle operation and volatile wind 
power generation on SCUC,”   IEEE Trans. Smart Grids, 
vol. 3, no. 3, 2012.  

[17] M. Rahmani-andelibi, “Plug in electric vehicles aggregator 
as a source of spinning reserve”, Int. Journal of Energy 
Eng., vol. 2, no. 4, 2012.  

[18] A. Y. Saber and G. Kumar Venayagamoorthy “Intelligent 
unit commitment with vehicle to grid- a cost-emmision 
optimization ”, Journal of Power Sources, vol. 195, 2010. 

[19] S. Singh and R. Kumar, " Ambient temperature effect on 
power plant performance" Int. Jour. Eng. Sci. & Tech. 
(IJEST), vol. 4, no. 8, 2012. 

[20] M. Salari and A. Vosough, "The effect of ambient 
temperature to power plant efficiency" 2nd int Conf. 
Mech. Prod. and Auto. Eng. (ICMPAE2012), Singapour, 
April 28-29, 2012.  

[21] Y. He, B. Venkatesh, and L. Guan, “Optimal scheduling of 
charging and discharging of electric vehicles” IEEE Trans. 
Smart Grids, vol. 3 ,no. 3 , 2012.  

[22] F. Li, W. Qiao, H. Sun, H. Wan, J. Wang, Y. Xia, Z. Xu, 
and P. Zhang, “Smart Transmission Grid: Vision and 
Framework,” IEEE Trans. Smart Grid, vol. 1, no. 2, 2010. 

[23]  W. Shireen and S. Patel, “Plug-in Hybrid Electric vehicles 
in the smart grid environment,” in Proc. of IEEE PES 
Transmission and Distribution Conference and Exposition, 
2010. 

[24] J. Kennedy and R.C. Eberhart, " A discrete binary version 
of the particle swarm algorithm," in Proc. IEEE 
Conference on Syst., Man, and Cyb., 1997. 

[25] R. Zimmeran, E. Murillo-Sanchez, and D. Gan, 
“Mathpower: A MATLAB power system simulation 
package,” 2006. 

[26]  Motor.ece.iit.edu/ data/SCUC_118test.xls 

 
 


