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Abstract 

Fault diagnosis has always been an essential aspect of control system design. This is necessary due to the growing demand for 

increased performance and safety of industrial systems is discussed. Diagnostic classification is not necessarily a problem because 

we need a mapping from the measurement space to state space system fault will be done. Support vector machine classifier is a 

new technique based on statistical learning theory and is designed to reduce structural bias. It is famous because of the ability to 

generalize of Support Vector Machine is significant when compared to conventional classification algorithms offers. Support vector 

machine classification in many applications in various fields of machine learning has been successful and appears to be effective 

for fault diagnosis in industrial systems. This project is to design a support vector machine fault diagnosis system for a distillation 

tower as a key component of the process. The study included 41 stage distillation condenser and boiler theory is that a combination 

of two partial products of 99% purity breaks Based on the calculations, modeling and simulation is a tray to tray. Considering the 

variety of different origins faults in the system under study, a multi-class classification problem can be achieved two techniques 

commonly used to solve multi-class classification for support vector machine as "one to one" and "one against all" is used. The 

classifier models designed to detect faults in the systems studied were evaluated as successful results were obtained for all types of 

faults. The model was designed based on the speed in detecting various faults were compared on the basis of support vector machine 

model based on a technique called "One on One" have delivered a better performance. 
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1. Introduction 

Faults can always be expected to occur in 

different forms during the running time of any 

dynamic system. These faults can occur as any change 

in the physical conditions of the various components 

of system, control equipment as well as external 

conditions. Faults can appear as such as pressure 

deviation or partial temperature of the system from 

normal, or physical changes to system components 

such as leakage, decay, bursting, valve retention, and 

so on. Even changes in non-measurable system 

variables, such as the heat transfer coefficient in a heat 

exchanger, can be a sign of fault. To be more precise, 

any deviation of characteristic properties or system 

parameters from acceptable values or standard 

conditions can be considered as fault [1]. Fault 

diagnosis in this work means the discovery of the root 

and the cause of the fault. In fact, the physical cause of 

the fault, such as failure in a sensor, change in inlet 

fluid flow, leakage in transmission pipes, and so on 

must be determined. Research into fault diagnosis and 

identification, not only to reduce economic costs but 

more importantly to secure and protect human lives, 

has received much attention in recent decades. The 

catastrophe at the 1986 Chernobyl nuclear power plant 
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is a good example of the importance of studying fault 

in order to achieve modern high security control 

systems. Full reliance on the human operator to deal 

with abnormal events is becoming increasingly 

difficult with complex systems under control in many 

respects. For a process operator, it is very difficult to 

detect the occurrence of an fault by timely evaluating 

the numerous physical variables that are nowadays 

measured and recorded in modern control systems. 

Faults are much more difficult to distinguish and 

identify because of the huge amount of process 

knowledge they need and the timely diagnosis of 

faults. It also should be noted the possibility of human 

faults in decisions, because, as has been reported in 

previous work, much of industrial accidents that 

occurred due to human faults [2]. These problems 

highlight the necessity of machine fault diagnosis and 

the production of automated decision-making tools to 

assist the human operator in detecting abnormal 

behavior in modern control systems. Hence, both 

academic researchers and industry activists have been 

keen to work in this field for decades. 

2. Fault diagnosis in a dual-distillation tower 

A) Introduction 

Distillation is one of the most important 

separation processes used in chemical process units. 

This is done in the distillation tower and after the 

distillation operation, the feed is divided into two or 

more products with different concentrations. In order 

to achieve optimum quality, distillation tower 

conditions must be controlled. For this purpose, fault 

diagnosis is one of the essential requirements. Changes 

in input fluid characteristics are one of the most 

important faults that directly affect output quality. 

These changes must first be identified by the fault 

diagnosis system to take further steps to address the 

fault and eliminate its adverse effect on the system 

output. Typically, the design of a fault diagnosis 

system is based on data obtained from a simulated 

model. For the distillation tower, this simulated model 

is derived from physical equations in the form of tray-

to-tray calculations. Using a simulated model for fault 

diagnosis allows the appropriate amount of data to be 

retrieved from the system and also to simulate 

variables that cannot be measured online in a real 

process. As a result, a more detailed analysis of the 

performance of the fault diagnosis system and the 

optimal design can be achieved. If we are to design a 

fault diagnosis system based on the performance of the 

actual model, there must first be a process fault, a 

variety of possible faults, and process performance 

data. Each of these fault modes has been collected and 

therefore it would not be possible to design a fault 

diagnosis system before the system fault occurred. 

Here, we seek to design and implement a system for 

the diagnosis and classification of all types of faults in 

a two-part continuous distillation tower using a 

support vector machine class. Distillation tower 

modeling and simulation is then performed. It also 

discusses how to obtain fault data from the simulated 

model. In the next steps, it presents the method of 

designing and implementing a fault diagnosis system 

using a backup vector machine based on the data 

obtained. In this section, the support vector machine 

based on two common techniques one against one and 

one against all will be used to solve the problem of 

multi-class fault diagnosis. Finally, the following 

systems are designed to evaluate and compare the 

performance of the model online.  

B)  Distillation modeling and simulation 

The two-part distillation tower referred to in [38] 

has been studied as "column A". The tower has 41 

stages of theory including a condenser and a welder 

that breaks down a two-component compound with a 

relative volatility of 1.5 to products with 99% purity. 

The schematic diagram of the distillation tower is 

shown below. 

 

Fig. 1. Schematic diagram of the distillation tower studied 

This section presents the distillation modeling 

equations. In the modeling of the tower, the following 

assumptions are taken into account: 

 Composition of two-component inlet fluid. 

 The pressure on the tower is constant. 
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 Relative volatility is constant. 

 Balance is maintained at all stages. 

 The distillation is performed in the condenser 

completely. 

 Discard steam. 

 Linear fluid dynamics are assumed but the vapor 

flow effect ("K-2 effect") is considered. 

 

Although these assumptions seem rigorous, the 

important effects of distillation dynamics that are 

required for fault diagnosis work are taken into 

account in the resulting model. Before presenting the 

model equations, the list of signs and variables of the 

tower are listed in the table 1. The names of the tower 

variables are also presented in the table 2. 

3. Dynamic Basic Equations of Distillation Tower 

 Total mass balance equation in step i: 

 
𝑑𝑀𝑖

𝑑𝑡
= 𝐿𝑖+1 − 𝐿𝑖 + 𝑉𝑖−1 − 𝑉𝑖                                     

 

 Mass balance equation for light component in step 

i: 

 
𝑑(𝑀𝑖𝑥𝑖)

𝑑𝑡
= 𝐿𝑖+1𝑥𝑖+1 + 𝑉𝑖−1𝑦𝑖−1 − 𝐿𝑖𝑥𝑖 − 𝑉𝑖𝑦𝑖       

 

Which results for the molar percentage derivative 

of the light component in the liquid: 

 

𝑑𝑥𝑖

𝑑𝑡
=

(
𝑑(𝑀𝑖𝑥𝑖)

𝑑𝑡
− 𝑥𝑖

𝑑𝑀𝑖
𝑑𝑡

)

𝑀𝑖
                                     

 

 Algebraic Equations: 

 

The vapor concentration of yi is related to the 

liquid concentration of xi in the same step by the 

algebraic liquid-vapor equilibrium equation: 

 

𝑦𝑖 =
𝛼𝑥𝑖

1 + (𝛼 − 1)𝑥𝑖
                                                   

Given the steady flow of steam and not taking into 

account the dynamic effect of steam, we will have the 

following statement for steam discharge (at all stages 

except the feed stage): 
𝑉𝑖 = 𝑉𝑖−1            

 

And for the feed stage: 
𝑉𝑁𝐹 = 𝑉𝑁𝐹−1 + (1 − 𝑞𝐹)𝐹                                      
 

 

 

Table.1. 
List of signs and variables of the tower  

 

V Description (unit) 

i Step number (1 = boiling point, NF = feed stage 
and NT = condenser) 

α Relative volatility between light and heavy fluid 

τ Time constant for fluid flow dynamics at each step 

λ Constant Effect of Steam Flow on Liquid Flow 

("K2-effect)" 
Li Liquid flow  in phase i (kmol / min) 

Vi Steam  flow  in phase i (kmol / min) 

xi Light component concentration in liquid in phase i 

(mol fraction) 

yi Light component concentration in vapor in phase i 
(mole fraction) 

Mi Liquid retention in phase i (kmol) 

D High flow distillation product flow  rate (kmol / 

min) 
yD High product concentration (mole fraction) 

B Low distillation tower flow  rate (kmol / min) 

xB Low  mole fraction product concentration 

L=LT Recirculating fluid flow  rate (kmol / min) 

V=VB Steam  tower flow  rate (kmol / min) 

F Input feed rate (kmol / min) 

ZF Mole fraction of input feed 

qF Percentage of steam  in the feed 

Table.2. 
Tower Variables 

 

Variables Nominal value 

NT 41 

NF 21 

τ 0.063 min 

λ 0 min 

D 0.5 kmol/min 

yD 0.99  

B 0.5 kmol/min 

xB 0.01 

L=LT 2.706 kmol/min 

V=VB      3.206 kmol/min 

F 1 kmol/min 

ZF 0.5 

qF 1 
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The fluid flow depends on the amount of fluid 

retention and the steam flow with the following 

relationship: 

𝐿𝑖 = 𝐿0𝑖 +
𝑀𝑖 − 𝑀0𝑖

𝜏
+ (𝑉𝑖−1 − 𝑉0𝑖−1)𝜆               

 

Where L0i and M0i are the nominal values for 

fluid flow and fluid retention in phase i, respectively. 

The above equations are for all stages except the 

highest (condenser), lowest (boiling) and feedstock. 

We have the following equations for these steps. 

For the feed stage (i = NF): 
𝑑𝑀𝑖

𝑑𝑡
= 𝐿𝑖+1 − 𝐿𝑖 + 𝑉𝑖−1 − 𝑉𝑖 + 𝐹                                        

 
𝑑(𝑀𝑖𝑥𝑖)

𝑑𝑡
= 𝐿𝑖+1𝑥𝑖+1 + 𝑉𝑖−1𝑦𝑖−1 − 𝐿𝑖𝑥𝑖 − 𝑉𝑖𝑦𝑖 + 𝐹𝑧𝐹        

 

For condenser: (i=NT, MNT = MD, LNT=LT) 
𝑑𝑀𝑖

𝑑𝑡
= 𝑉𝑖−1 − 𝐿𝑖 − 𝐷                                              

𝑑(𝑀𝑖𝑥𝑖)

𝑑𝑡
= 𝑉𝑖−1𝑦𝑖−1 − 𝐿𝑖𝑥𝑖 − 𝐷𝑥𝑖                        

 
And for boiling (i=1, Mi = MB, Vi = VB = V): 

 
𝑑𝑀𝑖

𝑑𝑡
= 𝐿𝑖+1 − 𝑉𝑖 − 𝐵                                            

𝑑(𝑀𝑖𝑥𝑖)

𝑑𝑡
= 𝐿𝑖+1𝑥𝑖+1 − 𝑉𝑖𝑦𝑖 − 𝐵𝑥𝑖                        

4.  Fault simulation and data generation 

The modeled distillation tower consists of a 

manipulated variable face (L, V, B , D) and four control 

variables (MD, MB, xB, xD) that are unstable in the open 

loop. To stabilize the model, we used two PI 

controllers to control the water level in the boiler (MB) 

and condenser (MD) by manipulating the low product 

discharge (B) and high product (D) variables, 

respectively. For each of the controllers, the values of 

proportional interest 1 and integral interest are 0.5. The 

liquid flow (L) and vapor flow (V) variables can then 

be used to control high and low product concentrations 

(xB, xD). This control structure is called the L-V 

structure [39]. It is worth noting, however, that since 

the concentration measurement online is difficult and 

costly to use in the distillation tower, the inference 

control system is used to control it. Thus, instead of 

directly measuring the concentration of high and low 

products (xB, xD), they are measuring the temperatures 

of high tray (T39) and low tray (T1), respectively, and 

by using them, the concentration values are estimated. 

[40]. Since the implementation of the inferential 

control system is not part of the objectives of this 

project, the distillation tower is simulated in terms of 

open loop concentration variables for the design and 

implementation of the fault diagnosis system. Next, 

system faults should be simulated. For this purpose, in 

this work, five types of faults due to changes in input 

feed variables are considered. These faults are shown 

in the table 3, which include changes in feed rate (F), 

change in feed concentration (zF) and change in feed 

vapor percentage (qF). 

Table.3. 
Changing feed rate(F) in different faults 

Fault root       Fault 

Increase in input feed rate (F> 1 kmol / min) Fault 1      

Decrease in feed feed rate (F <1 kmol / min Fault 2      

Increase in input feed concentration (ZF <0.5) Fault 3      

Decrease in feed concentration (0.5> ZF) Fault 4      

Fluidization of a portion of the input feed (1> qF) Fault 5      

 

To simulate each fault, the system is executed 

when a step change is considered in the corresponding 

variable and the other variables are kept constant in 

their name state. System simulation was performed in 

normal operation mode as well as various fault modes 

in MATLAB environment. The simulated model was 

run 6 times corresponding to a normal mode and 5 

different fault types. The simulated model runs for 200 

minutes for each operating mode because in each fault, 

after 200 minutes of simulation, the tower variables 

reach a new steady state after a transient state. To solve 

the simulated equations, ODESOLVER in MATLAB 

and ODE45 function with 1 second integration time 

are used. 

Although all the distillation tower variables, 

including the concentration, retention and temperature 

of all steps, are derived from the simulated model, but 

of all the variables, the only variables that are actually 

measured from a real distillation system are measured 

as variables. They should be recorded and later 

included as input to the fault diagnosis algorithm. The 

variables measured from the tower are the manipulable 

variables and the control variables as mentioned at the 

beginning of the section, including liquid level 

variables in the welder (MB), liquid level in the 

condenser (MD), high tray temperature (T39), 

temperature Low tray (T1), high product flow (D), low 

product flow (B), liquid flow (L) and steam flow (V). 

Also, since the control system is not considered for 

concentration control, the manipulable variables L and 

V are always constant and equal to their nominal 

values during the simulation, so we exclude them from 

the set of measured variables. As a result, at each 
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simulation moment, the measurement vector contains 

6 variables as follows: 
𝑋 = [𝑀𝐵, 𝑀𝐷, 𝑇1, 𝑇39, 𝐷, 𝐵]                 

 

Also, some Gaussian noise as a measurement 

noise was added to all the measured variables to bring 

the data from the simulated model as close as possible 

to the actual data. The following figure shows the 

measurement variables under normal operation mode 

as well as various faults for 200 minutes of simulation. 

 

 
Fig. 2. Distillation function in normal mode and various faults 
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5.  Training the classifier 

Next, the classification algorithm should be 

designed using the data sampled from the simulation 

model. Typically, each algorithm has parameter 

classification or parameters that must be appropriately 

selected during training to achieve optimal 

performance. For example, for neural networks, the 

number of hidden layers as well as the number of 

neurons within these layers should be determined. For 

the support vector machine, the penalty parameter C 

must be set before training the algorithm. 

Also, if you want to use a nonlinear classifier, 

which in most cases is necessary to take into account 

the nonlinearity of the systems, it is necessary to 

specify a proper kernel function as well as the values 

of its related parameters. Of the various kernels 

introduced for this purpose, the Gaussian function is 

the most common. The Gaussian kernel function is 

determined by only one parameter (γ) that can 

approximate the linear kernel functions as well as 

polynomials by setting this parameter. It also faces 

fewer numerical problems than the polynomial kernel 

and sigmoid [44]. Hence in this work we use Gaussian 

kernel function for nonlinear backup vector machine. 

Therefore, in order to train the algorithm, parameter 

pairs (C, γ) must be selected. The selection of the 

parameters of the model design classification 

algorithm is called. Model design is a major step in 

teaching the classification algorithm. 

A) Online evaluation of the fault diagnosis 

system 

We have defined all the faults that occur for the 

system, both abruptly and incipiently for 100 minutes 

of tower performance, simulated, and at each 

simulation moment the measured variables of the 

system are designed to both algorithms. (One against 

one and one against all) are presented and the output 

of each algorithm is recorded at the same instant. The 

output of the fault diagnosis algorithm for each input 

data at any given moment is, in fact, a discrete value 

indicating the operating state of the system. For both 

abrupt and incipient fault, the fault start time was set 

to zero, so it has been operating from the very 

beginning of the system simulation in the desired fault 

state. Also, the fault session time was set to incipient 

fault and 100 minutes for all faults. The following 

figures show the results. Note that zero output in these 

diagrams means the normal state of the system. 

As can be seen from the results, both models 

work one against one and one against all against the 

diagnosis and diagnosis of all faults in both abrupt and 

incipient failure, though in some cases at the beginning 

of time Fault startups, system operating state not 

correctly detected. Also, for all fault cases, as 

expected, both models were able to detect abrupt type 

faults in a shorter time than incipient type faults. 

Because, as mentioned, the incipient faults in the early 

simulation times are low intensity and do not cause 

significant deviation in the system variables. But as 

time goes on, the fault grows and exerts its effect on 

the system, so as shown in the graphs, both algorithms 

designed at the beginning of the fault classify the 

system as normal. Also, in most cases (faults 1, 2 and 

5) after some time the fault in the system has been 

detected by the algorithm but the type of fault has been 

misidentified. Finally, the algorithm has been able to 

correctly identify and report the type of fault at the end 

times when the fault approaches its session state. It 

should be noted, however, that this behavior of the 

algorithms designed to detect incipient faults should 

not be regarded as weaknesses of the algorithm. 

Because, as discussed earlier in this section, incipient 

faults are not easy to identify for each fault diagnosis 

algorithm because of the type of behavior they have. 

In sum, if an algorithm can detect an incipient fault 

before the fault arrives at its session time, it can be 

stated that the algorithm has been successful in 

detecting that fault. Therefore, given the diagrams 

since all the simulated incipient faults in this work are 

correctly identified before their session time (100 

minutes) is correct, the performance of both 

algorithms designed in this work can be considered 

acceptable. As can be seen, the performance of one-to-

one and one-to-one algorithms are very similar in most 

cases.  

In order to evaluate the performance of these two 

algorithms more precisely and quantitatively compare 

them, we define the diagnosis time parameter as the 

first time that the algorithm has been able to detect a 

fault in the system. Of course, this diagnosis can be 

true if the fault label predicted by the algorithm 

matches the actual label of the fault occurring in the 

system and is otherwise incorrect. According to this 

definition, diagnosis times for abrupt and incipient 

faults are also reported respectively. As can be seen, 

the performance of the two algorithms one against one 

and one against all is very close to each other, but in 

most cases and also based on the calculated average 

fault, the algorithm has been more successful against 

one.  

Previous work has also compared the 

performance of the two algorithms based on 

classification accuracy, with the predominance of 
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algorithm one over the other [36]. It should be noted, 

however, that, as noted earlier, the ratio of binary 

classes in algorithm one to one in binary classes in 

algorithm one is equal to m-1 (m is the number of 

classes). This ratio is significant for problems with 

high class numbers, which makes the computation 

volume one by one much larger than one by all. Thus, 

although one-to-one algorithms may often provide 

more classification power than one-to-all, as the 

results in this work indicate, but for problems with 

high class numbers, many becoming an educational 

calculator is not recommended. 

6. Conclusion 

In this work, fault diagnosis, which means 

finding the root of the fault occurring in a dynamic 

system, was investigated using pattern recognition 

techniques or classification techniques. In Section 2, it 

is argued that the main idea behind pattern recognition 

fault-based methods is that the fault of different origins 

affects the system variables in different ways and 

excludes them from their normal states. In this case, 

any operating mode of the system, both normal or fault 

types can be considered as a template, and data from 

different system measurements in each of these 

patterns are introduced to the pattern recognition 

algorithm. Then the pattern recognition algorithm 

based on the different working patterns of the training 

system will then be able to separate the trained patterns 

and predict the working state of the system for each 

new input data.  

 

 

Fig. 3. Model one-to-one output in detecting abrupt faults 
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Fig. 4. Model output one against all in detecting abrupt faults 

 



International Journal of  Smart Electrical Engineering, Vol.8, No.3, Summer 2019                    ISSN:  2251-9246  
EISSN: 2345-6221 

 

113 

 

Fig. 5. Model one-by-one output in the diagnosis of incipient faults 
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Fig. 6. Model output one against all in the diagnosis of incipient faults 

The most important advantage of these methods 

is that there is no need for quantitative mathematical 

modeling or qualitative knowledge of the system 

under study, and the fault diagnosis algorithm is 

designed only using data collected from system 

historical performance. Of course, there is a need for 

all modes of data system operation as well as the 

quality and quantity of data available has a direct 

impact on the performance of the designed system. 

The main disadvantage of these methods is that the 

designed pattern recognition algorithm is only able to 

detect the faults based on which it is trained and fails 

to identify faults where the training data was not 

available. It was found that among the various 

methods available for classification, the powerful 

back-vector algorithm is more popular. It was pointed 

out that vector machine support is a new machine 

learning method designed to reduce structural fault. 

This means that in support vector machine training, 

unlike previous classification methods, it is not only 

about reducing the fault for the training data but also 

about the fault process for the training of the neglected 

data. For this purpose, a parameter named margin was 

introduced in relation to the two-class data splitter 

pages, and it was noted that based on statistical 

learning theories, the optimal splitter page with the 

least fault for the ignored data is the page with the most 

margins. Be it. According to this principle, the 

objective function in the support vector machine is 

defined to obtain the most margin. A significant 
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reduction in generalization fault compared to classical 

classification methods is one of the most important 

advantages of a support vector machine, especially 

when it comes to quantitative training data. One of the 

major disadvantages of a support vector machine is 

that it is designed to solve two-class problems and 

cannot be directly used in multi-class problems. In 

practice, however, we encounter a multi-class problem 

in many classification applications, including the fault 

diagnosis discussed in this article. To solve this 

problem, two techniques were introduced, one against 

one and one against all, which are based on converting 

a multi-class problem into several two-class problems 

and then using a support vector machine to solve these 

two-class problems. 

In this work, a two-component distillation tower 

was selected as the case study. Dynamic equations of 

this distillation tower were obtained by tray-to-tray 

calculations and then these equations were 

programmed in MATLAB environment. In this way, a 

simulated model was developed that used the data 

needed for the fault diagnosis algorithm. For this 

purpose 5 types of faults of different origin were 

defined and simulated distillation was performed 

under each of these faults and different measurements 

were recorded. Then, using the data obtained, the 

classification vector algorithm was designed based on 

the support vector machine as a fault diagnosis system. 

Since we faced a multi-class classification problem, 

we used one-to-one and one-to-one techniques and 

trained two different classification models. The most 

important issue to consider in class instruction is the 

correct selection of the training parameters of the 

models, using a method called cross-evaluation based 

on the network search process. Finally, the designed 

models were evaluated in the online distillation 

performance. In evaluating online classification 

models, two different types of abrupt and incipient 

faults were considered, both models being able to 

correctly detect all faults in the system. However, by 

introducing a parameter called the diagnosis time, 

which represents the time between the start of the fault 

in the system and its diagnosis by the fault diagnosis 

algorithm, it was found that the model based on the 

one-to-one technique performed better. However, 

using one-to-one techniques in fault diagnosis 

problems with a high number of faults is not 

recommended due to the high amount of training 

calculations. 
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