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Abstract 

Listening to the sound signals of the heart is considered one of the most non-invasive and easy 

ways to diagnose the irregularities of the human heart, the correct analysis of which requires the 

knowledge and experience of a specialist doctor. The purpose of this paper is to design and 

implement a computer-aided diagnosis (CAD) system for detecting and classifying normal and 

abnormal heart sounds from phonocardiogram (PCG) signals. To perform experiments, the 

PhysioNet database was used. In the pre-processing step, noise and environmental disturbances in 

the PCG signals are removed using band-pass Butterworth filters. Then, discrete wavelet 

transforms (DWT), group-based Sparse, and tensor decomposition are used to extract features 

from PCG signals. Finally, the support vector machine (SVM), the k-nearest neighbors (KNN), 

naive Bayes (NB), the classification and regression tree (CART), and multi-layer perceptron 

(MLP) were used for the classification step. The employment of DWT, group-based sparse, and 

tensor decomposition for detection features is the novelty of this paper. The proposed method 

demonstrated better performance compared to other methods used in different papers. The 

proposed DWT, group-based sparse and tensor decomposition-NB method had a high accuracy 

rate of 95.3%. Also, the combination of PCG feature extraction methods increases the accuracy 

of the CAD system in diagnosing abnormal heart sounds. The proposed method in this paper uses 

different methods for extracting features, and their classification has high accuracy for abnormal 

sound detection. 
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  1. INTRODUCTION 
 

Heart disease is one of the most common 

causes of death worldwide [1]. Cardiac 
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valvular abnormalities include a wide range 

of diseases such as aortic valve stenosis, 

mitral valve stenosis, aortic and mitral valve 

insufficiency, etc. Timely diagnosis of 

valvular abnormalities of the heart will help 

prevent the spread of the disease, treat and 

eradicate it [2]. Auscultation of the heart is a 

method that has been used for a long time to 

diagnose cardiac abnormalities [3]. The main 

sounds of the heart are low-frequency sounds 

called s1 and s2 [4]. In sick people, in 

addition to the main sounds of the heart, other 

high-frequency sounds are heard as murmurs. 

Due to the transient and non-stationary nature 

of the heart sound, it is difficult to recognize 

heart abnormalities from the heart sound, 

which requires years of practice and 

experience [5]. Due to the importance of 

timely diagnosis of heart diseases, signal 

processing specialists have conducted 

research to solve this problem in recent years 

for the automatic detection and classification 

of heart sounds. 

There are various approaches for heart 

sound classification, which can generally be 

classified into four stages: noise elimination, 

feature extraction, feature selection, and 

signal classification [6, 7]. The accuracy of 

heart sound detection and classification is 

generally influenced by these four stages. In 

[8], multi-domain features and SVM are 

presented to classify healthy and unhealthy 

heart sounds. In [9], a short-time Fourier 

transform is used to extract features, and a 

deep neural network (DNN) algorithm is 

used to classify heart sounds. In [10], fast 

Fourier transform and Levinson-Durbin auto-

regression algorithms are used to extract 

features, and multilayer perceptron 

algorithms and RBF are used to classify heart 

sounds. In [11], the fast Fourier transform of 

the energy spectrum is used to extract the 

features, and the artificial neural network is 

used to classify the heart sound. In [2], Mel 

Frequency Cepstral Coefficient (MFCCs) 

and discrete wavelet transform (DWT) 

algorithms are used to extract the features, 

and then the deep neural network algorithm 

is used to classify the heart signal. In [12], 

sparse coding and SVM algorithms are 

proposed to identify spectral features and 

heart sound classification, respectively. This 

method has classified the sound of the heart 

into two classes: normal and abnormal sound. 

In [13], wavelet transform, short-time Fourier 

transform, and wavelet entropy are used to 

extract features, and least-squares support 

vector machine (LS-SVM) classification is 

used to distinguish normal sounds from 

abnormal sounds. In [14], DWT and Shannon 

entropy are used to extract features and 

reduce the dimensions of the feature vector, 

respectively, and finally, the adaptive neuro-

fuzzy inference classifier is used effectively 

for diagnosing heart valve disease. In [15], 

the tensor decomposition method and SVM 

algorithm are proposed for heart sound 

classification. In this method, important 

information on the pathology and physiology 

of the heart sound signal is extracted using 

tensor analysis, and then the SVM algorithm 

is used to classify the sick heart sound signal 

from the healthy heart sound signal. 

Most heart sound detection methods are 

sensitive to the location of the sound 

recording. The main reason for this issue 

comes from the fact that the sounds related to 

heart function and breathing sounds in the 

lungs have a short period of time, and 

therefore, in this short period of time, several 
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different sounds will be heard from the chest 

area. This limitation motivated the proposal 

of a combination of methods. In this 

proposed method, DWT, group-based sparse, 

and tensor decomposition are used to extract 

features. Although these methods alone have 

been used in some articles, the use of these 

three methods to identify the features is a 

completely new solution that results in the 

best characteristics of the signal. In the sparse 

method, the relationship between the steps is 

not considered. In this article, to solve the 

mentioned problem, group-based sparse 

representation is used in order to increase 

sparse efficiency. Therefore, another 

innovation is the use of group-based sparse, 

which will increase efficiency and reduce 

computational complexity. Another 

innovation of the article is the review of 

classification algorithms such as SVM, KNN, 

NB, CART, and MLP. 

The organization of the paper is as follows: 

In Section 2, methods are described, and in 

Section 3, the simulation results are 

reviewed. Finally, Section 4 concludes the 

paper. 

 

2. MATERIALS AND METHODS 
 

In this paper, the proposed method for heart 

sound classification is composed of main 

stages: noise removal by Butterworth filter, 

extracting features by DWT, group-based 

sparse, and tensor decomposition and 

classification using famous algorithms such 

as SVM [16], KNN [17], NB [18], CART 

[19], and MLP [20], according to Figure 1. 

 

2.1. Preprocessing 
 

The audio signal is affected by disturbances 

and noises inside or outside the body, and for 

this reason, a filter is needed that can remove 

the unwanted parts of the audio signal of the 

heart to a significant extent. In noise analysis, 

it has been shown that often, the frequency of 

the original signal is different from the noise 

frequency. If a quiet environment is used to 

record heart sound signals, then only residual 

disturbances inside the body will accompany 

the original signal. Most body noises are low-

amplitude signals with high frequencies. In 

this article, the bandpass Butterworth filter is 

used to remove noise. The frequency range of 

heart sounds is usually between 40 and 400 

Hz [21]. To maintain this frequency range 

and remove other noises, a second-order 

bandpass Butterworth filter with a lower 

cutoff frequency of 30 Hz and an upper cutoff 

frequency of 450 Hz was used. 

 

 

Heart Sound Signal

Preprocessing (noise 

removal by Butterworth 

filter)

Feature Extraction (DWT, 

Group-based Sparse and 

Tensor decomposition)

Feature Selection

Classification Model (SVM, 

KNN, NB, CART, MLP)

Accuracy

 

Fig. 1. Flowchart of the Proposed Heart 

Sounds Classification Process.  
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2.2. Extracting features 
 

In this section, the DWT method, group-

based sparse method, and tensor 

decomposition algorithm are used to extract 

the features of the heart signal. 
 

• Discrete wavelet transforms 

In this section, the DWT method is used to 

analyze the PCG signal in different frequency 

bands. Discrete wavelet functions are defined 

by pairs of high-pass and low-pass filters. 

These filters separate the high and low-

frequency components of the input signal. In 

the first stage, the output of the high-pass 

filter is the detail coefficients of (D1), and the 

output of the low-pass filter is the 

approximation coefficients of (A1). The 

coefficients of (A1) are decomposed again 

and continue up to seven stages. 
 

• Group-based Sparse  

Group-based sparse was proposed by Zhang 

et al. for image restoration [22]. In this 

method, the signal is first divided into n

overlapped blocks ix  of bb   ni ,....,,2,1=

size. Then, different from block-based sparse 

representation, for each exemplar block ix , 

the most similar m  blocks are selected from 

a WW   sizeable searching window to form a 

set GiS . all blocks are stacked into matrix GiX

, which contains every block in GiS  as its 

column  
mixiiGi xxX

,,.....,2,1, ,= . This matrix 

GiX  consisting of all blocks with similar 

structures is thus called a block group, where 

jix , denotes the. group block thi in  thj   

Finally, similar to block-based sparse 

representation, given a dictionary kb
Gi RD 

each block group GiX  can be sparsely 

represented by solving. 
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where *
Gi  represents the group-based sparse 

coefficient of each block group GiX  and 0

signifies the 0 -norm, i.e., counting the 

nonzero entries of each column in *
Gi . 

 

• Tensor analysis 

Heart signal processing is very important for 

disease diagnosis, so tensor analysis is used. 

Each of the received PCG signals is 

converted into a matrix by drawing a 

spectrogram, and a tensor is formed by 

putting them together. 

 

2.3. Classification 
 

In this section, various classification 

algorithms have been used to classify normal 

and abnormal heart sounds. Below is a brief 

description of each algorithms. 
 

• Support Vector Machine 

The SVM method is one of the most popular 

and best classification methods [23]. This 

method is widely used in various two-class 

and multi-class classification problems with 

significantly high performance. In the SVM 

method, the two class or multiclass 

classification is performed using various 

kernels such as linear, polynomial, and RBF 

[23, 24]. In this article, the RBF kernel is used 

to classify heart sounds. 

• K-Nearest Neighbors 

The KNN method, also used as a 

classification method, operates such that it 

finds the nearest neighbor using Euclidean 

distance for each data point [17, 25]. 

Afterward, it selects the K-nearest neighbor, 
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specifying the data label based on the label of 

the majority. In this article, K is considered 

to be three. 

• Naive Bayes 

The Naive Bayes algorithm is one of the 

supervised classification algorithms and uses 

probability techniques to classify samples 

into different classes  [18]. In this algorithm, 

the Bayes theorem is used. 
 

• Classification and Regression Tree 

The CART algorithm is one of the most 

popular and the simplest decision tree 

algorithms. This algorithm is widely used in 

classification and regression. The CART 

algorithm divides the data into binary parts to 

build a decision tree and builds a binary tree 

based on them. CART uses the Gini index 

criterion to select tree nodes [19]. 
 

• Multi-Layer Perceptron 

Multi-layer perceptron neural networks are 

the most well-known neural networks. This 

algorithm is the most used among different 

types of neural structures. These networks 

consist of three layers, input, hidden 

(intermediate), and output  [20]. The number 

of hidden layers increases according to the 

complexity of the issues. 

3. RESULTS AND DISCUSSION 
 

In order to evaluate the feasibility of the 

proposed method and its efficiency in heart 

sound classification, three experiments were 

performed. In the first experiment, the 

performance of the combination of three 

algorithms including DWT, group-based 

sparse, and tensor decomposition is 

investigated for feature extraction. In the 

second experiment, the performance of 

different classification algorithms, such as 

SVM, KNN, NB, CART, and MLP, is 

evaluated for heart sound classification. 

Finally, in the third test, the performance of 

the proposed method is investigated with 

other methods. 

 

3.1. Evaluation Criteria 
 

In order to evaluate the performance of the 

proposed method, criteria of accuracy 

according to (2), precision according to (3), 

sensitivity according to (4), and specificity 

according to (5) are used. As the accuracy, 

precision, sensitivity and specificity, are 

higher, they are more suitable. 
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In Equations (2)-(5), TP, TN, FN, and FP 

denote true positives, true negatives, false 

positives, and false negatives, respectively. 

 

3.2. Database 
 

In this article, the PhysioNet dataset is used, 

which describes the general heart sound 

database [26]. It includes 2435 heart sound 

recordings, of which 1138 are sick heart 

sound recordings and 1297 are healthy heart 

sound recordings. Heart sound recordings 

were taken in various environments and 

conditions (clinical environment and non-
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clinical environment). For more details on the 

database, refer to article [27]. 

 

3.3. Investigating the Performance of the 

Proposed Feature Extraction Methods 
 

In this section, an experiment has been 

conducted to check the performance of the 

proposed feature extraction algorithms. The 

results are shown in Table 1. Table (1)  

implies that the combined use of DWT, 

group-based sparse method, and tensor 

decomposition method yields better results in 

terms of feature extraction for heart sound 

classification compared to other methods or 

combinations mentioned. It suggests that this 

particular combination is more effective in 

capturing relevant information from heart 

sound signals, potentially leading to 

improved classification performance. 

 

TABLE 1. The performance of the proposed methods for feature extraction. 

Methods Accuracy Sensitivity Specificity 

DWT SVM 0.685 0.68 0.69 

Group-based sparse SVM 0.725 0.74 0.71 

DWT, Group-based sparse 

SVM 
0.765 0.80 0.73 

DWT, Tensor decomposition 

SVM 
0.795 0.86 0.74 

DWT, Tensor decomposition 

and group-based Sparse 

SVM 

0.868 0.95 0.77 

 

 
Fig. 2. Investigating the performance of different classification methods in heart sound classification. 

 

3.4. Investigating the Performance of 

Classification Algorithms 
 

In this experiment, classification algorithms 

such as SVM, KNN, NB, CART, and MLP 

are investigated for heart sound 

classification. Figure 2 shows the 

classification accuracy of each classification 

algorithm. The best and worst accuracies  
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TABLE 2. Checking the performance of the proposed method with other recent methods. 

Methods Sensitivity Specificity 

Dominguez-Morales et al. [28] 0.9512 0.9320 

Kay et al. [29] 0.848 0.8330 

Tang et al [8] 0.88 0.87 

Raymond See et al [7] 0.85 0.80 

Proposed DWT, Tensor decomposition and group 

based sparse-NB 
0.987 0.9613 

 

were achieved by NB, KNN, MLP, CART, 

and SVM, respectively. 

 

3.5. Checking the Performance of the 

Proposed Method with Other Recent 

Methods 
 

In this section, the performance of the 

proposed method is compared with other 

recent methods, as shown in Table 2. The 

proposed DWT and tensor decomposition, 

and group-based sparse-NB methods perform 

better than other methods in terms of 

sensitivity and specificity (Table 2). In 

general, it can be concluded that the proposed 

method is very effective in heart sound 

classification. 

 

4. CONCLUTION 
 

In this article, a new system for automatic 

detection of abnormal heart sounds using pre-

processing, feature extraction, and 

classification was introduced. At first, a 

bandpass Butterworth filter is used to remove 

noise and DWT, group-based sparse, tensor 

decomposition are used to extract 

information from the complex and unstable 

PCG signal. Finally, different algorithms 

such as SVM, KNN, NB, CART, and MLP 

are used to classify the PCG signals of normal 

heart sound and abnormal sound. The 

proposed method is effective in the automatic 

classification of heart sounds. 

 

REFERENCES 
 

[1] Z. Ren, N. Cummins, V. Pandit, J. Han, 

K. Qian, and B. Schuller, "Learning 

image-based representations for heart 

sound classification," in Proceedings of 

the 2018 international conference on 

digital health, 2018, pp. 143-147. 

[2] G.-Y. Son and S. Kwon, 

"Classification of heart sound signal 

using multiple features," Applied 

Sciences, vol. 8, p. 2344, 2018. 

[3] K. Ranipa, W.-P. Zhu, and M. Swamy, 

"Multimodal CNN fusion architecture 

with multi-features for heart sound 

classification," in 2021 IEEE 

International symposium on circuits 

and systems (ISCAS), 2021, pp. 1-5. 

[4] W. Chen, Q. Sun, X. Chen, G. Xie, H. 

Wu, and C. Xu, "Deep learning 

methods for heart sounds 

classification: a systematic review," 

Entropy, vol. 23, p. 667, 2021. 

[5] Q. Wu, M. Liu, S. Ding, L. Pan, and X. 



20                                                                               Razmi, Barati, Azad.  A novel method based on a combination … 

Liu, "Heart Sound Classification 

Method Based on Complete Empirical 

Mode Decomposition with Adaptive 

Noise Permutation Entropy," in Journal 

of Physics: Conference Series, 2022, p. 

012018. 

[6] Y. Zeinali and S. T. A. Niaki, "Heart 

sound classification using signal 

processing and machine learning 

algorithms," Machine Learning with 

Applications, vol. 7, p. 100206, 2022. 

[7] A. R. See, I. S. Cabili, and Y.-J. Chen, 

"Heart Sound Classification Based on 

Nonlinear Time-frequency Features," 

Sensors and Materials, vol. 34, pp. 217-

223, 2022. 

[8] H. Tang, Z. Dai, Y. Jiang, T. Li, and C. 

Liu, "PCG classification using 

multidomain features and SVM 

classifier," BioMed research 

international, vol. 2018, 2018. 

[9] W. Zhang, J. Han, and S. Deng, 

"Abnormal heart sound detection using 

temporal quasi-periodic features and 

long short-term memory without 

segmentation," Biomedical Signal 

Processing and Control, vol. 53, p. 

101560, 2019. 

[10] R. Folland, E. Hines, P. Boilot, and D. 

Morgan, "Classifying coronary 

dysfunction using neural networks 

through cardiovascular auscultation," 

Medical and Biological Engineering 

and Computing, vol. 40, pp. 339-343, 

2002. 

[11] S. R. Bhatikar, C. DeGroff, and R. L. 

Mahajan, "A classifier based on the 

artificial neural network approach for 

cardiologic auscultation in pediatrics," 

Artificial intelligence in medicine, vol. 

33, pp. 251-260, 2005. 

[12] B. M. Whitaker and D. V. Anderson, 

"Heart sound classification via sparse 

coding," in 2016 Computing in 

Cardiology Conference (CinC), 2016, 

pp. 805-808. 

[13] E. Çomak, A. Arslan, and İ. Türkoğlu, 

"A decision support system based on 

support vector machines for diagnosis 

of the heart valve diseases," Computers 

in biology and Medicine, vol. 37, pp. 

21-27, 2007. 

[14] H. Uğuz, "Adaptive neuro-fuzzy 

inference system for diagnosis of the 

heart valve diseases using wavelet 

transform with entropy," Neural 

Computing and applications, vol. 21, 

pp. 1617-1628, 2012. 

[15] W. Zhang, J. Han, and S. Deng, "Heart 

sound classification based on scaled 

spectrogram and tensor 

decomposition," Expert Systems with 

Applications, vol. 84, pp. 220-231, 

2017. 

[16] M. A. Hearst, S. T. Dumais, E. Osuna, 

J. Platt, and B. Scholkopf, "Support 

vector machines," IEEE Intelligent 

Systems and their applications, vol. 13, 

pp. 18-28, 1998. 

[17] L. E. Peterson, "K-nearest neighbor," 

Scholarpedia, vol. 4, p. 1883, 2009. 

[18] K. M. Leung, "Naive bayesian 

classifier," Polytechnic University 

Department of Computer 

Science/Finance and Risk Engineering, 

vol. 2007, pp. 123-156, 2007. 

[19] R. Timofeev, "Classification and 

regression trees (CART) theory and 

applications," Humboldt University, 

Berlin, vol. 54, 2004. 



Signal Processing and Renewable Energy, December 2023                                                                                                  21 

[20] H. Taud and J. Mas, "Multilayer 

perceptron (MLP)," in Geomatic 

approaches for modeling land change 

scenarios, ed: Springer, 2018, pp. 451-

455. 

[21] G. Saha and P. Kumar, "An efficient 

heart sound segmentation algorithm for 

cardiac diseases," in Proceedings of the 

IEEE INDICON 2004. First India 

Annual Conference, 2004., 2004, pp. 

344-348. 

[22] J. Zhang, D. Zhao, and W. Gao, 

"Group-based sparse representation for 

image restoration," IEEE transactions 

on image processing, vol. 23, pp. 3336-

3351, 2014. 

[23] W. S. Noble, "What is a support vector 

machine?," Nature biotechnology, vol. 

24, pp. 1565-1567, 2006. 

[24] S. Suthaharan, "Support vector 

machine," in Machine learning models 

and algorithms for big data 

classification, ed: Springer, 2016, pp. 

207-235. 

[25] Y. Liao and V. R. Vemuri, "Use of k-

nearest neighbor classifier for intrusion 

detection," Computers & security, vol. 

21, pp. 439-448, 2002. 

[26] A. Bourouhou, A. Jilbab, C. Nacir, and 

A. Hammouch, "Heart sounds 

classification for a medical diagnostic 

assistance," 2019. 

[27] C. Liu, D. Springer, Q. Li, B. Moody, 

R. A. Juan, F. J. Chorro, et al., "An 

open access database for the evaluation 

of heart sound algorithms," 

Physiological measurement, vol. 37, p. 

2181, 2016. 

[28] J. P. Dominguez-Morales, A. F. 

Jimenez-Fernandez, M. J. Dominguez-

Morales, and G. Jimenez-Moreno, 

"Deep neural networks for the 

recognition and classification of heart 

murmurs using neuromorphic auditory 

sensors," IEEE transactions on 

biomedical circuits and systems, vol. 

12, pp. 24-34, 2017. 

[29] E. Kay and A. Agarwal, 

"Dropconnected neural network 

trained with diverse features for 

classifying heart sounds," in 2016 

Computing in Cardiology Conference 

(CinC), pp. 617-620, 2016. 

 

 

 

 

 


