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Abstract 

Classification of sleep stages is an important method in diagnosing sleep problems. This is done 

by experts, based on visual inspection of bio-signals such as EEG, EOGs, ECG, EMG, etc. The 

deep learning method is one of the newest and most important methods for analyzing, separating, 

and detecting images, which is becoming more and more widespread. In this paper, for the first 

time, the deep learning method is used to extract the EEG signal time frequency image to classify 

sleep stages. Here, from the one channel of EEG signal, the time frequency image of the signal is 

extracted and then feature extraction using the deep learning method is done. Finally, without 

changing the nature of the signal, the sleep steps are detected with acceptable accuracy. In this 

article, for the first time, time-frequency image (TFI) was provided from the one channel of the 

EEG signal. Then, using the AlexNet convolutional neural network by the Wigner-Ville 

distribution method (ANWVD), using Deeper layers contain higher-level features were extracted, 

and finally, using the SVM classifier, the sleep steps were classified with acceptable accuracy. 

The accuracy 97.6% and the time of calculations 0.36s have been reached. 

 

Keywords: One Channel of EEG Signal, Sleep Stages, Classification, Deep Learning, Alex Net, Time 

Frequency Image. 

  

1. INTRODUCTION 
 

The standard method has been proposed by  

 

 

 
Rechtschaffen and Kales (R&K) for sleep 

recording. Sleep stages consist of six stages 

which namely are: Wake (W), Rapid Eye 

Movements (REM), Non-REM Stage 1 (S1), 
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Non-REM stage 2 (S2), Non-REM stage 3 

(S3) and Non-REM stage 4 (S4) [8]. The 

features extracted from biosignals are useful 

for the detection and classification of sleep 

stages. The power spectral features have been 

used for sleep stages classification from EEG 

signals [9]. The fast Fourier transform (FFT) 

features have been used for the classification 

of sleep stages [10]. The relative frequency 

bands' energy of EEG signals has been used 

for the NN classifier [11]. The time-

frequency domain features have been used 

for the classification of sleep stages [12, 13]. 

The histograms of time-frequency image 

(TFI) have been used from EEG signals for 

automatic classification of sleep stages [7], 

[14]. Old classical methods and deep learning 

approaches have been proposed for 

processing and classifying the EEG signal 

[1]. Yet using a deep learning network model 

to classify sleep stages using TFI from a 

single-channel EEG signal has not been 

proposed. During signal processing of EEG, 

3 steps are commonly taken, features 

extraction, features selection, and 

classification of classes [2]. Various feature 

extraction methods are employed by 

researchers, including linear and nonlinear 

methods, time and frequency domain 

methods and …, for feature extraction from 

EEG signal. [15, 16, 17]. The sleep stage 

classification is obtained using the time 

frequency features extracted from the EEG 

signal. [2]. Bajaj et al proposed a method 

which used time frequency images (TFIs) for 

EEG processing [7], [14]. This method 

classifies sleep stages using the SVM 

classifier and the features from TFIs. Deep 

learning is a successful method in image 

recognition, sound processing, and natural 

language processing [2]. Deep models have 

numerous applications in the biomedical area 

(biomedical signals (EEG, ECG, EMG, and 

EOG)) [18]. Deep learning methods were 

employed in the computer-based evaluations 

of ECG data [4, 18, and 19] and EEG signal 

processing for the detection of neurological 

disorders [20, 21, and 22]. Few studies in the 

deep learning models have used the sleep 

stage classification [1], [2]. Supratak et al. 

conducted a study on the deep learning 

method based on a convolutional neural 

network (CNN) for the sleep stages 

classification [23]. Tripathy and Acharya, 

classified sleep stages using a single-channel 

EEG signal with a deep neural network [24]. 

 

2. Alex Net Convolutional Neural Network 

(ANCNN) Method 
 

The model is trained and tested on more than 

a million images and can classify images into 

1000 classes [28] which has many 

applications in image analysis and 

classification   that has acceptable accuracy 

[28]. Using the Layers property, this network 

comprises of 25 layers that 8 layers are with 

learnable weights: 5 convolutional layers, 

and 3 fully connected layers [28]. The Alex 

net network constructs a hierarchical 

representation of input images [28].  

 In this article, for the first time, the time-

frequency image (TFI) was provided from 

the one channel of the EEG signal. Then, 

using Alex Net convolutional neural network 

(ANCNN together with Deeper layers 

contain higher-level extracted features, and 

finally, using the SVM classifier, the sleep 

steps were classified with acceptable 

accuracy. 
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3. MATERIAL AND METHODS 
 

3.1. Dataset 
 

This study uses the dataset available at 

physionet. The dataset is publicly available 

online at physionet adress [30]. The Sleep 

Heart Health Study (SHHS) is designed to 

investigate sleep stages. It consists of many 

channels of recordings from patients. EOG, 

EEG, EMG, ECG, nasal airflow (NAF), EEG 

were recorded. The standard European Data 

Format (EDF) was used. 

 These numerical values correspond to the 

sleep stage annotated by the expert according 

to the Rechtschaffen and Kales criteria. Table 

1 presents the sleep stages and their labels. 

 

3.2. Methods 
 

In this study, for the first time, using the time-

frequency image (TFI) of a single-channel 

EEG signal, the sleep steps are classified with 

high accuracy by deep learning method, 

learning and extracting deep features.  

 

 
Fig.1. Image of all signals in the database [30]. 
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Fig. 2. All data in MATLAB software. 

 

Table 1. The header of sleep stages in the database. 

Sleep stage Number sleep 

Wake stage -1 

REM stage 0 

S1 stage 1 

S2 Stage 2 

S3 Stage 3 

S4 Stage 4 
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Fig. 3.  EEG signal (10 sec). 

 

  In this research, a single channel C3 / 

A2 EEG signal with a sampling frequency of 

125 has been used. 

 One of the tasks done in this project is to 

use a single signal channel to classify the 

stages of sleep. Figure 3 shows an example of 

an EEG signal. 

 

3.3. Time-Frequency Image (TFI) 
 

Then, according to the R&K standard, 

windowing was performed and from each 

window, a time-frequency image was 

extracted according to [7], [14]. 

 To achieve the time-frequency image, the 

relationships in [29] have been used. 

 If this is true in the program, the spectrum 

sharpens the localization of spectral 

estimated by performing time and frequency 

reassignment. The reassign technique 

produces periodograms and spectrograms 

that are easier to read and interpret. . In this 

technique, each spectrum estimates the center 

of energy of its bin instead of the bin’s 

geometric center. The technique provides an 

exact localization [29]. 

 Figure 4 shows the Time-Frequency 

Image (TFI) from EEG data. 

 

4. DEEP LEARNING AND FEATURES 

EXTRACTION 
 

4.1. Alexnet Convolutional Neural 

Network (ANCNN) Method 
 

The model is trained and tested on more than 

a million images and can classify images into 

1000 classes [28] which has many 

applications in image analysis and 

classification   that has acceptable accuracy 

[28]. Using the Layers property, this network 

comprises of 25 layers that 8 layers are with 

learnable weights: 5 convolutional layers, 

and 3 fully connected layers [28]. The alexnet 

network constructs a hierarchical 

representation of input images [28]. Deeper 

layers contain higher-level features, for 

construction using the lower-level features of 

earlier layers. To get the feature 

representations of the images, use activations 
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on the fully connected layer 'fc7' [28]. In [1] 

‘fc8’ by deep learning alexnet are used for 

feature extraction. In this study, two methods 

for feature extraction are used and the best 

result is expressed and selected. 

 

 

 

 
Fig.4. Time-Frequency Image (TFI) from EEG data. 

 

Table 2. Properties of deep learning alexnet network. 
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1 'data' Image Input 227x227x3 images with 'zerocenter' normalization 

2 'conv1' Convolution 96 11x11x3 convolutions with stride[4 4]and padding[0 0] 

3 'relu1' ReLU ReLU 

4 'norm1' Cross Channel Norm cross channel normalization with 5 ch per element 

5 'pool1' Max Pooling 3x3 max pooling with stride [2  2] and padding [0  0] 

6 'conv2' Convolution 256 5x5x48 convolutions with stride[1 1]and padding[2 2] 

7 'relu2' ReLU ReLU 

8 'norm2' Cross Channel Norm cross channel normalization with 5 ch per element 

9 'pool2' Max Pooling 3x3 max pooling with stride [2  2] and padding [0  0] 

10 'conv3' Convolution 384 3x3x256convolutions with stride[1 1]and padding[1 1] 

11 'relu3' ReLU ReLU 

12 'conv4' Convolution 384 3x3x192convolutions with stride[1 1]and padding[1 1] 

13 'relu4' ReLU ReLU 

14 'conv5' Convolution 256 3x3x192convolutions with stride[1 1]and padding[1 1] 

15 'relu5' ReLU ReLU 

16 'pool5' Max Pooling 3x3 max pooling with stride [2  2] and padding [0  0] 

17 'fc6' Fully Connected 4096 fully connected layer 

18 'relu6' ReLU ReLU 

19 'drop6' Dropout 50% dropout 

20 'fc7' Fully Connected 4096 fully connected layer 

21 'relu7' ReLU ReLU 

22 'drop7' Dropout 50% dropout 

23 'fc8' Fully Connected 1000 fully connected layer 

24 'prob' Softmax Softmax 

25 'output' 'output' Class Output cross entropyex with 'tench' ,'goldfish', and … 

 

 

 According to Table 2, for a deep learning 

network, a 273 x 273 image is required, 

which has been converted to the desired size 

before processing and extracting the image 

feature. In this step, 4096 features were 

extracted from the deep layers of the signal, 

using the fc7 (ANCNN) method in [28] and 
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1000 features extracted using the ANCNN 

method in fc8 (softmax) [1]. 

 

4.2. Feature Selection 
 

In this study, feature selection was performed 

using the neighborhood component analysis 

method  (FSCNCA) presented in MATLAB 

[27]. Here, by classifying features into two 

modes, all features and characteristics are 

calculated with the threshold value. 

 

4.3. Classification 
 

In this research, after features extraction and 

selection, using 4 classifiers, sleep stages are 

separated and the results are expressed. 

Classifiers include CNN, Neural Network, 

SVM and LDA. 

 In this study, according to [3, 4, 5, 6, 7, 

14, 25, and 26], etc. we used the SVM 

classifier. 

 Different kernels are used in each of these 

articles and because our proposed method is 

a new method, all three nonlinear kernels 

including Gaussian, RBF, and polynominal. 

Finally, the results are reported and the best 

result is expressed and selected. 

 

5. RESULTS AND DISCUSSION 
 

All steps in the study, shown in figure 5. 

 

5.1. Data 
 

In this study, the new PhysioNet website 

which is available at https://physionet.org is 

used. SHHS Polysomnography Database, 

includes C3/A2 and C4/A1 EEGs, sampled at 

125 Hz. In this study, C3/A2 EEGs sampled 

at 125 Hz is used. 

Figure 6 shows the EEG signal from 4 

different sleep stages.  

 

 

 
Fig. 5. All steps of sleep stages classification. 

https://physionet.org/
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Fig. 6. sleep stages used/employed in the study. 

 

A: WAKE stages B: REM stage C: Non REM 

stage 1 (S1) D: Non-REM stage 2 (S2) 

 Details of the classification steps are 

shown in Figure 7. which includes 120 steps. 

 

5.2. Time-Frequency Image (TFI) 
 

TFI obtains using the Smoothed Pseudo 

Wigner-Ville Distribution method in [7] and 

[29]. Here, to analyze the results, two 

methods Wigner-Ville distribution and 

smoothed pseudo-Wigner-Ville distribution 

have been investigated. [29]. The smoothed 

pseudo-WVD (SPWVD) based time-

frequency representation has been selected 

from reference [7]. 

 Figure 8 shows the two methods of 

obtaining TFI with the Wigner Ville method 

[1]. The first method is pseudo-smoothed and 

the second method is non-pseudo-smoothed. 

 

5.3. Feature Extraction 
 

Here, a deep learning method is used to 

extract features [28] and [1].In both methods, 

the ALEXNET network is used, with the 

difference that in [28] 4096 fully connected 

layer fc7 with 4096 features and in [1] 1000 

fully connected layer fc8 (Softmax) with 

1000 features are used. In this study, both 

methods have been used for better analysis. 

 

5.4. Feature Selection 
 

In this study, to get a better approach, two 

methods are used for classifying input data. 

First, all the features and in the next steps 10 

of the total features are given to the classifier 

input. 

 During the 10 steps, in each step, features 

with a high-down impact factor are used. 

 For example, in the first step, Features 

that satisfy the condition of Formula 1 have 

been used. 

Sif > 0.1 Max(ifa)𝐹𝑖𝑓 > 0.1 max (𝑖𝑓𝑎𝑙𝑙)     (1) 
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 Their 𝐹𝑖𝑓 is Feature impact factor and 

𝑖𝑓𝑎𝑙𝑙 are Maximum impact factor of all 

features                        

 In the second step, 0.2 impact factor and 

more, are shown in Figure 9. 

 In features selection step, 40 cases have 

been analyzed, that shown in Figure 7. 

 

 

 
 

Fig. 7. 120 steps for classification. 
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Fig. 8. two methods of obtaining TFI (a) sleep stages using Wigner-Ville Distribution and (b) sleep 

stages using Smoothed Pseudo Wigner-Ville Distribution. 
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Fig. 9. Feature selection for classification input (a) All features (b) features selection > THR = 0.1 (c) 

features selection > THR = 1. 

 

5.5. Classification 
 

In this step, Due to the great attention paid to 

SVM, we have used this method. But because 

of the use of different kernels in valid rticles, 

we used all three kernels for analysis. The 3 

kernels that have been used in valid article 

include Gaussian, RBF, and polynomial. We 

are using all kernels in this study. In the final 

step, 120 cases are analyzed. The time and 

accuracy results are presented in this section. 

 

6. DISCUSSION 
 

All processing steps have been done using 

HP laptop with the CORI7 processor and 4 

GB RAM using MATLAB 2020a software. 

 The data has been received from the site 

with the validity and availability of the 

Physionet available at https://archive. 

physionet.org/physiobank/database/shhpsgb/ 

 In this study, a new method is provided 

for the first time, to classify the sleep stages 

using the deep learning method, from the 
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time-frequency image of the EEG signal. 

Most methods use EEG signal characteristics 

to classify sleep stages. In literature [7] 

features of Time-frequency image are 

established for sleep stages detection using 

the SVM classifier. We tried here, Inspired 

from literature[7], the time-frequency image 

of the signal is obtained .But with the 

difference that we analyzed two methods 

[WVD] and [SPWVD] to get the best method 

and report it. Then, in the feature extraction 

stage, unlike all deep learning methods used, 

which extract features from the EEG signal 

we use deeper features extracted from Time-

frequency image, by fully connected 

ALEXNET without the handcraft method. 

And then to achieve real-time processing and 

fixed high accuracy we used feature selection 

method. To achieve this goal, due to the 

frequent use of many authoritative articles we 

use the SVM method for classification, 

unlike other methods. We used all the 

important kernels for classification, to choose 

the best method.
 

 
 

Fig.10. Examples of classification results. 

Table 3. Accuracy results of sleep stage classification using the SVM method. 
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Kernel Gaussian RBF    polynomial 

TFI SPWVD WVD 
SPW

VD 
 WVD  SPWVD WVD 

Network FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 

All features 96.9 97.6 96.3 97.6 96.9 97.6 96.3 97.6 29.3 27.3 27.8 26.3 

>THR =0.1 97.6 97.6 97.6 97.6 97.6 97.6 97.6 97.6 26.2 56.3 35.8 24.5 

>THR =0.2 97.6 97.6 97.6 97.6 97.6 97.6 97.6 97.6 27.9 71.3 32.3 32.6 

>THR =0.3 97.6 97.5 97.6 97.6 97.6 97.5 97.6 97.6 23.7 53.1 34.3 17.1 

>THR =0.4 97.6 96.1 97.6 96.6 97.6 96.1 97.6 97.6 30.2 73 19.7 28.7 

>THR =0.5 97.6 93.2 97.6 83.3 97.6 93.2 97.6 83.3 25.6 40.8 21.8 23.1 

>THR =0.6 97.5 77.2 97.6 72.7 97.6 77.2 97.6 72.7 42.1 29 33.8 25.4 

>THR =0.7 92.3 53.2 97.6 55.1 92.3 53.2 97.6 55.1 24.9 22.6 25 21.5 

>THR =0.8 58.1 53.2 97.6 44.1 58.1 53.2 97.6 44.1 23.7 22.6 46.7 30.3 

>THR =0.9 39 44.1 57.7 41.3 39 44.1 57.7 41.3 39 30.5 26.3 40.6 

ranking 2 3 1 4 2 3 1 4 5 7 8 6 

 

Table 4. Time results of sleep stage classification using the SVM method 

Kernel Gaussian RBF polynomial 

TFI SPWVD WVD SPWVD WVD SPWVD WVD 

Network FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 FC7 FC8 

All 

features 
12.1 1.68 13.1 1.65 14.7 1.69 15.4 1.85 109.1 105.5 117.7 110.3 

>THR =0.1 0.97 0.77 0.91 0.72 1.04 0.77 0.96 0.57 104.1 114.8 106.3 108.1 

>THR =0.2 1.04 0.67 0.92 0.55 0.99 0.69 0.95 0.9 0 103.7 122.8 105.4 109.6 

>THR =0.3 1.29 0.50 0.98 0.60 1.05 0.49 1.04 0.61 105.7 114.8 107.5 110.8 

>THR =0.4 0.86 0.44 1.01 0.55 0.81 0.41 1.13 0.70 107.2 111.6 104.6 122.6 

>THR =0.5 0.54 0.34 0.85 0.38 0.54 0.49 0.86 0.39 117.7 99.8 105.1 132.7 

>THR =0.6 0.63 0.36 0.62 0.36 0.55 0.4 0 0.71 0.71 124.3 130.8 103.5 134.5 

>THR =0.7 0.41 0.33 0.47 0.35 0.52 0.36 0.45 0.32 129.2 136.0 127.9 136.7 

>THR =0.8 0.32 0.29 0.37 0.54 0.31 0.29 0.36 0.65 137.4 136.5 102.7 115.1 

>THR =0.9 0.27 0.51 0.30 0.36 0.27 0.47 0.35 1.71 102.0 117.4 133.6 110.7 

ranking 1 2 3 6 1 2 4 5 7 9 8 10 
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Figure 10 shows examples of frequency-time 

image extraction modes with WVD and 

SPWVD methods and convolution neural 

network architecture with fully connected FC 

and FC layers, as well as the feature selection 

threshold. 

 

7. CONCLUSION 
 

In this study, a new method introduced for the 

first time to classify the sleep stages using the 

deep learning method and a time-frequency 

image of the signal is provided. In the first 

step, the data was received the online 

Physionet site. Then, the time-frequency 

image of the single-channel EEG signal was 

obtained by two methods, SPWVD and 

WVD [7]. Figure 8 shows the time frequency 

image of the two methods. In the next step, 

from the obtained images, Deep Features are 

extracted by two methods, FC 7 and FC 8. 

Then, extracted features are analyzed for 

feature selection. And finally, according to 

the selected features, using the SVM 

classifier, sleep stages classify with different 

kernels. And the results of 120 different 

modes are presented and the best method is 

selected and reported. The results of the 

classifier accuracy are reported in Table 3 

and the calculation time results in Table 4. As 

can be seen, the first Ranking of Accuracy, 

Belongs to the [TFI (WVD), ALEXNET 

(FC7), kernel (RBF)] method. 

 AlexNet convolutional neural network by 

the Wigner-Ville distribution method 

(ACNNWVD) is selected with an accuracy 

of 97.6% and a time of 0.36 sec. 

REFERENCES 

 

[1] S. Chambon,  M. N. Galtier, P J. Arnal, 

G. Wainrib, and A. Gramfort, A deep 

learning architecture for temporal sleep 

stage classification using multivariate 

and multimodal time series, IEEE 

Transactions on Neural Systems and 

Rehabilitation Engineering, Volume: 

26, Issue, 4, April 2018, Pages 758 - 

769. 

[2] O. Yildirim, U. Baloglu and U. 

Rajendra ,A Deep Learning Model for 

Automated Sleep Stages Classification 

Using PSG Signals, International 

Journal of Environmental Research and 

Public Health 2019, 16, 599 Pages 1 _ 

21. 

[3] R K. Tripathy, P. Gajbhiye and U. R 

Acharya, Automated sleep apnea 

detection from cardio-pulmonary 

signal using bivariate fast and adaptive 

EMD coupled with cross time-

frequency analysis, Computers in 

Biology and Medicine Volume 120, 

May 2020, 103769 Pages 1 - 26. 

[4] U. Rajendra, A. ShuLihOh, Y. 

Hagiwara, J H. Muhammad ,A. 

Arkadiusz and G. Ru, A deep 

convolutional neural network model to 

classify heartbeats Author links open 

overlay panel, Computers in Biology 

and Medicine Volume 89, 1 October 

2017, Pages 389-396. 

[5] Z. Cui, X. Zheng, X. Shao and L.Cui, 

employed a novel three-band time-

frequency, Hindawi Complexity 

Volume 2018, Article ID 9248410, 13 

pages 

. 

https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=7333
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=7333
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=7333
https://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=8332643
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825/120/supp/C
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482517302810#!
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825/89/supp/C


82                                                                             Moradi, Fatehi, Masoumi, Taghizadeh.  Deep Learning Method … 

[6] E.Alickovic and A. Subasi, Ensemble 

SVM method for automatic sleep stage 

classification, IEEE TRANSACTIONS 

ON INSTRUMENTATION AND 

MEASUREMENT, 0018-9456, 2018 

IEEE, pages  1_8. 

[7] V. Bajaj, R. Bilas and P. Pachori, 

Automatic classification of sleep stages 

based on the time-frequency image of 

EEG signals Computer Methods and 

Programs in Biomedicine Volume 112, 

Issue 3, December 2013, Pages 320-

328. 

[8] M, Sharma , D. Goyal , P V Achuth and  

U R. Acharya  , An accurate sleep stages 

classification system using a new class 

of optimally time-frequency localized 

three-band wavelet filter bank,  

Computers in Biology and Medicine · 

May 2018, pages 1-40. 

[9] B. Weiss, Z. Clemens, R,Bódizs and P. 

Halász, Comparison of fractal and 

power spectral EEG features: Effects of 

topography and sleep stages ,  Brain 

Research Bulletin Volume 84, Issue 6, 

5 April 2011, Pages 359-375. 

[10] L. G. Doroshenkov, V. A. Konyshev 

and S. V. Selishchev,  Classification of 

human sleep stages based on EEG 

processing using hidden Markov 

models, Biomedical Engineering 

volume 41, pages 25–28 (2007). 

[11] Y. Liang, Y. Yang, J S. Wang and C. 

Hsu, Automatic sleep stage recurrent 

neural classifier using energy features 

of EEG signals, Neuro computing 

Volume 104, 15 March 2013, Pages 

105-114. 

[12] B. Koley and D. Dey, An ensemble 

system for automatic sleep stage 

classification using single-channel 

EEG signal Computers in Biology and 

Medicine, Volume 42, 12December 

2012, Pages 1186-1195. 

[13]  L.Fraiwan, K. Lweesy, N.  

Khasawneh, H. Wenz and H. Dickhaus, 

Automated sleep stage identification 

system based on time-frequency 

analysis of a single EEG channel and 

random forest classifier,  Computer 

Methods and Programs in Biomedicine, 

Volume 108, Issue 1, October 2012, 

Pages 10-19. 

[14] B. Bashash, L. Boubchir And G.Azemi,  

Methodologhy For Time_Freguency 

Image Processing Applied To The 

Classification Of Non-Stationary 

Multichannel Signals Using 

Instantaneous Frequency Discriptors 

With Applications To Newborn Eeg 

Signals, , Journal On Advances In 

Signal Processing Volume 2012, 

(2012), Pages 1-21. 

[15] R. Janoušek, K. rová, and  H. 

Provazník, Sleep scoring using 

artificial neural networks,  Sleep 

Medicine Reviews 16, 3,pages 251 

263, October 2011. 

[16] I R.Boostani, F.Karimzadeh and M. 

Torabi-Nami , A Comparative Review 

on Sleep Stage Classification Methods 

in Patients and healthy MED SYS 2014 

pages 77 - 91. 

[17] A. Rezazadeh, S. Robert, T. Aurélien 

and B T. Chau ,  Online EEG 

Classification of Covert Speech for 

Brain-Computer Interfacing ,  

International Journal of Neural 

SystemsVol. 27, No. 08, 1750033 

(2017) pages 1 - 16. 

https://www.sciencedirect.com/science/article/abs/pii/S0169260713002265#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260713002265#!
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607/112/3
https://www.sciencedirect.com/science/journal/01692607/112/3
https://pubmed.ncbi.nlm.nih.gov/?term=Sharma+M&cauthor_id=29775912
https://pubmed.ncbi.nlm.nih.gov/?term=Goyal+D&cauthor_id=29775912
https://pubmed.ncbi.nlm.nih.gov/?term=Achuth+PV&cauthor_id=29775912
https://pubmed.ncbi.nlm.nih.gov/?term=Acharya+UR&cauthor_id=29775912
https://www.sciencedirect.com/science/article/abs/pii/S0361923010002790#!
https://www.sciencedirect.com/science/article/abs/pii/S0361923010002790#!
https://www.sciencedirect.com/science/article/abs/pii/S0361923010002790#!
https://www.sciencedirect.com/science/article/abs/pii/S0361923010002790#!
https://www.sciencedirect.com/science/article/abs/pii/S0361923010002790#!
https://www.sciencedirect.com/science/journal/03619230
https://www.sciencedirect.com/science/journal/03619230
https://www.sciencedirect.com/science/journal/03619230/84/6
javascript:;
javascript:;
javascript:;
https://link.springer.com/journal/10527
https://www.sciencedirect.com/science/article/abs/pii/S0925231212008387#!
https://www.sciencedirect.com/science/article/abs/pii/S0925231212008387#!
https://www.sciencedirect.com/science/article/abs/pii/S0925231212008387#!
https://www.sciencedirect.com/science/article/abs/pii/S0925231212008387#!
https://www.sciencedirect.com/science/article/abs/pii/S0925231212008387#!
https://www.sciencedirect.com/science/journal/09252312
https://www.sciencedirect.com/science/journal/09252312/104/supp/C
https://www.sciencedirect.com/science/article/abs/pii/S0010482512001588#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482512001588#!
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825/42/12
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260711003105#!
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607/108/1
javascript:;
javascript:;
javascript:;
https://asp-eurasipjournals.springeropen.com/
https://asp-eurasipjournals.springeropen.com/
https://www.researchgate.net/journal/1532-2955_Sleep_Medicine_Reviews
https://www.researchgate.net/journal/1532-2955_Sleep_Medicine_Reviews
https://www.worldscientific.com/doi/abs/10.1142/S0129065717500332
https://www.worldscientific.com/doi/abs/10.1142/S0129065717500332
https://www.worldscientific.com/doi/abs/10.1142/S0129065717500332
https://www.worldscientific.com/doi/abs/10.1142/S0129065717500332
https://www.worldscientific.com/doi/abs/10.1142/S0129065717500332
https://www.worldscientific.com/worldscinet/ijns
https://www.worldscientific.com/worldscinet/ijns
https://www.worldscientific.com/toc/ijns/27/08
https://www.worldscientific.com/toc/ijns/27/08


Signal Processing and Renewable Energy, September 2021                                                                                                  83 

[18] O. Faust,  Y. Hagiwara, T J.Hong-Oh 

and S  U Rajendra , Deep learning for 

healthcare applications based on 

physiological signals: A review  ,  

Computer Methods and Programs in 

Biomedicine Volume 161, July 2018, 

Pages 1-13. 

[19] S.Lih, Oh. Eddie, Y K. Ng, R. San, T 

U. R.Acharya , Automated diagnosis of 

arrhythmia using combination of Cnn 

and Lstm techniques with variable 

length heartbeats Author links open 

overlay panel,  Computers in Biology 

and Medicine Volume 102, 1 

November 2018, Pages 278-287. 

[20] S L. Oh, Y. Hagiwara, U. Raghavendra, 

R. Yuvaraj, N. Arunkumar and U 

R.Acharya ,  A deep learning approach 

for Parkinson’s disease diagnosis from 

EEG signals ,   Neural Computing and 

Applications volume 32, pages10927–

10933(2020). 

[21] Ö. Yıldırım, U B. Baloglu and  U.R. 

Acharya ,  A deep convolutional neural 

network model for automated 

identification of abnormal EEG 

signals ,  Neural Computing and 

Applications (2018) pages 1 - 22. 

[22] A. Antoniades , L. .Spyrou , D. Martin, 

L.  Antonio,  G. Alarcon, S. Sanei 

and C C.Took ,   Deep Neural 

Architectures for Mapping Scalp to 

Intracranial EEG , . International 

Journal of Neural Systems, Vol. 28, No. 

0 2018 Mar 19 pages 1 – 15. 

[23] H. Dong, C. Wu, Y. Guo and A. 

Supratak,  DeepSleepNet: a Model for 

Automatic Sleep Stage Scoring based 

on Raw Single-Channel EEG, , IEEE 

Transactions on Neural Systems and 

Rehabilitation Engineering, Volume 25 

Issue 11  Pages 1998 2008. 

[24] R K Tripathy and U.R Acharya ,  

Original Research Article Use of 

features from RR-time series and EEG 

signals for automated classification of 

sleep stages in deep neural network ,  

framework Biocybernetics and 

Biomedical Engineering Volume 38, 

Issue 4, 2018, Pages 890-902. 

[25] H. Singh, R. Kumar, T. Ram and 

B.Pachori,  Detection of sleep apnea 

from heartbeat interval and ECG 

derived respiration signals using sliding 

mode singular spectrum analysis,   

Digital Signal Processing Volume 104, 

September 2020, 102796 pages 1 -13. 

[26] J. Kunnel, P. Thomas, I. Dileep, 

R.Yuki, H. .Joel, E W. Koh and U. R. 

Acharya , Characterization of 

fibromyalgia using sleep EEG signals 

with nonlinear dynamical features,  

Computers in Biology and Medicine 

Volume 111, August 2019, 103331 

pages 1-22. 

[27] https://uk.mathworks.com/help/stats/fs

cnca.html. 

[28] https://uk.mathworks.com/help/deeple

arning/ref/activations.html. 

[29] https://uk.mathworks.com/help/signal/r

ef/wvd.html. 

[30] https://archive.physionet.org/physioba

nk/database/shhpsgdb/. 

 

 

 

 

https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/article/abs/pii/S0169260718301226#!
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607
https://www.sciencedirect.com/science/journal/01692607/161/supp/C
https://www.sciencedirect.com/science/article/abs/pii/S0010482518301446#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482518301446#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482518301446#!
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825/102/supp/C
javascript:;
javascript:;
javascript:;
javascript:;
javascript:;
javascript:;
javascript:;
https://link.springer.com/journal/521
https://link.springer.com/journal/521
javascript:;
javascript:;
javascript:;
javascript:;
https://link.springer.com/journal/521
https://link.springer.com/journal/521
https://pubmed.ncbi.nlm.nih.gov/?term=Antoniades+A&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Spyrou+L&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Martin-Lopez+D&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Martin-Lopez+D&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Valentin+A&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Alarcon+G&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Sanei+S&cauthor_id=29631503
https://pubmed.ncbi.nlm.nih.gov/?term=Took+CC&cauthor_id=29631503
https://arxiv.org/search/stat?searchtype=author&query=Dong%2C+H
https://arxiv.org/search/stat?searchtype=author&query=Wu%2C+C
https://arxiv.org/search/stat?searchtype=author&query=Guo%2C+Y
https://arxiv.org/search/stat?searchtype=author&query=Supratak%2C+A
https://arxiv.org/search/stat?searchtype=author&query=Supratak%2C+A
https://www.sciencedirect.com/science/article/abs/pii/S0208521618300949#!
https://www.sciencedirect.com/science/article/abs/pii/S0208521618300949#!
https://www.sciencedirect.com/science/journal/02085216
https://www.sciencedirect.com/science/journal/02085216
https://www.sciencedirect.com/science/journal/02085216/38/4
https://www.sciencedirect.com/science/journal/02085216/38/4
https://www.sciencedirect.com/science/article/abs/pii/S105120042030141X#!
https://www.sciencedirect.com/science/article/abs/pii/S105120042030141X#!
https://www.sciencedirect.com/science/article/abs/pii/S105120042030141X#!
https://www.sciencedirect.com/science/article/abs/pii/S105120042030141X#!
https://www.sciencedirect.com/science/journal/10512004
https://www.sciencedirect.com/science/journal/10512004/104/supp/C
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/article/abs/pii/S0010482519302008#!
https://www.sciencedirect.com/science/journal/00104825
https://www.sciencedirect.com/science/journal/00104825/111/supp/C
https://uk.mathworks.com/help/stats/fscnca.html
https://uk.mathworks.com/help/stats/fscnca.html
https://uk.mathworks.com/help/deeplearning/ref/activations.html
https://uk.mathworks.com/help/deeplearning/ref/activations.html
https://archive.physionet.org/physiobank/database/shhpsgdb/
https://archive.physionet.org/physiobank/database/shhpsgdb/

