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Abstract 

Liver cancer emerges as a mass in the right upper of the abdomen with general symptoms such 

as jaundice and weakness. In recent years, the liver cancer has been responsible for increasing 

the rate of deaths. Due to some discrepancies in the analytical results of CT images and the 

disagreement among specialists about different parts of the liver, accurate diagnosis of possible 

conditions requires skill, experience, and precision. In this paper, a new integrative model based 

on image processing techniques and machine learning is provided, which is used for 

segmentation of damages caused by the liver disease on CT images. The implementation process 

consists of three steps: (1) using discrete wavelet transform to remove noise and separate the 

region of interest (ROI) in the image; (2) creating the recognition pattern based on feature 

extraction by Gray-Level Co-occurrence matrix and hierarchical visual HMAX model; reducing 

the feature dimensions is also optimized by principle component analysis and support vector 

machine (SVM) classification, and finally (3) evaluating the algorithm performance by using K-

fold method. The results of implementation were satisfactory both in performance evaluation and 

use of features selection. The mean recognition accuracy on test images was 91.7%. The 

implementation was in the presence of both descriptors irrespective of feature dimension 

reduction; with unique HMAX model and feature dimension reduction and application of both 

descriptors and reduction of feature dimensions and their effect on recognition were measured. 

 

Keywords: Liver CT scan, gray-level Co-occurrence matrix, hierarchical visual HMAX model, 

support vector machine. 

 

1. INTRODUCTION 
 

Liver-related diseases and liver cancers are  

 

one of the leading causes of death in the 

world [1-4]. Liver cancer is the growth of 

liver cancer cells that emerge as a mass in 

the right upper abdomen with general 
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symptoms such as jaundice and weakness 

[6]. In recent years, there has been an caused 

by this disease [7]. A variety of factors such 

as hepatitis C, chronic hepatitis, cirrhosis, 

fungal toxin aflatoxin, obesity, 

hemochromatosis, excessive consumption of 

alcohol and Trisomy 18 can be the 

underlying cause of liver disease [5]. 

Sometimes it is both complicated and 

difficult to diagnose these irregularities in 

liver. There are several ways for the liver 

diagnosis, including: 

1 - Liver (Hepatocellular) cancer 

screening and Alpha-fetoprotein tests 

every 6 to 12 months 

2. If cancer is suspected, further tests are 

conducted to determine the stage of the 

disease with sampling 

3. Imaging using MRI and CT-scan  

In the first technique, i.e. diagnosis at the 

primary level, error probability was low, but 

it was invasive and time consuming. In the 

second technique, i.e. testing repeatedly, it 

was contingent upon the completion of the 

first step and the third technique illustrated 

various sections of tissue based on liver 

imaging [8, 9]. The classification of liver 

tumors is of critical importance before any 

surgery. It also plays a crucial role in the 

development of 3D tumor surgery. This can 

help surgeons to remove the entire tumor. 

The accurate and primary diagnosis of the 

tumor is crucial to the treatment of the 

disease. Given discrepancies in the results of 

CT images and disagreements among 

doctors regarding different parts of the liver, 

the accurate diagnosis of possible conditions 

require skill, experience and precision, and 

in some cases, even skilled specialists may 

come up with diverse results. According to 

the literature on CT images, in 2 to 5 out of 

10 cases, interpretation could be erroneous. 

This is also true for liver images [10]. 

Therefore, intelligent diagnosis of liver 

cancer in CT images can largely contribute 

to more accurate decisions of specialists.  

This paper deals with the diagnosis of 

liver disease and cancer using automated 

methods based on the analysis of CT 

images. The primary goal of proposing and 

designing such a method is the 

implementation of an intelligent system 

based on machine learning, which is able to 

determine the presence or absence of disease 

by relying on statistical learning techniques, 

and then based on the features extracted 

from the liver region, the classification is 

provided. The following assumptions are 

considered in this system: 

1. The system consists of sub-algorithms 

including CT image processing, feature 

extraction and classification of various 

image parts that are characteristic of 

cancer and can finally provide an 

integrated performance. 

2. The accuracy, sensitivity and 

specificity of the proposed method would 

be higher than previous techniques. 

The paper is organized as follows: in the 

Section 2, we have literatures review. 

Section discusses the proposed method, 

which combines feature extraction structure 

of CT images, processing method and 

support vector machine (SVM)  

classification. Practical results and findings 

are discussed in Section 4 and finally 

conclusions are drawn in Section 5.  

 

2. LITERATURES REVIEW  
 

In recent years, the analysis of CT images of 

different organs, including liver has attracted 

growing attention of researchers. 

Nonetheless, there seems to be a 

discrepancy among researchers with regard 

to the algorithm design. Lee et al. [11] 

carried out the classification process using 

fractal-based feature extraction method 

underpinned by M-band wavelet transforms. 
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However, they did this for ultrasonic 

images, which were classified on the basis 

of healthy liver, cirrhosis and hepatoma. 

In the same year, Gletsos et al. [12] 

proposed a diagnostic system that used 

neural network classifier for the detection of 

liver lesions in CT images. The region of 

interest (ROI) was made of normal tissue, 

liver cysts, hemangioma and hepatocellular 

carcinoma in CT images. 

In 2006, Lim et al. [13] discussed the 

difficulty of constructing a 3D model of the 

liver and the extraction of features from CT 

images, they suggested the direct separation 

of areas suspected of the disease. 

Mougiakakou et al. [14] proposed 

differential diagnosis for lesions 

concentrated in the recipient area of  the 

liver on CT images using texture features, 

feature selection and ensemble driven 

classifiers.  

Okada et al. [15] suggested automatic 

segmentation of the liver to create a 

diagnostic model using probabilistic atlas 

and multi-level statistical shape model.  

In a detailed study by Heimann et al. 

[16], they compared and assessed different 

methods of separating different parts of liver 

tissues. They tested models such as 

statistical shape models, atlas registration 

active contour, cut graphs and rule-based 

systems. 

Automatic isolation and detection of liver 

lesions in CT images with optimized 

automatic was presented by Militzer et al. 

[17]. Their strategy involved using a 

probabilistic boosting-tree to classify points 

or regions suspected of glands and tissue 

lesions. 

The restoration of CT images of liver 

lesions based on the degree of similarity was 

proposed by Napal et al. [18]. They utilized 

30 samples of CT images and explored a 

total of three classes of healthy tissue, 

hemangioma and metastasis. 

Selver et al. [19] attempted to assess and 

use unsupervised techniques such as K-

means or neural network to separate masses 

suspected of tissue lesions in the liver and 

CT images. 

The application of Weka method as an 

efficient algorithm for segmentation and 

classification of CT images was presented 

by Quatrehomme et al. [20] with the goal of 

separating concentrated lesions in the liver 

and their evaluation for 5 classes. Co-

occurrence matrix, morphological features 

and tissue features were extracted and an 

accuracy of 74% was obtained for different 

sizes of lesion tissues in CT images of these 

5 classes.  

Zaidan et al. [21] used a combination of 

techniques such as active contour, 

watershed-based separation and neural 

networks in CT images and reported an 

accuracy of 92%. Also, a classification 

accuracy of 90% was achieved in tumors or 

lesions.  

Similarly, Li et al. [22] used active 

contour and semi-automatic separation in 

CT images, but they found little discrepancy 

in input CT images of the sample liver. 

Casciara et al. [23] performed automatic 

separation of liver tissue and hepatic-

induced tumors through a three-dimensional 

model of CT images. In this study, two 

solutions were presented and the results 

were compared. 

Gnnasundari et al. [24], using histogram 

analysis and morphological filtering, 

suggested initial clustering of images 

followed by segmentation of different parts 

and then feature extraction. Xu et al. [25] 

employed restoration of CT images, 

conceptual shape and texture descriptors, 

and reported 90% to 100% accuracy.  

Virmani et al. [26] used main operational 

analysis and support vector machines to 

separate tissue lesions from ultrasound 

images and reported an accuracy of 85% to 
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95%. Ji et al. [27] combined multiple atlases 

optimized moderate transmission separation 

in an attempt to separate and classify 

different parts of the liver tissue. 

Automatic separation of liver lesions was 

studied by Kumar et al. [28]. They 

considered it as a critical step in the 

diagnosis of diseases related to liver. 

Therefore, they adopted fuzzy clustering and 

comparison with manual methods for this 

purpose. 

Ozturk et al. [29] used ripplet transform 

of Curvelet transform and artificial neural 

networks via the analysis of MRI images. 

They demonstrated the presence or absence 

of disease. Balagurunathan et al. [30] used 

CT image analysis of different areas 

including liver. Their method indicated the 

possibility of separating important features 

that could be incorporated for the diagnosis 

and prognosis of possible diseases in liver 

organs.  

Singh et al. [31] proposed information 

fusion and feature extraction of ultrasonic 

images, which separated masses suspicious 

for cancer and hazardous lesions and 

reported 95% accuracy.  

Tomoshige et al. [32] proposed the 

statistical shape model together with error 

estimation, which was primarily used for 

separating different parts of the liver and CT 

images with low contrast. They also 

exploited pipeline and graph cut techniques 

for segmentation.  

Another semi-automatic separation 

method used for determining and separating 

tumors and other tissues in CT and PET 

images was proposed by Hirata et al. [33]. 

Mala et al. [34] suggested the tissue analysis 

of CT images based on neural network for 

classifying Cirrhosis tissue and fat. For this 

purpose, they presented probabilistic neural 

network that was used in combination with 

linear vector quantization neural networks. 

In addition to CT images of liver, some 

researchers have attempted to separate 

tissues such as pancreas and stomach 

including Roth et al. [35]. They applied deep 

neural network (DNN), frequent clustering 

technique and environmental mold to CT 

images for separation and calculation of 

accuracy. 

Conze et al. [36] used stratified random 

separation and super-voxels for CT images, 

which allowed the separation of liver tumors 

in a semi-automatic fashion. Therefore, they 

utilized a convolution mask of CT images 

and separated three-dimensional mold from 

other parts. 

Similar to studies on separation, Mustafa 

et al. [37] proposed a method with an 

accuracy of 91.3% for separating different 

parts of the liver in CT images, which 

allowed segmentation in case of liver tumor 

or lesion. 

 

3. THE PROPOSED METHOD 
 

As mentioned above, the algorithm proposed 

in this paper is capable of learning and being 

used in hospitals and clinics specialized in 

liver diseases. The implementation steps of 

the proposed method are shown in Fig. 1. 

 

3.1. Database  
 

The main data comprised of images of all 

types for patients with different levels of 

liver disease, lesion or cancer, which had 

been gathered over a two year period (2014 

to 2017) form Sabzevar hospitals in 

Khorasan Rezavi Province, Iran.   

In addition to healthy subjects, the 

patients were divided into two groups with 

and without history of pain in the liver, and 

the different CT scan imaging centers 

reporting various images. The imaging 

machine was a Siemens CT scan device 

(SOMATOM Emotion 16) with the lowest  
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Fig. 1. Flowchart of the proposed method for determining liver disease. 

 

 
 

Fig.2. Sample input images (first row) and pre-processed images (second row). 
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Fig. 3. Two-dimensional discrete wavelet transform in four directions for a sample input of CT images.  

 

 

radiation dose and reduced radiation such as 

IRIS, CARE Dose 4 D, and Dose MAP. 

The paper involved gathering data of a 

cross-sectional study on two groups of 

subjects. The sample consisted of 135 

subjects who were diagnosed by a physician 

and radiologist in the CT scan Imaging 

Center of hospital, who were divided into 

two test (n= 59) and control (n= 76) groups. 

In fact, 59 subjects were assigned to the 

group of patients with liver disease and 76 

healthy subjects that showed no side effects 

of the disease were assigned to the control 

group. Two specialists gave their definitive 

diagnosis about the disease and in some case 

the possible location of the lesion. 

 

3.2. Preprocessing 
 

3.2.1.Region of Interest (ROI) 
 

The mechanism of separating regions of 

interest in the image is not straightforward, 

and the tissue may be damaged in a way that 

prohibits the application of conventional 

separation methods.  

However, by changing the contrast of the 

image or brightness intensity of pixels, 

separation can be made in some specific 

points to isolate the ROI from other parts. In 

the sample CT image P, background and 

foreground regions are separated from each 

other. By doing so, we seek to construct the 

optimized background and find the best 

neighborhood. Pixel neighborhood refers to 

the pixels adjacent to pixels under study, 

which is depicted by coordinates (x, y), as 

shown by Eq.(1): 

 

, : ( 1, ) , ( , 1)i jP i j i j          (1) 

 

As a result, none of neighborhoods (i, j) 

will exceed the value of 8 neighborhoods, 

unless the neighborhood set is extended. The 

pixel movement can be started from a pixel 

P (i, j) and spreads in different directions. 

The same rule applies to the removal of 

unimportant parts. The selection of 

quadruple proximity has often a favorable 

effect on selecting ROI in the liver image. 

An example of pre-processed images is 
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shown in Fig. 2. However, it should be 

noted that the selection of a very high 

neighborhood also leads to the elimination 

of more elements, and a compromise must 

be made for this purpose. Usually choosing 

the 4th proximity will have a more favorable 

effect in choosing the area of interest in the 

liver image. 

 

3.2.2. Noise Removal 
 

By applying a one-dimensional discrete 

wavelet transform to each row, assuming 

that columns are constant, corresponding 

signals are achieved, and then this process, 

assuming that rows are constant, is again 

applied to all columns and therefore rows of 

rate 2 are sampled [38, 39].  

 If an image is decomposed into n levels 

of basic functions, the first level will consist 

of high-frequency and the nth level will 

contain low-frequency components. 

 Discrete wavelet transform coefficients, 

which are also decomposed in fitting with 

the frequency ranges of each basic function, 

contain local information of the original 

image [40-42]. After two-dimensional 

discrete wavelet transform implementation, 

it is sufficient to build coefficients Sj at the 

level 1. Thus, Sj is in fact a classification of 

the original image and its constructing 

coefficients, they are an estimate of different 

brightness intensities, or pixel categories in 

a neighborhood that are identical in terms of 

lighting intensity. After applying this 

transform to the image, four image levels are 

achieved according to the frequency of 

samples. In Fig. 3, two-dimensional discrete 

wavelet transform in four directions are 

shown for a sample input of CT images. 

Several samples of the signal corresponding 

to several rows and columns from a liver CT 

are shown in Fig. 4. 

 

 

 

3.3. Feature Extraction 
 

3.3.1. Gray-Level Co-occurrence Matrix 

Features (GLCM Features) 
 

In the process of feature extraction, the 

objective is to find mapping in the solution 

space, which is able to reduce the dimension 

of patterns for the classification stage. For 

this purpose, two feature extraction 

techniques are used and then the final vector 

features with aggregate output of the two 

descriptors is achieved. In the statistical 

methods, spatial distribution of gray levels 

in tissue is the basis of classification by 

calculating the local features in each point of 

the image and extraction of a set of 

statistics. Some examples of these methods 

are GLCM-based [43] methods and gray-

level difference techniques [44]. The signal 

processing techniques based on frequency 

content include wavelet-based analysis [45], 

Gabor transform [46] and Curvelet 

transform [47]. GLCM is a square matrix 

whose elements indicate the relative 

frequency of occurrence for a pair of gray 

values at a specific distance in the same 

direction. The elements of a co-occurrence 

matrix of G×G dimension for a distance 

vector of d (dx = dy) are defined according 

to Eq. (2): 
 

( ) 

( ) ( ) 

(( ) ( ))

=

, , , , :

,  , ,

dP i j r s t v

I r s i I t v j

=

=
     (2) 

 

where I(.,.) shows an image of N × N 

dimension and G levels of gray. The co-

occurrence matrix in fact describes 

frequencies related to Pij where two separate 

neighboring pixels at a fixed distance d, one 

with the grey intensity of i and the other 

with the grey intensity of j, take place in the 

image. 
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Fig. 4. Represents multiple signal samples corresponding to several rows and columns from a CT 

image of a liver in two-dimensional discrete wavelet transformation. 
 

 

 Then, the co-occurrence matrix is made 

of a square matrix whose size depends on 

the maximum intensity of the gray pixels in 

the image. Each element Pij indicates the 

frequency of events for the above structure: 

a pixel of size i at the fixed distance of d 

from a pixel of size j. If the distance is d =1, 

then four directions are perceivable and the 

angles between two pixels could be 

expressed as 0, 45, 90 or 135 degrees.  

 In other words, in this method, the image 

is converted into a two-dimensional matrix 

where each item indicates the possibility of 

color intensity I and j being juxtaposed at a 

neighboring distance d and angle θ. Finally, 

using functions defined based on this matrix, 

features are extracted. 

3.3.2. Hierarchical Visual HMAX Model 

Features 
 

The hierarchy analysis technique was first 

proposed by Hubel and Wiesel where the 

visual cortex of a cat’s brain and then a 

monkey’s brain were being studied [48, 49]. 

The S1 units of the input image are 

decomposed into simple S1 units through a 

multi-dimensional array where these simple 

units are formed based on simple and classic 

V1 cells. These units are formed in 

accordance with a basic mode of simple 

cells. In other words, they consist of a row 

of unidirectional filters and alternative on 

and off areas that share a common axis that 

defines the cell direction. The population of 
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S1 units includes 136 types of units, i.e. 2 

modes in 4 directions and 17 sizes, but in 

this model, the 64-model was adopted. Fig. 

5 depicts different weight vectors that 

correspond to various units. 

 Similar to other simple units in the 

model, S1 units carry out the adjustment 

operation for incoming algorithms from 

input x and weight vector w.   

 When x corresponds to w, the response of 

a S1 unit is maximal. In mathematical terms, 

the weight vector w associated with S1 units 

takes the form of a Gabor function, which is 

a suitable model for recipient strings of 

simple cells and can be described by Eqs. 

(3) and (4): 

2 2 2

2

( . )
( , ) exp

2

2
cos( )

X Y
F x y

X









 +
= − 

 



   (3) 

0

0

cos sin

sin cos

x x

y x

  

  

= +


=− +
       (4) 

  

 All filter parameters, i.e. the size of 

function in space or γ, angle or θ،, effective 

bandwidth or σ and wavelength λ are 

adjusted to match the biological type. S1 

filters are arranged as a pyramid of different 

scales (in degrees) in the range of 7×7 to 

37×37 pixels sizes. To limit the number of 

units, four directions were considered, 

which included 0, 45, 90 and 135 degrees. 

Finally, a total of 64 different recipient 

fields of S1 (i.e. 16 degrees in four different 

directions) were obtained.  

 The next layer or C1 corresponds to 

complex cells in the visual cortex of the 

brain. Each complex C1 receives aggregate 

outputs from simple S1 units of the first 

layer in the same direction (and in two 

reverse modes) but in slightly different 

positions and sizes. Operations that are 

integrated with responses of S1 units in the 

layer C1 are called MAX linear actuator. 

The response of C1 unit is determined by the 

strongest input. 

 Considering the integration of S1 units in 

slightly different positions but with identical 

direction, the corresponding C1 units are 

rendered insensitive relative to the 

stimulating positions within its recipient 

field. As a result of integrating S1 units of 

narrow differences, large areas of broadband 

for S1 and C1 units are created, which 

correspond to the biological type. 

 C1 units are integrated on the output of 

organized S1 units derived from the 

previous layer in the same direction and 

scale bands with each band scale consisting 

of 2 filter sizes. There are 8 scale bands for 

the entire sizes of S1 filter. For example, the 

band scale contains S1 filters of 7×7 and 

9×9 sizes. The process is implemented for 

all of the four directions and each band 

separately. The integration shores up 

resistance against two- dimensional changes 

from S1 to C1 layers. The corresponding 

integration process will be a MAX 

operation. 

 

 

 
 

Fig. 5. The reception field of simple S1 (derived from Gabor filter) [50]. 
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 In S2 layer or level, different activities of 

complex layers are integrated on a small 

neighborhood in different directions (It 

should be noted that the neighborhood size 

determines the size of the recipient unit of 

S2 unit). Computations that are integrated 

over these time periods constitute the 

adjustment operation. As a result, from C1 

to S2 units, both the selectivity of units and 

complexity of stimuli are reinforced. Thus, 

at the level C1, units are selected for a single 

rod in a particular direction, while in S2 

level, units are selected for complex patterns 

such as integration of directional rods to 

create the edge or select a border.  

 

3.4. Dimension Reduction 
 

Principal component analysis is an 

unsupervised method derived from linear 

transform that map input data on a special 

atmosphere. Assuming that M training 

samples are available, the matrix of visual 

data based on X = x1, x2,., xm is formed. 

The transposed version of this matrix is Y 

where Y = XT. The data center in visual 

space is obtained using the mean vector 

1

1 m

jj
Xm

M =
=  . Then, by subtracting the 

mean vector m from each training vector, 

which is displayed as xj = (xj-m), the matrix 

of column data based on c 1 2 mx x , x ,..., x=  is 

formed, which is called the control vector. 

Covariance matrix of data set is obtained as, 

1

1 1
m

T T
x j j c c

j

Cov x x x x
M M

=

= =       (5) 

 By measuring the diameter of Covx, 

principal components are obtained. These 

are components of orthogonal image on 

eigenvectors obtained by resolving the 

eigenvalue equation. 
 

T
xP Cov P =                    (6) 

 

where Π and P are diagonal matrix of 

eigenvalues and orthogonal matrix of 

eigenvalues. Geometrically, p is a rotational 

matrix that rotates the main coordinate 

system based on eigenvectors so that the 

eigenvalue vector correlates with the 

maximum vector value. In this case, it is 

called maximum variance axis.  

 Only eigenvalues β do correlate with the 

largest eigenvalues, which are then utilized 

to define the subspace where β is the 

expected size of the space.  

 There are three factors to adapt the image 

with the subspace of eigenvector β. Hence, 

dimension reduction is used as a way of 

scaling back computations. Fig. 6 displays 

transfer from space coordinates to the new 

coordinate. The first axis should be in a 

direction that maximizes data variance. In 

other words, axis is oriented in the direction 

with the greatest data dispersion. The second 

axis should be perpendicular to the first axis, 

in a way that data variance is maximized. In 

the process of implementing the algorithm. 

 

3.5. Classification by Support Vector 

Machine (SVM) 
  

SVM is an optimal separation method, the 

output of which is obtained using Bisian 

theory [50, 51]. Where the estimation model 

is not widely available in terms of data size, 

SVM is used. The solution maps the non-

detachable data to another, and looks for a 

cloud with the largest margin for data 

breakdowns. Assuming that the training data 

of the preceding stage, using the weight 

assigned, has a special label and is 

represented as S = (xi, yi), in the sense that i 

= 1, ..., l, and Yi = {- 1,1}, then the backup 

vector machine forms experimental x data 

using the learning of nonlinear functions as, 
 

1
( ) sgn( ( . ) )

l

i i ii
f x y K x x b

=
= +    (7) 
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Fig. 6. Transfer from the first coordinate system to the second coordinate space. 

 

 

in which the Lagrange multiplication αi is a 

dual optimization problem that describes the 

cloud. Also, K(xi,x)  is the kernel function, 

which is expressed, 
 

( ) ( )T
i jx x            (8) 

where φ is a nonlinear function mapping 

data into a wider space. On the other hand, b 

is the optimum super-plate threshold 

parameter. Educational data xi with αi>0 is 

read support vectors, and the SVM finds a 

super-page, that in which the distance 

between the support vectors and the super-

page is maximized. Linear polynomials and 

radial base function kernels are most used in 

the kernels of this class. In a kernel function 

instead of multiplying the point, the 

converted vectors are replaced, and the clear 

form of the convergent function (x), Φ is not 

necessarily known. In addition, the use of 

the kernel function strongly requires less 

computing. The formulation of the kernel 

function is based on the point multiplication 

of a particular case from the viewer's theory. 

 The problem of optimization is written 

as, 
 

1 1 1

1
( , )

2

k k k

i i j i j i j

i i j

y y K x x  
= = =

−      (9) 

 

 This equation must be maximized, and on 

the other hand, the condition of Eq. (9) must 

also be true: 

1

0 0

1,...,

k

i i i

i

y and C

for i k

 
=

=  

=


     (10) 

  

 Therefore, the decision function is 

represented as Eq. (11): 
 

( , )
( )

o o
i i i

Support
Vector

y K x x b
f x sign

 +
=   

 

     (11) 

 

 The best kernel function for solving 

classification problems is the radial basis 

function, 
 

2

exp
2

ix x



 − −
 
 
 

             (12)  
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4. IMPLEMENTATION AND 

EVALUATION OF THE PROPOSED 

ALGORITHM 
 

The evaluation is done in two steps, the first 

step being to evaluate the performance of 

the method with a large amount of features, 

and the second step will include few 

features. In both steps, the sensitivity, 

accuracy and accuracy of the K-fold are 

measured. 

 

4.1. Preprocessing 
 

After decontamination and improving the 

contrast of liver CT images, a percentage of 

degradation is associated with the available 

data, which is negligible. However, in order 

to assess the proposed strategy for 

eliminating possible noise and improving 

detail, two criteria are used. The first is 

mean squre error (MSE) and the second is 

peak signal to noise ratio (PSNR).  
 

 
1 1

2

0 0

1
( , ) ( , )

m n

i j

MSE I i j K i j
mn

− −

= =

= −      (13) 

 

where I is the main image of the input CT 

and K is the image restored after the noise is 

removed and the details are reinforced. This 

is the difference between the predicted value 

of the model or the statistical estimator and 

the actual value. In fact, RMSD is a good 

tool for comparing prediction errors with a 

dataset, discussing differences in pixel 

values and their variations, and it is not 

applicable for comparing multiple datasets. 

They also call these distinct differences, and 

the average square root error is used to 

collect them in a number. By comparing 

peer-to-peer pixels in the main image of the 

liver (I) and the reconstructed, noise can be 

cut off to the limit. The resulting error is 

calculated as the second power and is 

divided into image dimensions. 

 PSNR is often used to measure the 

quality of an image at the time of 

compression and image expansion: 
 

255
20log

( )
PSNR

Sqrt MSE

 
=  

 
        (14) 

 

 The Suitable values of calculated PSNR 

after each mode changing are in the range of 

20dB to 50dB. Preprocessing benchmarks 

were performed for different hepatotoxic 

images of different sizes. The groups were 

divided into 8 groups and the preprocessing 

stages were performed on them. The first 

five groups contain 16 images and the last 

three groups contain 15 images. Benchmark 

noise reduction parameters and enhancement 

details for liver CT images based on 

categorization in 8 random groups and 

different image dimensions are shown in 

Table 1. 

 The MSEs and PSNRs in Table 1 have 

suitable values which indicate the proper 

performance of preprocessing in noise 

elimination. 

 

4.2. Feature Extraction 
 

HMAX-derived vectors, also known as C2-

derived vectors, were introduced by the 

HMAX model and the model explained in 

part 3-3-2. These features are extracted from 

the liver CT images. The image is grayed 

out and on the S1 layer, Gabor filters is 

applied in 4 directions. In the C1 layer, the 

units of the S1 layer reach the maximum 

value for invertebrate state and local scale. 

On layer S2, units are extracted as a 

comparative processing template of the form 

C1. Only one aspect of importance is taken 

to optimize the space between the S2 and its 

input. The C2 layer has units that process 

the extraction process of S2 units in the 

entire image. In this layer, spatial and scale 

information is removed to omit the 

unstructured position and scale. In Fig. 7, a 

sample image with contour region is 

displayed for extracting the HMAX features 

[50]. 
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Table 1. Benchmark noise reduction parameters and enhancement details for liver CT images based 

on categorization in 8 random groups and different image dimensions. 

Final 

average 
average Group8 Group7 Group6 Group5 Group4 Group3 Group2 Group1 

Image 

dimensions 

Benchmark 

noise 

reduction 

parameters 

20.18 

5.19 2.67 6.12 9.37 3.54 3.92 3.04 5.02 7.79 32×32 

MSE 
8.83 7.11 7.82 4.74 11.32 8.31 14.69 9.77 6.95 64×64 

16.58 15.92 31.33 9.79 24.77 7.92 16.25 11.24 15.45 128×128 

50.14 55.72 58.08 32.67 122.48 36.9 24.89 38.64 31.77 256×256 

36.97 

41.36 43.86 40.26 38.41 42.63 42.19 43.29 41.12 39.16 32×32 

PSNR 
38.88 39.61 39.15 41.37 37.59 38.93 36.46 38.23 39.71 64×64 

36.33 36.11 33.17 38.22 34.19 39.14 36.02 37.62 36.24 128×128 

31.32 30.67 30.49 30.16 27.25 32.46 34.17 32.26 33.11 256×256 

 

 

 
 

Fig. 7. A sample of integrating contour areas by HMAX features. 
 

 

 Since rotation of image leads to the 

transfer of coefficient between sub-bands of 

a scale, to establish independence from 

rotation, all sub-bands of a scale are 

combined and co-occurrence matrix of 

results is computed. Moreover, scale change 

in the image leads to the transfer of 

coefficients to other scales.  

 Therefore, to establish the independence 

of scale, we used those features extracted 

from a combination of sub-bands. The 

features were aggregated so that the overall 

vector consisted of 59 features (31 features 

related to the HMAX model descriptor and 

28 features associated with GLCM 

descriptor). For this purpose, a series of 

features from the combined matrix, 

coincidence matrix as well as the Gabor 

technique, which represents the description 

of the HMAX properties, is on a scale. We 

will calculate different values. Some of the 

features of the image are: 

 Contrast: it is obtained as, 
 

( )
1 1

1
2

1 1

0

,
 

G G

G

g g

g

p g g
Contrast g

g g g

− −

−

= =

=

 

 
 

=  
 

 

 − = 


    (15) 

 

 Energy: it is measured in accordance, 
 

( )( )
2

1 1

,
G G

g g

Energy p g g
= =

=         (16) 

  



14                                                                Bagheri, Sarraf Esmaili.  An Automatic Model Combining Descriptors… 

 Entropy: This property is computed as, 
 

( ) ( )( )
1 1

, log ,
G G

g g

Entropy p g g p g g
= =

 = −  

             (17) 

 Variance: or sum of squaresis,  
 

( ) ( )
2

1 1

,

G G

g g

Variance g p g g

= =

= −     (18) 

 

  Correlation: This criterion shows the 

linear dependence of the gray levels of the 

pixels that are located in the neighborhood 

and can be expressed as, 
 

( ) ( )
1 1

1
, x y

x y

G G

g g

gg p g gCorrelation  
  = =

  −
 

=  
 
 


                (19) 

P( i, j), the equivalence matrix of the (i, j) is 

normalized, and the denominator multiplied 

in the mean series is a deviation from the px 

and py criteria. Px(i) in the i-th diagram is a 

Co-occurrence of the summation of the 

matrix features.  

 In Eqs. (15)-(19), p is the image of the 

target area with dimension G × G pixels. 

 

4.3. Performance Evaluation 

4.3.1. Incorporation of All Features 

 

Evaluation is conducted in two steps. The 

first step involves a performance evaluation 

of the method with many features and the 

second step includes few features. In both 

steps, factors of sensitivity, specificity and 

accuracy as well as K-fold evaluation were 

considered, in addition to the confusion 

matrix. Three factors of accuracy, sensitivity 

and specificity, which were proposed for 

measuring accuracy rate in detecting 

performance of the proposed system, are 

used according to Eqs. (20) - (22), 

 

TP TN

TP FN TN FP

N N
Accuracy

N N N N

 +
=  

+ + +    

(20) 

 

( )TP

TP FN

N
Sensitivity

N N
=

+
        (21) 

 

( )TN

TN FP

N
Specificity

N N
      (22) 

 

where NTP is the number of positive 

corrects, NTN is the number of negative 

correct, NFP is the number of positive errors 

and NFN is the number of negative errors in 

diagnosis of liver disease or cancer in 

sample CT images. The results of 

classification with maximum features 

(without feature selection) and aggregation 

of both descriptors in training and 

experiment stages are shown in Table 2. 

 

4.3.2. Selected Features 
 

In this step, the numbers of features are 

largely reduced to one third or a quarter 

of the total features.  

 For this purpose, 21 features were tested 

to evaluate their output. In Tables 4 and 5, 

the results of classification based on 

principal component analysis are presented 

for selecting the best features of algorithm. 

Moreover, the results of training and testing 

steps are depicted. In the presence of feature 

selection and inclusion of HMAX model 

(Table 4), the mean accuracy, specificity and 

sensitivity in training phase were equivalent 

to 0.9756, 0.9794 and 0.9573 respectively. 

Also, in the testing phase (Table 5) these 

were equivalent to 0.8503,8133 and 0.8803 

respectively, which indicated lower 

accuracy of the testing and higher accuracy 

of the training step.  
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Table 2. Assessment of algorithm in the second recognition step with maximum features and 

aggregation of both algorithms in the training stages. 
 

Sens Spec Acc FN FP TN TP K 

K-fold 

Training 

Level 

0.9705 0.9433 0.9586 2 3 50 66 1 

0.9852 0.9811 0.9834 1 1 52 67 2 

0.9710 0.9629 0.9674 2 2 52 66 3 

0.9705 0.9811 0.9752 2 1 52 66 4 

0.9411 0.9433 0.9421 4 3 50 64 5 

0.8823 0.9245 0.9008 8 4 49 60 6 

1 1 1 0 0 53 68 7 

0.9855 0.9811 0.9836 1 1 52 68 8 

0.9705 0.9622 0.9669 2 2 51 66 9 

0.8997 0.8867 0.8925 7 6 47 61 10 

0.9573 0.9566 0.9570 29 23 508 652 - 
Sum 

 

 

Table 3. Assessment of algorithm in the second recognition step with maximum features and 

aggregation of both algorithms in the testing stages. 
 

Sens Spec Acc FN FP TN TP K 

K-fold 

Training 

Level 

0.7142 0.8333 0.7692 2 1 5 5 1 

1 0.8333 0.9285 0 1 5 6 2 

1 0.8000 0.9166 0 1 4 7 3 

0.8750 0.666 0.7857 1 2 4 7 4 

0.8750 0.8333 0.8571 1 1 5 7 5 

0.8817 0.8332 0.8713 1 1 5 6 6 

0.7500 0.8333 0.7857 2 1 5 6 7 

0.8571 0.666 07692 1 2 4 6 8 

1 0.8333 0.9285 0 1 5 8 9 

0.8750 1 0.9285 1 0 6 7 10 

0.8803 0.8133 0.8503 9 11 48 65 - Sum 
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Table 4. Evaluation of algorithm in the first recognition step with 21 features selected in the training 

steps. 
 

Sens Spec Acc FN FP TN TP K 

K-fold 

Training 

Level 

0.9421 0.9056 0.9262 4 5 48 65 1 

1 1 1 0 0 53 68 2 

0.9705 0.433 0.9586 2 3 50 66 3 

1 1 1 0 0 53 69 4 

1 1 1 0 0 53 68 5 

1 1 1 0 0 53 68 6 

0.9705 0.9433 0.9586 2 3 50 66 7 

0.9705 0.9433 0.9586 2 3 50 66 8 

0.9705 0.9811 0.9752 2 1 52 66 9 

0.9705 0.9811 0.9752 2 1 52 66 10 

0.9698 0.9794 0.9756 14 16 514 668 - Sum 

 

 

Table 5. Evaluation of algorithm in the first recognition step with 21 features selected in the testing 

steps. 
 

Sens Spec Acc FN FP TN TP K 

 

 

K-fold 

Training 

Level 

1 0.8333 0.9231 0 1 5 7 1 

1 1 1 0 0 6 8 2 

0.75 1 0.8571 2 0 6 6 3 

1 0.7248 0.8761 2 0 4 7 4 

0.8750 1 0.9258 1 0 6 7 5 

0.8817 0.8323 0.8713 1 1 5 6 6 

1 1 1 0 0 6 8 7 

1 0.7248 0.8761 1 0 4 7 8 

1 1 1 0 0 6 8 9 

1 0.8331 0.9231 0 1 5 7 10 

0.9037 0.9500 0.9170 8 3 53 71 - Sum 



Signal Processing and Renewable Energy, March 2019                                                                                              17 

 

5. CONCLUSION 
 

The correct diagnosis of disease and liver 

cancers for a physician is not easy process. 

A physician will diagnose the condition by 

interpreting the results of one patient's 

experiments and comparing it with 

symptoms similar to other patients, or CT 

imaging or MRI in a person with a liver 

injury. 

 Regarding the nature of CT images, 

cancerous masses, liver lesions and different 

parts of the liver, in this paper, a method 

based on recognition of liver cancer is 

presented based on the use of intelligent 

processing technique. 

 Introducing the tools, it was initially 

suggested that CT images deprived of any 

possible liver damage from noise, and this 

could be done by applying a discrete 

wavelet transform. In the next step, the 

quality of the images was lost through the 

wavelet transform method of noise, and 

eventually the area in question was depicted 

in the image that was separated from other 

sections. In the next phase, we identified the 

pattern and based on the extraction of 

features, followed by the selection of the 

best features, the classification of the data, 

and thus the classification of the input 

images.  

 In the evaluation phase, factors such as 

accuracy, sensitivity, specificity and time 

were evaluated in the presence of an 

integrated learning algorithm. The emphasis 

was on correct data segmentation and K-fold 

(K=10) assessment method was used to test 

data in both training and testing stages. 

Optimized algorithms, particularly feature 

extraction algorithms with the lowest 

possible size (21 features out of 50 features) 

was adopted so that the classification system 

was able to predict the probability of liver 

disease with an accuracy of more than 91%. 

Prediction of these events can greatly reduce 

lethal complications at different ages in a 

non-invasive manner. In future, we intend to 

increase recognition accuracy by reducing 

positive errors and delays in response. Also, 

it took few time in comparison with  similar 

methods those the corresponding output is at 

a very good level and the proposed system 

can function as an integral independent part.  

 In this paper, the goal was to open the 

door to the new world of modern liver 

imaging technologies by using current smart 

systems and one of the major problems 

among patients who are left with liver 

cancer or cancer Grappling, or cancer 

detection. 
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