
J. Ind. Eng. Int., 7(14), 53-60, Summer 2011  

ISSN: 1735-5702 

© IAU, South Tehran Branch 

*Corresponding Author Email: amakui@iust.ac.ir 

    Tel.: +98 9121439946  

 

���������	
����
��������
�������������������
������

�������������
����������������
���
 

Naser Javid 
1
; Ahmad Makui

 2* 

 
1 
M.Sc., Dept. of Industrial Engineering, Tehran South Branch, Islamic Azad University, Tehran, Iran 

2 
Associate Professor, Dept. of Industrial Engineering, Iran University of Science and Technology, Tehran, Iran 

 
Received: 11 August 2009;        Revised: 3 January 2010;        Accepted: 2 February 2010  

Abstract: This paper assumes the cell formation problem as a distributed decision network. It proposes 

an approach based on application and extension of information theory concepts, in order to analyze in-

formational complexity in an agent- based system, due to interdependence between agents. Based on this 

approach, new quantitative concepts and definitions are proposed in order to measure the amount of the 

information in an agent, based on Shannon entropy and its complement in possibility theory, U uncer-

tainty. The paper presents an agent-based model of production system as a graph composed of decision 

centers. The application of the proposed approach is in analyzing and assessing a measure to the produc-

tion system structure efficiency, based on informational communication view. Information flow in cells 

and grouping algorithm are investigated in this paper. 
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1. Introduction 

The conditions governed on 21
st
 Century 

manufacturing systems necessitate decentralized 

manufacturing facilities whose design and manu-

facture-ability allows the integration of production 

stages in a dynamic, collaborative network. Such 

facilities can be constructed through agent-

oriented approaches (Wooldridge and Jennings, 

1995). 

Especially the self-organization property re-

quires new and improved approaches to distrib-

uted intelligence and knowledge management. 

The idea of researches in this domain are encapsu-

lated in the development of a Metamorphic, self-

organizing architecture which comprises planning, 

control and application agents that collaborate to 

satisfy both local and global objectives (Norrie 

and Gaines, 1996). The self-organization property 

is implemented through virtual clusters of agents 

dynamically created, modified, and destroyed as 

needed for collaborative planning and action on 

tasks. Mediator agents coordinate activities both 

within clusters and across clusters. 

Cell formation problem is defined as grouping 

the parts into part families and the machines into 

machine cells and then to assign the part families 

into corresponding machine cells (Ahi et al., 

2009). Cellular manufacturing is an application of 

group technology that is based on manufacturing 

similarity of group technology. Two very impor-

tant stages in designing a cellular manufacturing 

system are the identification of part families and 

machine groups. The methods for solving cell 

formation problems are classified to six methods 

(Yu et al., 2010; Dixit and Mishra, 2010): array-

based method, heuristic methods, hierarchical 

methods, graph partition methods, artificial intel-

ligence methods, and mathematical programming 

methods. A number of papers have been published 

as review studies for existing cell formation litera-

ture (Joines et al., 1996; Selim et al., 1998). 

In this paper a new concept and method is de-

veloped to design CM based on information the-

ory. In this approach, the cell formation problem 

is viewed as a multi agent that its behavior is like 

a decision network. The base of the cell formation 

process in this approach is the information flow 

between the parts and machines that are the 

agents. Any agent is responsible for a different 

decision and so must be grouped with suitable 

other agents. Because this new concept introduced 

in this paper, we must have a discussion on infor-

mation theory concepts, related to topic, and also 

on Shannon entropy. First it must be given some 

explanations about using multi agent concept in 

our study. The main motivations for tendency to 

decentralized architecture in huge systems and 

organizations can be listed as follows: 

• Incompleteness, dispersion and uncertainty 

in information sources.  
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• Limits in complete and on time access to 

these sources due to limited capacity of 

communication channels and communica-

tion costs. 

• Limitation of receiving and processing the 

information in decision centers. 

•  Low reliability and fault possibility of cen-

tral decision making. 

In these architectures, receiving, gathering and 

processing the information and also decision mak-

ing functions are distributed between agents or 

intelligent active sensors that can be interpreted as 

machines. There must be a mechanism to define 

the quality of communication between agents and 

their environment and also to determine the deci-

sion rules and patterns. 

Therefore the distributed decision network 

models, information flow models and information 

spread patterns, are the subject of many researches 

in many science and engineering branches. For 

example in neurobiology (Golomb and Hansel, 

2000), in artificial intelligence (Fazlolahhi et al., 

2000), in ecology (Ulanuwicz, 2004), in control 

engineering (Schaeffer et al., 2004), in economics 

(Marschak and Reichelstein, 1998), in organiza-

tion and management (Pete et al., 1998), and so 

on.  

The Hungarian author and philosopher Arthur 

Koestler proposed the word "holon" to describe a 

basic unit of organization in biological and social 

systems (Koestler, 1967). A holon, as Koestler 

devised the term, is an identifiable part of a sys-

tem that has a unique identity, yet is made up of 

sub-ordinate parts and in turn is part of a larger 

whole. The word "holonic" is used to characterize 

the relationships between elements of a system. 

Autonomy and cooperativeness characterize these 

relationships. Holons are more structured agents 

which act synergistically with other holon-type 

agents, as they behave simultaneously as auto-

nomous (sub) wholes and as dependable parts. 

Referring to Intelligent Manufacturing Systems 

(IMS) Steering Committee (Parker, 1997), the 

Holonic Manufacturing Systems (HMS) aims to 

translate the concepts that Koestler developed for 

social organizations and living organisms into a 

set of appropriate concepts for manufacturing 

industries, e.g., stability in the face of distur-

bances, adaptability and flexibility in the face of 

change, and efficient use of available resources 

(Christensen, 1994; Norrie and Gaines, 1996). 

The concept of holonic self-organization com-

bines the best features of hierarchical ("top 

down") and heterarchical ("bottom up", "coopera-

tive") organizational structures by clustering the 

entities of the system into nested hierarchies 

(Dilts, 1991).  

The holonic multi agent systems can be viewed 

as decision making networks. 

A study of numerous articles in different fields 

about the mentioned subject, clarifies that the in-

vestigations are performed in divergent branches 

and so do not converge in many cases. However 

the main subjects in the related researches can be 

divided into three main topics: 

• Detecting, modelling and improving the de-

cision methods in a unique decision maker. 

• Detecting, modelling and improving the de-

cision aggregation and fusion in the deci-

sion network. 

• Information and uncertainty modelling in 

different conditions and determining uncer-

tainty and information flow patterns. 

In fact in order to explain specifications of or-

ganic social systems such as intelligence, self or-

ganization, order, chaos, complexity, and evolve-

ment and so on, mathematical concepts and theo-

ries must be extended and new rules and patterns 

by new organization theories must be explored. In 

classical cell formation methodologies, in simple 

and stable conditions, information received and 

processed by agents are usually performed by 

predetermined channels and in a constant amount. 

But in a complex and dynamic condition such as 

knowledge–based or organic organization, cen-

tralized decision architecture does not work effi-

ciently. 

Therefore in agent-based approach in organiza-

tion theories, organization is not considered as a 

unique identity with a unique willing and wisdom, 

but also it is a combination of different agents 

with different goals, interacting together based on 

accessible information and limited processing ca-

pabilities. So the organization corresponds to an 

information transaction pattern. Following this 

introduction, this paper extends information theo-

ries concepts in decision networks in the cell for-

mation problem, tries to explain and defines some 

specifications of these networks and applies them 

in order to analyze the informational complexity 

of the manufacturing system, to propose methods 

to improve cell formation efficiency. The pro-

posed model and its definitions and basic concepts 

are presented in Section 2, then in Section 3 their 

applications are investigated, Section 4 contains 

some examples, at the end conclusion and guide-

lines for the model extension and the complemen-

tary researches will be given.  
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2. Decision network 

In the proposed model, it is assumed that the 

manufacturing system is composed of a number of 

distinct agents, so called machines and parts, with 

the interactions between them. In this definition, 

any agent is responsible for a different decision.  

In this paper, the words: agent, DM and node 

have equal meanings and mean decision making 

center. Decision is defined as selecting a choice 

among some alternatives. So every agent corre-

sponds to a set of decision alternatives,�
{ }ikiii dddD ,...,, 21= . Figure 1 is an example of 

a decision network that the agent is its node. 

2.1. Measuring the amount of the decision informa-

tion 

It is possible to assign a grade of possibility of 

selection or probability of occurrence to each de-

cision alternative. Abstract information of a deci-

sion center can be defined, when the agent is con-

sidered independently from the other agent's in-

formation. However the possibility and utility 

grade of any choice is modified according to other 

agent's decisions and also environmental informa-

tion (conditional decision information). So this 

paper tries to propose some quantitative defini-

tions for decision information and conditional de-

cision information for different situations that can 

be occurred in a cell formation problem. 

We assume iD the set of decision alternatives 

of agent i . The probability of selection of m th 

alternative is imp . The number of agents is n. 

{ }ikiii dddD ,...,, 21=                                        (1) 

nipdp imim ,...,1,)( == �  

So decision entropy of node i that present the 

average decision information according to Shan-

non formulas is as follows: 

�−=
m

imimi ppH 2log ������������������������������������(2) 

 

Figure 1. Decision network. 

To define the conditional decision information, 

the conditional probabilities are defined as fol-

lows: 

)()(
jm

in
jmin pddp ∆

                                    
 (3) 

So the conditional decision entropy is defined 

according to its formula: 

)(log)()( 2 jm
in

n
jm

in

m
jmj

i
pppH ��−=  

)(log)( 2 jm
in

m n
jm

in
jm ppp��−=  

)(log),( 2 jm
in

m n

pjminp��−=                     (4) 

It can be observed that the above definitions 

arise from a probabilistic view. In this view, the 

phenomenon relation's can be studied only by sta-

tistical correlation approach. But the causality 

concept is different from probability concept and 

can not be explained by it. For example a positive 

statistical correlation between two variables is not 

a reason for causality relation between them.  

So if considering the causality and freedom 

degree in decision alternatives selection, the ap-

plication of weighted Shannon entropy will be 

useful. Therefore assume that the node i in select-

ing the alternative ind is affected by the selection 

of jmd by the node j with weight coeffi-

cient ),( jminw . We have: 

)()(),(

)(

2 jm
in

jm
in

nm
jm

j
i

pLogpjminwp

H

��−

=

 

)(log),(),( 2 jm
in

m n

pjminpjminw��−=    (5) 

In the simplest form the causality coefficients 

can be considered equal to 1 for a complete inde-

pendence and 0 for a total causal dependence.  

As mentioned before, the above definitions are 

resulted from the assumption that choosing op-

tions follows from a probabilistic nature. This as-

sumption arises some problems in different cases. 

So applying it is restricted to the conditions that 

are explainable only by probabilistic models. Here 

the use of utility function in defining decision in-

formation will be investigated. One may propose 

the use of normalized utility function instead of 

probability functions. (Normalized utility function 

is derived by modifying utility values in such a 

way that the sum of the utility values is 1 and sat-

isfies the conditions of a probability function). 
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Assume A and B are two independent alterna-

tives. By the probability theory, the probability 

value assigned to the set of (A U B) will be:  

)()()( BPAPBAP +=∪                                (6) 

But it can be observed that the maximum utility 

resulted by selection the one of them is equal to 

the maximum utility of them. The correspondence 

of this concept to the possibility value of union of 

two sets in possibility theory, guides to applying 

the possibility distribution function in defining 

decision information.  

{ })(),(max)( BABA ∏∏=∪∏                      (7) 

So we can use the Shannon entropy in fuzzy 

possibility theory, U, and try to present the infor-

mation decision definition.  

Assume that we have the possibility distribu-

tion for decision alternatives of node i, as a de-

scending sequence, 1 2( , , , )
i i ik

r r r r= � . 

Decision uncertainty and so decision informa-

tion in this condition isn’t due to probabilistic na-

ture of alternative selection but is due to no speci-

ficity in decision process. No choice has a certain 

possibility for selection and the selection possibil-

ity is distributed between different alternatives. 

So a measure of uncertainty is defined for this 

distribution as a critique for measuring the infor-

mation decision of node i, according to U function 

(Klir and Yuan, 1995). 

� +−=
j

jiiji jrrU 2)1(, log(                                 (8) 

Also the base assignment function on the Di 

can be presented by mi and the set of focal ele-

ments by Fi. Then we'll have: 

�
∈

=
iFA

ii AAmU 2log)(                                      (9) 

Now the conditional decision information, 

based on conditional possibility distribution func-

tion can be defined. It is clear that the possibility 

values of an alternative selection can be modified 

due to other agents' decisions. Assume the set of 

focal elements of the base assignment function on 

the Cartesian product of sets di and dj is Fij and the 

base assignment function on this set is mij. We 

will have: 

B

BA
BAmU

ijFBA
ijj

i ×
×= �

∈×
2log)()(              (10) 

2.2. Informational dependence coefficients 

According to the above explanation, Hi – H(i�j) 

clears how information of node i is modified with 

respect to node j. So we propose this difference as 

a critique to measure the dependence node i to 

node j. Proportional dependence coefficient (node 

i to node j) is defined: 

i

i
ij

H

jiHH
r

)(( −
=                                            (11) 

jiij rr ≠ in the general case or by considering Ui 

and U (i�j), then:  

i

jii

ij
U

UU
r

)( )(−
=                                             (12) 

According to this definition, when node i is not 

dependent to node j at all, it means that (Hi = 

H(i/j)), then rij = 0  and if node i is completely de-

pendent to node j, it means that (H(i�j) = 0), then  

rij = 1. 

2.3. Informational dependence coefficients matrix 

The dependence coefficients matrix can be de-

fined as follows: 

[ ] [ ]ijij rRr =∈ 1,0                                      (13) 

3. Grouping 

Now the application of the mentioned defini-

tions and concepts in finding an effective group-

ing algorithm in a cell formation problem is stud-

ied. As mentioned before, two main informational 

limitations are communication links limitations 

and information processing capability of agents. 

One way for increasing the processing capability 

and then the number of links to other agents effec-

tively, is using the group making concept. We 

propose that agents (machines), who have more 

informational dependence to each other, be in-

cluded in one cell. In fact, the maximization of 

informational dependency in a cell is the objective 

of the group formation. Here one of the limita-

tions is the number of a cell. 

Again, consider R, informational dependency 

coefficients matrix. It can be considered as a 

fuzzy relation on D
2
, (D = {D1,…,Dn}). So we can 

use fuzzy clustering methods for equivalent rela-

tions in order to classify agents in such a way that 
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agents with maximum informational dependence 

be arranged in the same class. The number of each 

member in class does not exceed a predetermined 

upper limit. A fuzzy relation on the set X is the 

equivalence relation if and only if it has the fol-

lowing conditions: 

- Reflexive: 1),( =jiR xxµ  

- Symmetric: ),(),( ijRjiR xxxx µµ =  

- Transitive: 1),( µµ =jiR xx  

and 2),( µµ =kjR xx then  

µµ =),( kiR xx , ),min( 21 µµµ ≥  

It can be shown that any fuzzy tolerance rela-

tion (that is reflexive and symmetric) can be re-

formed into a fuzzy equivalence relation by at 

most (n-1) composition with itself (Ross, 1997).  

So we derive matrix R' symmetrically from R: 

),min(),( jiijjiijjiij rrrrrr =′=′→∀                 (14) 

As it is mentioned, R' can be transferred to an 

equivalence relation by combination by itself, so 

called the matrix Re. The derived equivalence rela-

tion produces equivalence classes by defining 

adequate �-cut in such a way that the number of 

each class doesn’t exceed a defined limitation. 

3.1. Numerical example 

An example for cell formation according to in-

formational dependence coefficients between 

agents is shown in this section. Assume a manu-

facturing system with 12 parts and 4 machines. 

The matrix R for 16 agents is given in Table 1 

(Ross, 1997).   

The goal is to determine the cells in such a way 

that agents, who have higher informational 

 

dependence, compose the same cell. As it is men-

tioned, R can show a fuzzy relation on the set of 

agents. This relation is not necessarily symmetric 

and according to Relation (14) can be transformed 

to symmetrical form. So the relation is a tolerance 

relation and can be transformed to an equivalence 

relation R
'
. M1 to M4 are assumed to be the ma-

chines and P1 to P12 are the parts. The rows and 

the columns 1 to 4 are assigned to machines and 

the rows and columns 5 to 16 are assigned to the 

parts.) 

The elements of the following matrix, R, are rij 

that represents the informational dependency be-

tween the parts and machines on Table 1. Using 

the Relation (14), the matrix R' can be formed as 

follows on Table 2. For example, the element in 

row 4 and column 3, r'43  is the        min{ r43,r34 } 

= min{ 0.4,0.5 }= 0.4. The equivalence relation Re 

can be derived by combination of R' with itself by 

max-min rule (Table 3). For example, the element 

in row 2 and column 1 is obtained as follows: 

 
Min {r21,r11}={0,1}=0 

Min {r22,r21}={1,0}=0 
Min {r23,r31}={0,0}=0 
Min {r24,r41}={0,0}=0 
Min {r25,r51}={0.8,0}=0 

Min {r26,r61}={0,0.5}=0 
Min {r27,r71}={0.8,0}=0 
Min {r28,r81}={0.2,0.4}=0.2 

Min {r29,r91}={0.4,0}=0 

Min {r2,10,r10,1}={0,0}=0 

Min {r2,11,r11,1}={0.5,0}=0 

Min {r2,12,r12,1}={0.2,0}=0 
Min {r2,13,r13,1}={0,0.8}=0 

Min {r2,14,r14,1}={0.8,0}=0 

Min {r2,15,r15,1}={0,0}=0 

Min {r2,16,r16,1}={0.6,0}=0 
Max{0,0,0,0,0,0,0,0.2.0,0,0,0,0,0,0,0}=0.2 

 

By assuming �=0.5, the following matrix can 

be obtained as follows on Table 4. 

Four cells are determined: 

Cell 1= {M1, P2, P4. P9, P12} 

Cell 2= {M2, P1, P3, P7, P10} 

Cell 3= {M4, P5, P6, P8, P11} 

Cell 4= {M3} 

 

Table 1: Matrix R, informational dependency coefficients matrix for the numerical example. 

 M1 M2 M3 M4 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 

M1 1 0 0.1 0 0 0.5 0 0.5 0 0 0.1 0 0.9 0 0.1 0.6 

M2 0 1 0 0 0.9 0.1 0.9 0.2 0.5 0 0.6 0 0.1 0.8 0.1 0 

M3 0 0 1 0.5 0 0.2 0.1 0.3 0 0.2 0.3 0.4 0.2 0 0.3 0 

M4 0.5 0.2 0.4 1 0 0.3 0 0.6 0.4 0.2 0.2 0.9 0.4 0.2 0.9 0.4 

P1 0.2 0.8 0 0 1 0 0.5 0.1 0.5 0 0 0.1 0 0.5 0.1 0.2 

P2 0.5 0 0.3 0.2 0 1 0 0.9 0 0.1 0.1 0 0.5 0.1 0.3 0.1 

P3 0 0.8 0 0.1 0.4 0 1 0 0.5 0.2 0.8 0 0.1 0.8 0 0 

P4 0.4 0.3 0.2 0.5 0 0.8 0 1 0.1 0.2 0 0 0.5 0.1 0 0.5 

P5 0.1 0.4 0 0.8 0.4 0.3 0.4 0 1 0.2 0.5 0.4 0 0.3 0.3 0 

P6 0 0.1 0.3 0.3 0.2 0 0.3 0 0.2 1 0.3 0.8 0.1 0.3 0 0.2 

P7 0 0.5 0.2 0.2 0.3 0 0.9 0.1 0.4 0.2 1 0 0 0.7 0 0.1 

P8 0.2 0.1 0.2 0.8 0 0.1 0.1 0.1 0.5 0.9 0.1 1 0.1 0.1 0.2 0 

P9 0.8 0 0.4 0.5 0.1 0.4 0 0.4 0 0 0.2 0 1 0.1 0.3 0.4 

P10 0 0.9 0 0.3 0.4 0 0.8 0 0.2 0.2 0.6 0.1 0 1 0.1 0.3 

P11 0 0 0.4 0.8 0 0.2 0.1 0.2 0.2 0.1 0 0.2 0.2 0 1 0.5 

P12 0.7 0.1 0.1 0.2 0.4 0.9 0.2 0.4 0.1 0 0 0 0.5 0.2 0.4 1 
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Table 2: Matrix R'. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3: Matrix Re. 

 M1 M2 M3 M4 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 

M1 1                

M2 0.2 1               

M3 0.2 0.2 1              

M4 0.4 0.4 0.4 1             

P1 0.2 0.8 0 0.4 1            

P2 0.6 0.2 0.2 0.5 0.2 1           

P3 0 0.8 0.2 0.4 0.8 0.2 1          

P4 0.5 0.2 0.4 0.5 0.2 0.8 0.2 1         

P5 0.2 0.4 0.4 0.8 0.4 0.2 0.4 0.5 1        

P6 0 0.2 0.2 0.8 0.2 0.2 0.2 0.2 0.4 1       

P7 0 0.8 0.2 0.4 0.5 0.2 0.8 0.2 0.4 0.2 1      

P8 0 0.4 0.4 0.8 0.4 0.2 0.4 0.5 0.8 0.8 0.4 1     

P9 0.8 0.2 0.4 0.4 0.2 0.5 0 0.4 0.4 0.2 0.2 0.4 1    

P10 0.2 0.8 0.2 0.2 0.8 0.2 0.8 0.2 0.4 0.2 0.8 0.2 0.2 1   

P11 0.4 0.2 0.4 0.8 0.2 0.4 0.2 0.5 0.8 0.2 0.2 0.8 0.4 0.2 1  

P12 0.6 0.2 0.4 0.4 0.2 0.8 0.2 0.8 0.2 0.2 0.2 0.2 0.6 0.2 0.4 1 

Table 4: The modified matrix Re by �=0.5. 

 M1 M2 M3 M4 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 

M1 1                

M2 0 1               

M3 0 0 1              

M4 0 0 0 1             

P1 0 1 0 0 1            

P2 1 0 0 1 0 1           

P3 0 1 0 0 1 0 1          

P4 1 0 0 1 0 1 0 1         

P5 0 0 0 1 0 0 0 1 1        

P6 0 0 0 1 0 0 0 0 0 1       

P7 0 1 0 0 1 0 1 0 0 0 1      

P8 0 0 0 1 0 0 0 1 1 1 0 1     

P9 1 0 0 0 0 1 0 0 0 0 0 0 1    

P10 0 1 0 0 1 0 1 0 0 0 1 0 0 1   

P11 0 0 0 1 0 0 0 1 1 0 0 1 0 0 1  

P12 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 1 

 

  

 M1 M2 M3 M4 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 

M1 1                

M2 0 1               

M3 0 0 1              

M4 0 0 0.4 1             

P1 0 0.8 0 0 1            

P2 0.5 0 0.2 0.2 0 1           

P3 0 0.8 0 0 0.4 0 1          

P4 0.4 0.2 0.2 0.5 0 0.8 0 1         

P5 0 0.4 0 0.8 0.4 0.2 0.4 0 1        

P6 0 0 0.2 .0.2 0 0 0.2 0 0.2 1       

P7 0 0.5 0.2 0.2 0 0 0.8 0 0.4 0.2 1      

P8 0 0.2 0.2 0.8 0 0 0 0 0.4 0.8 0 1     

P9 0.8 0 0.2 0.4 0 0.4 0 0.4 0 0 0 0 1    

P10 0 0.8 0 0.2 0.4 0 0.8 0 0.2 0.2 0.6 0 0 1   

P11 0 0 0.4 0.8 0 0.2 0 0 0.2 0 0 0.2 0.2 0 1  

P12 0.6 0 0 0.2 0.2 0.8 0 0.4 0 0 0 0 0.4 0.2 0.4 1 
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As it can be seen, M3 Doesn’t belong to any 

cell, considering a less number for �-cut, the 

number of cells may decreases and M3 belongs to 

one of them. 

4. Conclusion  

This paper, introducing manufacturing system 

as a distributed decision network, proposes the 

concepts such as decision information and infor-

mational dependence of agents to handle the cell 

formation problem. The agents (machines), who 

have more informational dependence to each 

other, are included in one cell. In fact, the maxi-

mization of informational dependency in a cell is 

the objective of the group formation. Here one of 

the limitations is the number of a cell. The base of 

the cell formation process in our approach is the 

information flow between the parts and machines 

that are assumed to be the agents. Any agent is 

responsible for a different decision and they are 

grouped with suitable other agents.  This new 

concept introduced in this paper, needs a discus-

sion on information theory concepts, related to 

topic, and on Shannon entropy. 
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