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          Abstract 

In models of Data Envelopment Analysis (DEA), an optimal set of input and output weights is generally as-

sumed to represent the assessed Decision Making Unit (DMU) in the best light in comparison to all the other 

DMUs. These sets of weights are, typically, different for each of the participating DMUs. Thus, it is important 

to find a Common Set of Weights (CSW) across the set of DMUs. In this paper, a procedure is suggested to 

find a CSW in DEA. In the proposed procedure by solving just one linear programming a CSW is achieved. 

To demonstrate the concept, a numerical example is solved. 
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1. Introduction 

Data Envelopment Analysis (DEA), as developed 

in Charnes et al. [1] (CCR model), does not require 

any a priori weights for inputs and outputs. DEA is 

value-free, which is strength and weakness. This 

strength is sufficient to delineate the DEA techni-

cally-efficient DMUs from the DEA technically-

inefficient DMUs in multiple-input and multiple-

output analysis, without any need for a parametric 

specification. However, values (prices/costs) must be 

introduced into the measurement problem to measure 

technical efficiency. As a means of introducing val-

ues into a DEA analysis, one might assume that the 

production unit faces fixed input and output prices for 

all inputs and outputs, then, efficiency measures may 

be defined relative to these exact prices. 

Recently, a series of possible approaches for setting 

bounds on factor weights in DEA have been put for-

ward. The general approaches are presented in Char-

nes et al. [2], Dyson et al. [3], Jahanshahloo et al. [6], 

Podinovski [8,9,10], Roll et al. [11,12], Sarrico and 

Dyson [13] and Thompson et al. [14]. Imposing 

bounds on factor weights, limits the flexibility of 

DEA in assigning individual sets of weights to each 

of the participating DMUs. In the extreme case, when 

no flexibility is allowed, a Common Set of Weights 

(CSW) is applied for the assessment of all DMUs. 

This is the usual approach in all engineering, and 

most economic efficiency analyses. Such a common 

set can serve as a yardstick to which the results of the 

ordinary ("flexible") DEA outcomes are compared. 

Some methods to find CSW are proposed in Frank-

lin and Peng [4], Hosseinzadeh et al. [5], Jahanshah-

loo et al. [6], Kuosmanen et al. [7] and Roll et al. 

[11,12]. The main difficulties about these methods 

are imposing the bounds on variables, and nonlinear-

ity of models. 

In this paper, a technique is suggested to find a 

CSW in DEA. In the proposed procedure first, upper 

levels of the weights are determined based on the op-

timal solution of some linear programming problems. 

These solutions are computed without solving linear 

programming problems. Then by solving a linear 

programming problem, a CSW is determined. 

The paper is organized as follows: Section 2 pro-

vides a short background about standard and bounded 

CCR models. The suggested method is presented in 

Section 3. To demonstrate the concept, a numerical 

example is given in Section 4. Section 5 closes with 

conclusion. 

2. Standard and bounded CCR models 

The evaluation of a DMU has long been recognized 

to be a problem of considerable complexity. This 

evaluation becomes more difficult when it involves 
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multiple inputs and multiple outputs, in that a set of 

weights has to be determined to aggregate the outputs 

and inputs separately to form a ratio as efficiency. To 

do so, DEA approach is proposed, which allows 

every DMU to select their most favorable weights 

while requiring the resulted ratio of the aggregated 

outputs to the aggregated inputs of all DMUs to be 

less than or equal to 1. 

Consider n DMUs, each consumes varying 

amounts of m different inputs to produce s different 

outputs. In the model formulation, ),...,1( mixip =  

and rpy ),...,1( sr =  denote, respectively, the non-

negative input and output values for pDMU , the 

DMU under consideration. The seminal programming 

statement for the (input oriented) CCR model is: 
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where, ),...,1( srur =  and ),...,1( mivi =  are the 

weights associated with output r and input i, respec-

tively and, ε  is a non Archimedean infinitesimal.  

Apart from the restriction that no weight may be 

zero, weights on inputs and outputs are only restricted 

by the requirements that they must not make the effi-

ciency of any DMU more than 1. The advantage of 

allowing such freeness on the weights is that, a best 

efficiency rating is associated to each DMU.  

However, in this flexibility, some of the weights 

may be assigned an exceedingly small value. Also, as 

a different model is run for each DMU, the set of 

weights will typically be different for each DMU, and 

it is unacceptable that the same factor has widely dif-

ferent weights. To control the flexibility of weights, 

the bounded DEA models are proposed.  

The CCR model, assuming bounds on factor 

weights, is as follows: 
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where 
l

i
u
r

l
r VUU ,,  and 

u
iV are lower and upper 

bounds on output and input weights, respectively. 

This formulation restricts the flexibility of weights 

within certain bounds. These bounds are the same for 

all DMUs and care should be taken in their selection, 

because unsuitable bounds makes (2) infeasible. The 

bounded CCR model cannot fully restrict the flexibil-

ity of weights, and restricts it in given bounds. When 

no flexibility is allowed in DEA for assigning the 

individual set of weights to each of the participating 

DMUs, a CSW is determined. 

3. Proposed model 

Bellow, a procedure is suggested to assess a CSW. 

This is done in two steps. In the first step, by solving 

a linear programming problem for each factor, an up-

per bound is determined for each of them. A CSW is 

determined in the second step by compacting the 

weight intervals via solving a linear programming 

problem. 

Step 1: Bounds determination. To determine the 

upper bounds on output weights, the following prob-

lems are considered: 
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Similar problems are solved to determine the upper 

bound of input weights. 

In (3), the maximum value of each factor weight is 

determined in such a way that the efficiency of each 

DMU does not exceed 1. 1
1

≤�
=

ij

m

i

i xv  is a normaliza-

tion constraint and normalizes the factor weights. The 

upper bounds of output and input weights are deter-

mined by solving s+m linear programming problems. 

It is important to prove the feasibility of the prob-

lems (3) and, boundedness and positivity of their op-

timal values, since in the absence of each of these 

assumptions; the proposed procedure will break down. 

Theorem 1. The problems (3) are feasible and their 

optimal values are bounded and positive. 

 

Proof. Obviously ),(),( 00VU =  is a feasible solution 

of (3). To prove the boundedness of (3), consider the 

constraints 1
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This yields that the problems for determining the 

upper bounds of output weights are bounded. In the 

same way, it can be proved that the upper bounds for 

the input weights are also bounded. Consider the dual 

of upper bounds for output weights problem: 
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Suppose that the optimal value of upper bounds for 

output weights problem is zero. Then, by the strong 

duality property, 0

1
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and it is a contradiction. Therefore, the optimal val-

ues of (3) are positive.� 

Since (3) has a special structure, so its optimal 

value may achieved by comparing their constraints. 

In (3) it is evident that 1

1
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Therefore, the upper bounds of input and output 

weights are calculated as follows: 
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Step 2: Determining a CSW. Starting from bounded 

model (2), a CSW can be achieved by expressing the 

deviation from either bound as a fraction of the range 

between the upper and lower bounds. Assuming the 

same deviation from bounds across all DMUs, we get: 
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Compacting the weight intervals in (6) is done by a 

proportion of each interval length, since the upper 

bounds of factor weights are not the same. Applying 

(5) and setting the lower bounds of factor weights 

equal to zero result in the following model: 
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where, ),...,1( srU r =  and ),...,1( miVi =  are cal-

culated by (5). 

Theorem 2. The problem (7) is feasible and its opti-

mal value is bounded and positive. 

Proof. The proof is similar to theorem 1.� 

 

A CSW is obtained by solving (7), and the effi-

ciency of each DMU can be evaluated as follows: 

 

,

1

*

1

*

j

xv

yu

e

ij

m

i

i

rj

s

r

r

j ∀=

�

�

=

=  (8) 

 

where, ),...,1(*
srur =  and ),...,1(* mivi =  are opti-

mal values of (7). 

In cases where none of the DMUs is efficient, all 

output weights can be increased (and / or input 

weights decreased) by minimal proportion until an 

efficient DMU is reached. One way to do the task is 

the following substitutions: 
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posed CSW. 

After eliciting the CSW, the efficiencies of DMUs 

are determined by: 
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4. Numerical example 

For illustrating the suggested approach, consider 

Table 1. The inputs and outputs of ten DMUs, which 

each DMU consumes four inputs to produce three 

outputs, is presented in Table 1.  

The results of running CCR model and CSW are 

summarized in Table 2. The efficiencies of DMUs by 

CCR model (1) with 00001.0=ε  are shown in 

"CCR" column of Table 2. As can be seen, 7 out of 

the 10 DMUs are efficient. There is a large bias in the 

results. The resulted weights of output and input fac-

tors by CCR model are also presented in Table 2. 

There are large differences in weights accorded to the 

same factor, with 31 out of the 70 weights being vir-

tually zero. To avoid these differences in weights, the 

proposed procedure is used to find a CSW. 

In the first step of the procedure, the upper bounds 

of weights are determined by (5). The resulted upper 

bounds of output and input weights, respectively, are 

presented in the bottom of Table 2. These bounds are 

introduced in (7) and the CSW is evaluated. The 

maximum efficiency by evaluated CSW is 0.924, so 

none of the DMUs is efficient. The proposed CSW is 

calculated by dividing each output weight by maxi-

mum efficiency. This CSW is presented in the last 

row of Table 2. After fixing the input and output 

prices for all inputs and outputs, the efficiencies of 

DMUs are evaluated by (9). The efficiencies by the 

CSW are shown in the "CSW" column of Table 2.  

 

5. Conclusion 

One of the prominent features of standard DEA is 

the representation of each of the participating DMUs 

in the best possible light, relative to the others. To-

ward this end, factor weights are allowed to vary 

freely within the general constraints in each run of the 

model. Weight flexibility in DEA assessments is such 

that it can lead to some DMUs having all but their 

most favorable input(s) and output(s) ignored in their 

assessment. To overcome this problem, a procedure 

for finding a CSW in CCR model is suggested. In 

contrast to the other methods, the presented proce-

dure is very useful and applicable. 
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Table 1. Data for numerical example. 

DMU I1 I2 I3 I4 O1 O2 O3 

D01 12.58 8.67 1.52 1.93 669 1.73 78 

D02 7.51 5.58 1.10 2.43 420 2.74 97 

D03 8.34 3.83 1.27 2.00 103 1.98 0 

D04 6.76 3.83 1.30 2.76 196 1.96 8 

D05 6.99 5.58 1.17 1.52 443 2.17 32 

D06 5.74 3.83 1.07 2.33 239 2.64 0 

D07 6.44 4.50 1.22 1.64 342 2.22 15 

D08 10.23 3.58 1.10 2.12 275 2.25 8 

D09 5.49 3.58 1.32 1.54 202 1.92 45 

D10 4.88 3.83 1.45 1.61 167 1.65 7 

 

 

 

 

Table 2. Results of numerical example. 

 Efficiencies Input Weights Output Weights 

DMU CCR CSW v1 v2 v3 v4 u1 u2 u3 

D01 1.000 0.713 0.061 0.000 0.000 0.123 0.001 0.000 0.003 

D02 1.000 1.000 0.080 0.000 0.000 0.163 0.002 0.000 0.003 

D03 0.834 0.356 0.000 0.084 0.000 0.338 0.000 0.421 0.000 

D04 0.781 0.417 0.000 0.261 0.000 0.000 0.001 0.303 0.003 

D05 1.000 0.766 0.008 0.169 0.000 0.000 0.002 0.076 0.000 

D06 1.000 0.584 0.017 0.235 0.000 0.000 0.002 0.168 0.000 

D07 1.000 0.658 0.015 0.201 0.000 0.000 0.002 0.144 0.000 

D08 1.000 0.524 0.017 0.231 0.000 0.000 0.002 0.165 0.000 

D09 1.000 0.698 0.000 0.246 0.000 0.077 0.000 0.425 0.004 

D10 0.844 0.423 0.084 0.000 0.000 0.367 0.000 0.506 0.001 

Upper Bounds 0.079 0.115 0.658 0.362 0.001 0.365 0.010 

CSW 0.040 0.058 0.329 0.181 0.001 0.198 0.006 
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