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Abstract It is observed that the separated design of loca-

tion for depots and routing for servicing customers often

reach a suboptimal solution. So, solving location and

routing problem simultaneously could achieve better

results. In this paper, waste collection problem is consid-

ered with regard to economic and societal objective func-

tions. A non-dominated sorting genetic algorithm (NSGA-

II) is used to locate depots and treatment facilities and

design the routes starting from depots to serve customers.

A new mathematical model is proposed and two objective

functions including economic objective (opening cost of

depots and treatment facility and transportation cost) and

societal objective; that is, negative impact of treatment

facilities which are close to towns are addressed in this

study. A straightforward order based solution representa-

tion is applied for coding solutions of the problem and

clustering approach is used to generate appropriate initial

solutions. Moreover, three multi-objective decomposition

methods including weighted sum, goal programming, and

goal attainment are applied to validate the performance of

the proposed algorithm. Number of test problems are

conducted and the results obtained by algorithms are

compared with respect to some comparison metrics.

Finally, the experimental results show that the proposed

hybrid NSGA-II outperforms all decomposition methods,

but the computational times for decomposition methods are

less than NSGA-II.

Keywords Waste collection problem � Treatment facility �
Location routing problem � Multi objective optimization

Introduction

Green logistics has emerged recently and has attracted

some researchers’ attention and has a great role in supply

chain management in recent years. In the traditional

logistics model, only economic objective is considered, but

in green logistics, societal and environmental objectives

are considered in addition to the economic objective.

Integrating between vehicle routing problem (VRP) and

green logistics developed a new field in logistics problem

called Green Vehicle Routing Problem (GVRP). Lin et al.

(2014) published a complete review on GVRP and pro-

vided a classification of GVRP. They categorize these

problems into three branch lines including Green-VRP,

Pollution Routing Problem and VRP in reverse logistics.

They surveyed these problems completely and suggested

research gaps. Implementation of environmentally sensi-

tive logistic policy causes changing in transportation plans

and causes decline in negative impacts on the environment.

Some researchers like Bloemhof-Ruwaard et al. (1995)

specified the relation and contributions of operational

research methods to environmental management and

addressed some reverse logistics in product recovery

management and routing of wastes. Reverse logistics has
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received researchers’ attention in recent years. VRP in

reverse logistics concentrate on the distribution aspects of

reverse logistics. Most VRP in reverse logistics (VRPRL)

deal with collection and recycling and conveying wastes

and garbage or end of life goods to treatment facilities or

disposal centers or both of them. Lin et al. (2014) con-

sidered four categories for reverse logistics in VRP: pickup

with pricing, waste collection, end of life goods collection

and simultaneous collection and distributions.

Waste collection problem is one of the most important

applications of vehicle routing problems in real world and

can integrate topics related to VRP with Green VRP. Waste

collection management includes all activities related to

collect, reuse, dispose and recycling of wastes. These

processes are key activities in protecting environment and

conserving resources. Using of vehicle routing models in

waste collection dates back to Beltrami and Bodin (1974).

Alumur and Kara (2007) proposed a new model for the

hazardous waste location routing problem. The model

objective functions were minimization of total cost and

transportation risk. The model was applied in real world

case study in central Anatolian region of turkey.

In recent years different kinds of VRP models are

addressed in the literature and this problem has attracted

very extensive attention of researchers for almost 50 years

old. VRP is classified in NP-hard problems namely no

exact algorithm is available for solving these problems in

large-scaled problems (Toth and Vigo 2001). Various

survey papers have been published to show the state-of-the-

art in this topic. For instance Laporte (2009), Marinakis

and Migdalas (2007), Potvin (2009) published review

papers about vehicle routing problem. Multi-depot vehicle

routing problem (MDVRP) which is kind of the VRP

studied by Tillman (1969) for the first time. HO et al.

(2008) proposed two hybrid genetic algorithms improved

with some improvement heuristics for solving the

MDVRP. Liu and Jiang (2012) proposed close and open

mixed vehicle routing problem called COMVRP for the

first time and they proposed new mathematical model for

this problem and solve the problem by using memetic

algorithm. Recently, Rabbani et al. (2016) used a rich VRP

model to simulate the waste collection problem. They used

analytical hierarchical process (AHP) to improve genetic

algorithm (GA) for solving a proposed problem. The result

showed the better performance of hybrid algorithm.

The design of distribution system is one of the critical

decisions in management. For instance facility location

problem (FLP) must be solved in a strategic level to specify

locations of facilities, depots, warehouses, disposal and

treatment facilities, etc., Also, vehicle routes must be built

for servicing customer at operational level of decision

making regarding customers’ demands. Location and

routing problems are dependent and as studies shown in the

literature, solving these problems separately leads to more

cost than solving the two problems simultaneously. The

location routing problem integrates two kinds of NP-hard

problems. Classical location routing problem (LRP) con-

sists of opening facilities in the potential locations for the

facilities, assigning customers to these locations and

determining vehicles routes. In this type of the problem

objective function is minimization of the total cost

including opening cost of facilities and the total cost of

routes. Demands of customers assigned to depot must not

exceed from capacity of depot. Also, each route starts from

one depot and ends in the same one and each customer is

served only by one vehicle. As shown in two comprehen-

sive survey on the LRP number of articles devoted to this

type of problem has grown rapidly (Nagy and Salhi 2007;

Prodhon and Prins 2014). Salhi and Rand (1989) showed

that solving the location and routing problem separately

leads to suboptimal solution so these two problems must be

considered simultaneously. Tavakkoli-Moghaddam et al.

(2010) proposed a new integrated mathematical model for

bi-objective multi-depot location routing problem. They

solved this problem by means of multi-objective scatter

search (MOSS) algorithm to obtain the Pareto frontier and

the operation of this algorithm compare with the elite tabu

search. Also, Wu et al. (2002) considered multi depot

location routing problem which the location of the depots

must be chosen from potential locations and should be

specified the routes to serve the customers from depots.

Hashemi-Doulabi and Seifi (2013) addressed the location

arc routing problem with uncapacitated depots. They rep-

resented a mixed integer programming and used simulated

annealing (SA). Economics cost is usually considered in

LRP, but in new spectrum of optimization problems related

to LRP societal and environmental objectives are consid-

ered such as the problems related to location of obnoxious

facilities and waste disposal centers (Cappanera et al. 2003;

Xie et al. 2012) Barreto et al. (2007) used clustering

analysis in capacitated location routing problem. The fleet

of vehicles is supposed to be homogeneous and vehicles

can carry a single type of products. Several hierarchical

and non-hierarchical clustering techniques used and new

proximity function for clustering of customers proposed in

their paper. In addition to the addressing a facility location,

the model extended by Jabbarzadeh et al. (2016) is able to

determine the required processing technology at each

transfer station. Minimization of costs, energy consump-

tions and greenhouse gas emissions are objective functions

of the paper. In another study, Eiselt and Marianov (2014)

proposed a bi-objective mixed-integer linear programming

model to locate disposal and transfer stations and deter-

mine the size of each facility. Minimization of costs and

pollution was investigated as objective functions in their

model. Also, these authors studied the issue of locating
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solid waste management facilities involved communal

waste collection stations by the aim of minimization of the

total distance travelled (Eiselt and Marianov 2015).

As aforementioned, facility location and also routing

problems have a NP-hard nature. For this reason, meta-

heuristic algorithms can be applied for tackling these

problems. GA is one of the most popular metaheuristic

algorithm in solving a combinatorial optimization prob-

lems (Rabbani et al. 2016). Non dominated genetic algo-

rithm (NSGA-II) is an extension for the GA which is used

for solving the multi objective optimization problems and

is proposed by Deb et al. (2002). Bhattacharya (2011)

applied NSGA-II for solving a vertex covering obnoxious

facility location model on a plane was designed with a

combination of three objective functions. Bhattacharya and

Bandyopadhyay (2010) focused on the facility location

problem with two conflicting objectives including cost of

each echelon and cost of whole supply chain. They solved

the problem formulated in mixed nonlinear programming

by a NSGA-II. Martı́nez-Salazar et al. (2014) introduced a

new version of LRP and called it transportation location

routing problem (TLRP). This problem combined trans-

portation problem with LRP and NSGA-II was used to

solve the bi-objective problem.

In this paper, we consider waste collection problem

that location of depots and treatment facilities must be

selected from discrete potential locations. A new inte-

grated mathematical model for a bi-objective waste col-

lection problem with multi-depots and several treatment

facilities is presented. Mixed open and close routes are

addressed in this work. In addition, fleet of vehicles are

multi-compartment and each type of waste must be trea-

ted in a treatment facility with compatible technology.

Capacity of vehicles and depots are limited and servicing

to some customers is delegated to contractor, so two types

of fleet are available: internal and external ones. Also the

distance and times of routes are limited. This paper

considers economic and societal objectives simultaneously

and uses multi objective meta-heuristic and decomposi-

tion methods to solve the problems and the results are

compared with each other. The proposed model could be

applicable for the waste collection corporation which has

own fleet of vehicles, but designates a part of services to

contractor or external vehicles. Also, establishing a

technology and decision about which technology might be

appropriate for treatment centers are critical and strategic

decision which should be made in the process of opera-

tions management in treatment facilities. Moreover, some

regulations of governments or pressure from non-gov-

ernment organizations oblige corporation to take envi-

ronmental and social issues into considerations. This fact

motivates us to consider a bi-objective problem to reduce

unfavorable effects of wastes on the society.

The paper is organized as follow: In ‘‘Problem state-

ment’’, we briefly describe concepts of multi objective

optimization. The mathematical model also is represented

in ‘‘Problem statement’’. Proposed approach to solve the

problem is considered in ‘‘Methodology’’. Experimental

results and comparisons of the methods are given in ‘‘Ex-

perimental results’’. Finally, we represent conclusion and

future research parts in ‘‘Conclusion and future research’’.

Problem statement

Multi-objective optimization

Single objective optimization problems aim to find the

optimal or near optimal solution(s). In this type of prob-

lems, comparison of the solutions existing in the solution

area is simple; because only one objective value is avail-

able and sorting of solutions regarding this objective

functions is performed. For example, in minimization

problem, if f(x)\ f(y), we can conclude that solution x is

better than solution y. However, in multi objective prob-

lems, it is difficult to find a single solution which optimizes

all objective functions, simultaneously. In multi-objective

problems, objective functions of each solution is consid-

ered as a vector. Therefore, multi-objective optimization is

called multi criteria optimization or vector optimization. A

feasible solution which satisfies all constraints and includes

decision variables. These objective function are usually in

conflict with each other. So the term of optimization means

that finding the solution which can satisfy all constraints

and gives acceptable values for all objective functions. We

can define it as a mathematical formulation as follows:

If x = [x1, x2, x3 ,…, xN]T is the vector of decision

variables, we want to find the vector x* = [x1
*, x2

*, x3
*,…,

xN
* ]T which satisfies all constraints and optimizes the vector

of objective function:

giðxÞ� 0 i ¼ 1; 2; 3; . . .; p

hjðxÞ ¼ 0 j ¼ 1; 2; 3; . . .; q

F ¼ ½f1ðxÞ; f2ðxÞ; f3ðxÞ; . . .; fmðxÞ�T

In other words, we intend to find the solutions which

satisfy aforementioned constraints and yield to the opti-

mum values of all objective functions. However, finding

the solution which optimizes all objectives and satisfies all

constraints is usually impossible; hence, we define the

concept of dominant solutions. Let us consider a general

multi objective maximization problem with n decision

variable and m objectives (m[ 1):

maximize f ðxÞ ¼ ½f1ðxÞ; f2ðxÞ; . . .; fmðxÞ�
where x 2 Rn and f ðxÞ 2 Rm
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We define that solution x dominates the solution y for

maximization problem if:

fiðxÞ� fiðyÞ 8i 2 1; 2; . . .;mf g
fi xð Þ[ fi yð Þ 9i 2 1; 2; . . .;mf g

If a solution is available so that no solution dominates it,

this solution is called non-dominated solution. The solu-

tions that are not dominated by any other solutions in the

feasible area are called Pareto optimal. Their correspond-

ing images in the objective space are called Pareto frontier.

Problem description

The problem considered in this paper can be described as

follows: Expected demands and locations of customers are

deterministic and known. Also, the potential locations for

depots and treatment facilities are given (i.e., the set of

depots and treatment facilities must be chosen from these

potential locations). Two types of fleet are considered in this

paper (Internal and external fleets). Vehicle belonging to

internal fleet should come back to depot which vehicles exit

from, but external fleets are free after unloading the wastes in

last treatment facility. Therefore, the routes are mixed open

and close. Vehicles are homogeneous and have maximum

capacity constraint. We also consider maximum allowable

time for servicing customers and maximum allowable route

length, simultaneously. Vehicle starts its route from depot

and collects wastes from customers’ locations. After finish-

ing collection of wastes, vehicle moves to treatment facili-

ties. Note that vehicles are multi-compartment and have

specific parts to each type of waste. Each waste type should

be treated in treatment facility that has compatible technol-

ogy to treat this type of waste. There is fixed cost associated

with opening a treatment facility and depot at each potential

location. Distribution cost associated with routes including

the fixed cost of vehicles for external ones and variable cost

that is proportional to the total time traveled by the vehicle.

We want to determine location of depots and treatment

centers and vehicle routes in this problem. The objectives

function includes minimization of total cost and maximiza-

tion of distance between opened treatment facilities and

customers. The example of this problem is shown in Fig. 1.

To illustrate the problem addressed in this paper, a mathe-

matical formulation is provided. The mathematical model

aims to simplify understanding of objectives and constraints

of the problem. It should be mentioned that the proposed

model can be solved by means of some commercial software

packages such as GAMS, Lingo, and CPLEX to find exact

solutions. However, regarding NP-hard nature of the prob-

lem, applying metaheuristic algorithms to tackle the problem

especially in large scale problems is rational.

Problem assumptions

1. The demand of each customer and its location are

deterministic and known

2. Each customer is served by only one vehicle

3. Internal vehicles should return to the depot, but the

external ones should not return to depot

4. Capacity of vehicles and depots are limited

5. Vehicles are homogeneous and vehicles are

constrained in time and distance

6. There are some types of waste

7. Each type of waste should be treated in compatible

treatment technology

8. Only external vehicles have fixed cost for starting their

routes

9. Vehicles are multi compartment and have limited

capacity for each type of waste.

Notations

Sets:

D {d, d0|d, d0 = 1, 2, …, M} Set of potential depots

C {c, c0|c, c0 = 1, 2, …, N} Set of customers

F {f|f = 1, 2,…, Y} Set of potential treatment facilities

Fig. 1 The schematic figure for

open and close routes
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S {s|s = 0, 1} Fleets type (internal or external)

W {w|w = 1, 2,…, O} Set of wastes type and

corresponding treatment technology

K {k|k = 1, 2,…, T} Set of vehicles

R {r|r = 1, 2,…, M ? N} Set of depots and customers

nodes

P {p|p = 1, 2,…, N ? Y} Set of customers and potential

treatment facilities

A fi; jji; j ¼ 1; 2; . . .;M þ N þ Yg Set of all nodes

Parameters:

dij Distance between node i and node j

tij Travel time between node i and node j

f1 Fixed cost of external fleet

vk Variable cost of vehicle k per unit of time

qcw Demand of customer c for treatment of waste type

w

scwsk Loading time per unit of waste w in customer node

c by means of vehicle k of fleet s

capkw Maximum vehicle k capacity for load waste type w

E Maximum allowable route length

H Maximum allowable time to servicing customers

in each route

Xd Maximum capacity of depot d

pfw Fixed cost of opening treatment facility with

technology w in potential location f

p0d Fixed cost of opening depot in potential location d

M Big value

Decision variables:

xijsk If vehicle k of fleet s travels directly from node i to

node j, xijsk = 1; otherwise = 0

zcsk If vehicle k of fleet s is allocated to customer c,

zcsk = 1; otherwise = 0

yfw If treatment facility with technology w is opened in

potential location f, yfw = 1; otherwise = 0

od If depot is opened in potential location d, od = 1;

otherwise = 0

Urskw Continuous variable that represents the load of

compartment w vehicle k of fleet s just after

leaving node r

Mathematical models

minimize
X

k2K

X

c2C

X

d2D
f1 xdc1k þ

X

s2S

X

k2K

X

j2A

X

i2A
vk tijxijsk

�
X

k2K

X

d2D

X

f2F
v tfdxfd1k þ

X

f2F

X

w2W
pfwyfw þ

X

d2D
p

0

dod

ð1Þ

maximize min
c2C
f2F
w2W

ðdcf yfwÞ ð2Þ

X

s2S

X

k2K

X

r2R
xrcsk ¼ 1 8c 2 C ð3Þ

X

i2A
xijsk ¼

X

i2A
xjisk 8j 2 A; s 2 S; k 2 K ð4Þ

X

d2D

X

d02D
xdd0sk ¼ 0 8s 2 S; k 2 K ð5Þ

X

r2R
xrcsk ¼ zcsk 8c 2 C; s 2 S; k 2 K ð6Þ

X

r2R

X

c2C
trcxrcsk þ

X

w2W

X

c2C
scwskqcwzcsk � H8s 2 S; k 2 K

ð7Þ
X

s2S

X

k2K

X

c2C
xdcsk �Xdod 8d 2 D ð8Þ

Udskw ¼ 0 8d 2 D; s 2 S; k 2 K;

w 2 W
ð9Þ

Ucskw þ qc0w �M 1 � xcc0skð Þ�Uc0skw 8c; c0 2 C; s 2 S; k 2 K;

w 2 W

ð10Þ

qcw �
X

s2S

X

k2K
Ucskw �

X

s2S

X

k2K

X

r2R
xrcskcapkw

8c 2 C;w 2 W
ð11Þ

X

i2A

X

j2A
dijxijsk �E 8s 2 S; k 2 K ð12Þ

X

c2C
qcwzcsk � capkw 8w 2 W ; k 2 K; s 2 S ð13Þ

X

s2S

X

k2K

X

f2F

X

d2D
xdfsk ¼ 0 ð14Þ

X

s2S

X

k2K

X

d2D

X

c2C
xcdsk ¼ 0 ð15Þ

X

s2S

X

k2K

X

c2C

X

d2D
xdcsk ¼

X

s2S

X

k2K

X

p2P
xpfsk 8f 2 F ð16Þ

X

f2F
yfw ¼ 1 8f 2 F ð17Þ

X

w2W
yfw � 1 ð18Þ

xijsk ¼ 0; 1f g 8i; j 2 A; s 2 S;

k 2 K
ð19Þ

zcsk ¼ 0; 1f g 8c 2 C; s 2 S; k 2 K ð20Þ
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yfw ¼ 0; 1f g 8f 2 F;w 2 W ð21Þ

od ¼ 0; 1f g 8d 2 D ð22Þ

Urskw � 0 8r 2 R; s 2 S; k 2 K;

w 2 W
ð23Þ

Objective function (1) corresponds to economic cost. In term

one of objective function fixed cost of external vehicles is

considered. In second term variable cost of transportation is

considered, but we should lessen cost of returning external

vehicles that we take into account in term 2. In term 4 we

consider fixed cost of opening treatment facilities in potential

locations and in term 5 cost of opening depots is considered. In

objective function (2) societal rejection of establishing of

treatment facilities is addressed. Treatment facility is obnoxious

facility and should be away from urban area. In this function, we

want to make far treatment facilities from customers’ location.

Constraints (3) and (4) guarantee that each customer is assigned

to only one route. Constraints (5) prohibit travelling between

depots. Constraints (6) determine the relationship between two

types of decision variables. Constraints (7) satisfy time limita-

tion to serve the customers in each route. Numbers of vehicles

that depart from each depot should not trespass from depot’s

capacity. Constraints (8) consider the capacity of each depot

that is opened in potential location. The next three sets of

constraints (9)–(11) are lifted Miller–Tucker–Zemlin (MTZ)

sub tour elimination constraints (Kara et al. 2004). In constraint

(10), parameter M is set equal to summation of all customers’

demand. Constraints (12) guarantee that each route’s length do

not trespass from maximum allowable route length. Constraints

(13) consider the capacity of vehicles in each route. Constraint

(14) bans moving from depots to treatment facilities directly

and constraints (15) bans moving from customers to depots

before crossing treatment facilities. Constraints (16) satisfy that

all vehicles that depart from depots must visit all treatment

facilities established in potential locations. Constraints (17)

represent that only one treatment facility for each type of waste

must be opened. Constraints (18) guarantee that treatment

facilities do not overlap with each other. Constraints (19)-(23)

specify the ranges of the variables.

Methodology

In the early works in the literature of location routing

problem, the most frequent approach for tackling the LRP

was decomposition of problem into two separate

problems.(i.e. location first and routing second or con-

versely). Because this manner doesn’t consider the trade-

off between these two problems, solutions obtained with

this strategy are not optimal or reasonable solutions. ‘‘The

waste location routing problem can be seen as NP-hard by

reducing it to uncapacitated facility location problem’’

(Alumur and Kara 2007). Hence, meta-heuristic algorithms

are used to solve the integrated problem iteratively. Some

assumptions such as number of treatment facilities are

needed to be considered in solving the problem. Number of

treatment facilities are already known and equal to the

number of waste types (We suppose that for each type of

waste one compatible technology is available) and the

location of these facilities should be chosen from potential

locations. Note that depots do not impact on societal

objective because of only treatment facilities are undesir-

able facility and have bad effect on human life. The

algorithm used in this paper (NSGA-II) are population

based algorithm, so the algorithms need to constructive

algorithm which generates initial population of solutions.

The rest of the methodology section is formed from

description about solution representation, constructive

method and metaheuristic algorithms used in this paper.

Solution representation

The manner in which the solutions of the problem are

coded has a significant impact on the quality of the solu-

tions and computational time. The initial structure of the

solutions in both algorithms is made up from two strings of

real numbers between 0 and 1. These structures in the

context of NSGA-II is called chromosome. The first string

consists of N ? M - 1 real numbers generated randomly.

Where N is the number of customers and M is the number

of potential locations for depots. Figure 2 demonstrates

that how the real numbers in the string are transformed to

the permutation of integer numbers between 1 to

N þM � 1.

One integer number is assigned for each real number

consecutively. After this, the real numbers are sorted in

descending order and the assigned numbers are moved with

corresponding real numbers. The result of this work is a

random permutation of integer numbers.

This permutation specifies the assignment of customers

to the depots and also determines which depot will be

opened for servicing customers. Numbers between 1 and

N represents customers and the numbers that are bigger

Integer numbers 1 2 3 4 5 6 7 8 9 
Real numbers 0.861 0.259 0.154 0.587 0.965 0.421 0.753 0.651 0.323 

Rank of real numbers 2 8 9 5 1 6 3 4 7 
Permutation 5 1 7 8 4 6 9 2 3 

Fig. 2 Example of chromosome of the solutions
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than N represents depots. The numbers in the range of

[N ? 1, N ? M - 1] have a role of delimiter. Customers

till fist delimiter are assigned to the first depot. Customers

between first delimiter and second delimiter are assigned to

the second depot and so on. If no customer is available

between two delimiter this means that no customer is

assigned to the corresponding depot. Figure 3 is the

example that shows the manner in which the customers are

assigned to the depot. Numbers 8 and 9 represents delim-

iters, so customers 5, 1, and 7 are assigned to the first

depot. Customers 4 and 6 are assigned to depot 2 and

customers 2 and 3 are assigned to depot 3.

The second string is similar to the first one. This string

consists of Y real numbers (Y is the number of potential

location for treatment facilities) and the manner in which

the permutation is generated is similar to the descriptions

mentioned previously. After generation of the permutation,

the first O number (O is the number of treatment facilities

should be established) are selected for establishing treat-

ment facilities.

The next step is generation of the routes with regard to

assignment of customers to depots and opened treatment

facilities. For each opened depot and customers assigned to

it, the customers form routes with respect to capacity of

vehicles for each type of the wastes. Customers are

assigned to vehicle till their demands exceed from capacity

of the vehicle. Structure of each route after generation is

demonstrated in Fig 4. The chromosome of each route in

the solution area consists of several parts and each part

specifies particular attributes of the solution. First part

specifies that route starts from which depot. Second part

shows that the route is close or open means that the vehicle

assigned to this route is external or internal. Number 0

represents internal fleet and number 1 represents external

one. For this part one uniform random number is generated

in the range of (0–1). If the generated number is bigger

than 0.5, the vehicle is belonged to the external fleet and if

the generated number is lower than 0.5, the vehicle is

belonged to the internal fleet. Third part specifies cus-

tomers serviced in this route. Note that cumulative

demands of customers must not exceed the capacity of

vehicle. Also, the time and distance constraints and the

capacity constraint for depot must be considered. We use

penalty in both objective functions for trespassing from

these limitation in each route. Fourth part includes treat-

ment facilities and shows facilities order in the route. The

random permutation of opened facilities is placed in this

section. Fifth part marked with dash line is depended on the

route. If the route is close this part is equal to part one and

if the route is open this part should be empty. These route

structures combine with each other and make the solution

structure. (Because the dimension of each route may be

different in the solution structure we use cell array structure

in Matlab software to code the solutions).

Initialization

NSGA-II is a population based algorithm and some solu-

tions should be constructed for initialization. Clustering

approach is used for construction of initial population of

solutions. In the first step, we should cluster customers

according the proximity coefficient, customers demand for

each type of waste, and vehicles capacity. Recognizing

clusters of customers can be a good start to find efficient

solutions for this problem. Cluster analysis has several

methodologies that can be used in heuristic manner for

solving this type of problems.

Several metrics are proposed for calculating the prox-

imity between two points, however, the most popular and

most common proximity measure between the two points is

an Euclidean distance that determine the proximity

between the points I = (xi, yi) and J = (xj, yj) as follows:

dðI; JÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q
ð24Þ

Also several measures of proximity between two groups

of points are available (e.g. single linkage, group average,

centroid, ward and saving measures) (Barreto et al. 2007).

We use centroid proximity measure for clustering cus-

tomers. An important element on the centroid proximity

measure is the centroid or gravity center of groups. Cen-

troid of group A which we show by mA is defined as:

mA ¼

P
i2A

xi

Aj j ;

P
i2A

yi

Aj j

0
@

1
A ð25Þ

We start with groups that consist on only one customer.

In other words, each customer is considered as a group in

the starting point of the method. Then, one node of cus-

tomers is considered and another customer is added to this

group which has a biggest proximity coefficient whit the

5 1 7 8 4 6 9 2 3 

Depot 1 Depot 2 Depot 3 

Fig. 3 Example of customers’

assignment to depots

4 0 1 6 3 5 2 2 3 1 4 

Fig. 4 Example for a structure of Solutions
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first selected customer. In merging of groups with each

other and selection of groups that have a highest value of

proximity coefficient, we consider the centroid of groups

and calculate the Euclidean distance between the centroid

of two groups. Graphical and analytical representation of

this proximity measure is shown in Fig 5. Note that in

adding the customers to group, the capacity of vehicles

must be considered in addition to proximity coefficient.

Customers are added to a group until they do not exceed

the capacity of the vehicle. If adding a customer leads to

trespassing from vehicle capacity, the next customer with

the highest similarity are added to the group.

After clustering of customers, the next step is the

assignment of the clusters to the depots. For each cluster of

customers, the depot that has a highest similarity coeffi-

cient with the cluster is selected. At this point, the clusters

and assigned depots are determined. For the next step, this

solution should be transformed into meaningful solution to

the algorithm for applying algorithm’s operator and con-

struction of next generations. As mentioned before, each

solution is represented with two strings of real numbers in

the range of (0–1). The obtained clusters are transformed

into first string and the second string is generated

randomly.

NSGA-II for solving the problem

Genetic algorithm proposed by John Holland (1975) is one

of the most popular and applicable evolutionary meta-

heuristic to solve problems which are hard to find exact and

optimal solutions. NSGA-II is an extension for the genetic

algorithm and is used for solving the multi objective

problems and is proposed by Deb et al. (2002). Algorithm

starts with the initialization step. In this step, initial pop-

ulation is generated according to the section mentioned

previously. After this step obtained solutions are improved

each iteration by means of crossover and mutation opera-

tors. The manner in which fitness function is calculated is

critical and important factor in evolutionary algorithms. In

the proposed NSGA-II, objective functions are considered

as a fitness functions without any change. The steps of

algorithms are as follow (Amiri and Khajeh, 2015):

Step 1 Initial population with the size of npop = 150 is

generated with the respect to clustering approach for

grouping customers.

Step 2 According to the concept of dominance the

solutions are ranked into rank one, two and etc. Rank one is

better than rank two with regard to dominance concept and

rank two is better than rank three and so on.

Step 3 Crowding distance is calculated for the solutions

that are in the same rank by means of crowding distance

operator.

Step 4 In this step, the solutions are sorted according to

rank of each solution and crowding distance number. Rank

of the solution is the first priority for sorting and crowding

distance is the second priority (i.e. the solution which has

better rank number is prior but if two solutions have the

same rank number, the solution that has bigger crowding

distance is prior.)

Step 5 Solutions are selected for crossover operator by

means of roulette wheel operator and randomly selection

for mutation.

Step 6 Crossover and mutation operators are performed

to improve the solutions.

Step 7 The offsprings obtained from crossover and

mutation operators are merged with together to produce a

new generation.

Step 8 In this step the rank of merged solutions are

specified and the crowding distance is calculated.

Step 9 With regarding to the values obtained in the

previous step the solutions are sorted.

Step 10 Population is truncated to reach the number of

desirable population size (npop).

Step 11 In this step rank 1 of new generation is selected

and is depicted as a Pareto front.

Step 12 The stopping criterion considered to be the

maximum number of iterations, i.e. MaxIt = 100, is

checked. If it is reached, the algorithm stops, otherwise,

steps 2–12 are repeated.

Crossover and mutation operators

The performance of NSGA-II algorithm is highly depen-

dent on crossover and mutation operators. By these oper-

ators, we can search in the solution area and explore new

solutions and exploit good solutions. In the genetic algo-

rithm literature, there are vary crossover and mutation

operators that can be used according to type of problem.

First, we select parents to perform crossover operation

by roulette wheel operators. First parent is selected by

applying roulette wheel operator on first objective function

and the second parent is selected with respect to second

objective functions. After selection of parents, we produce

one integer random number between 1 and 3. In case 1,

crossover operator is applied on first string. In case 2 only

Group A

Group B

Fig. 5 Proximity coefficient between two groups
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second string and in case 3 both of them are selected to

perform crossover operator. Mathematical formulation for

applying crossover operator is as follows:

y1
i ¼ ax1

i þ ð1 � aÞx2
i

y2
i ¼ ax2

i þ ð1 � aÞx1
i

(
0\a\1 ð26Þ

where yi
1 and yi

2 are first offspring and second offspring’s i-

th component in the string. xi
1 and xi

2 are first parent and

second parent’s i-th component. Also a is the random real

number between 0 and 1.

Also we use several mutation operators such as reverse,

insertion, and swap mutation operators for exploration new

solutions. In reverse mutation, two genes are selected

randomly and the genes position between two selected

genes are reversed. In insertion, two genes are selected

randomly and the second one is inserted after the first one.

Swap mutation selects two genes in chromosome randomly

and swaps them to generate new solutions.

Experimental results

The performance of a hybrid NSGA-II proposed in this

paper is compared with decomposition methods such as

weighted sum, goal programming, and goal attainment.

The algorithms are coded in MATLAB R2013a and exe-

cuted on Intel Core i5 2.27 GHz personal computer with

4 GB RAM. The brief discussion about decomposition

algorithms used in this paper is presented in the next

section.

Decomposition methods

In these methods the bi-objective problem is transformed

into a single objective problem which is easier to solve.

Since, in bi-objective problems solution area is not ordered,

we cannot easily sort solutions. These methods are applied

to obtain Pareto solutions.

Weighted sum algorithm (WS)

In this method, we transform a bi-objective problem to a

single objective including weighted summation of the two

objective functions. The transformation of objective func-

tion is shown as follows:

min fiðxÞ 8i 2 1; 2; . . .; nf g !

min fwsðxÞ ¼
Xn

i¼1

wifiðxÞwi � 0
ð27Þ

A new variable (Z) is considered as the weighted sum-

mation of two objective functions. We change all wiin each

iteration and discover minimum value for Z. For the

convenience is solving the problem the objective function

two is transformed into minimization multiplied by minus

one. Since the problem is classified as a NP-Hard prob-

lems, so we use genetic algorithm for optimization of Z.

The algorithm is repeated for several sets of wi and we

record all obtained solution for each set of wi. Finally, the

recorded solutions are compared with other and non-

dominated solutions from these solutions are introduced as

a Pareto solutions. Note that because of the objective

functions scales are different with each other, we normalize

the objective functions as follows:

min
Xn

i¼1

wifiðxÞ; where fiðxÞ ¼
fiðxÞ � fmin

i

fmax
i � fmin

i

ð28Þ

where fi
max and fi

min are defined as maximum and minimum

values of dimension i of objective function.

Goal programming method

In this algorithm we want to decrease the distance of

objective functions from ideal point. This distance can be

defined as several ways. Ideal point is obtained from

experts or by solving each objective function separately

and finding best solution for each objective function

without consideration of other objectives. In this paper, we

consider each objective function separately and for finding

good ideal point, genetic algorithm is used. After finding

ideal point, the objective function is transformed to single

objective function that decreases the distance between

objective function and ideal point (Moradgholi et al. 2016).

We define T = (t1, t2,…, tn) for ideal point. P-norm dis-

tance is defined as follow:

xk kp¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

xij jpp

s
x 2 Rn ð29Þ

In goal programming approach, we use 1-norm distance

(city-block distance) to evaluate distance between objec-

tive function and ideal point. So, bi-objective problem is

transformed into single objective problem as follow:

min
Xn

i¼1

wi fiðxÞ � tij j ð30Þ

We solve the problem for each set of wi and find optimal

or near optimal solution with genetic algorithm. After

finishing iterations we find non-dominated solutions from

obtained solutions and provide Pareto-front.

Goal attainment method

All steps for this method is same as the goal programming

method, but in goal attainment method the distance

between objective functions and ideal point (target point) is
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calculated in infinity norm distance. (kxk? = max {xi} i 2
{1, 2,…, n}), hence the objective function is transformed

into single objective as follows:

min f � Tk k1;w¼ maxwi fi � tij j i ¼ 1; 2; . . .; nf g ð31Þ

We solve the problem for each set of wiand we find

optimal or near optimal solutions. After finishing all iter-

ations, we specify non-dominated solutions and provide

Pareto-front.

Small and medium-sized problems

Test problems

First experiment is carried out for small and medium sized

problems. 10 sample problems are generated according to

Tables 1, 2. The proposed NSGA-II is applied to solve

these test problems and the performance of proposed

algorithm is compared with solutions obtained with

decomposition methods. Several comparison metrics is

applied in this paper and is introduced in next section. We

run each test problem 15 times and the average values are

shown in Tables 3, 4.

Comparison metrics

To validate the reliability of the proposed algorithm and to

compare these algorithms with each other 4 comparison

metrics are applied.

1. Number of Pareto solutions (NPS). The number of

non-dominated solutions that each algorithm can find.

2. Spacing metrics (SM1). This metric gives us informa-

tion about the uniformity of the spread of the solutions

obtained by means of each algorithm. This metrics are

calculated as follows:

Table 1 Problem sets for small-size problems

Problem Customers Waste

type

Potential

locations for

depot

Potential locations

for treatment

facilities

1 10 4 10 10

2 10 4 20 20

3 10 5 5 5

4 12 5 5 5

5 12 4 10 10

6 15 4 10 10

7 15 3 15 15

8 20 3 10 10

9 20 5 5 5

10 20 5 10 15

Table 2 Test problem

generation
Parameters Values Parameters Values

Coordinate of nodes U(0.100) Collection time in nodes U(0.10)

Capacity of depots Regard to problem Capacity of vehicles U(100,500)

Demands of customers U(0,10) Maximum allowable distance 10000

Opening cost of depots U(0,1000) Maximum allowable travelling time 10000

Opening cost of facilities U(0,1000) Capacity of depots 5

Fixed cost of external vehicles U(0,100)

Table 3 Computational results for small and medium sized problems

Prob. NPS SM1 SM2 DM

W.S G.P G.A NSGAII W.S G.P G.A NSGAII W.S G.P G.A NSGAII W.S G.P G.A NSGAII

1 5 6.4 5 24.2 2833 2274 3331 64 4277 5964 5341 58 274 197 200 284

2 8 7 5 32.2 7491 5700 1525 92 8547 6713 8482 59 565 512 397 576

3 4.4 6 6 25 6643 4354 5247 143 11465 5884 7336 65 225 395 413 585

4 3.6 5.8 5 21 3321 1876 1645 94 4167 4844 5328 185 145 276 103 288

5 5 4.6 5.6 15.4 1238 2856 2675 180 1111 1874 2756 328 254 88 121 296

6 9.2 6.4 7 16.8 3869 4886 4786 367 3674 4401 3867 781 145 132 187 191

7 7.8 7.2 6 13.4 4327 4884 5183 587 3569 3675 4297 543 312 145 199 568

8 10.2 8.4 9 22 5588 5184 3287 157 5885 6455 4345 345 583 327 378 520

9 8.8 6.4 4.4 15 5495 5783 6698 839 7893 6745 7843 467 434 296 333 645

10 11 9.4 8.6 18.4 4178 4321 4432 464 3456 3897 3777 540 385 435 490 765
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SM1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N � 1
�
Xn

i¼1

ðdi � d

s
Þ2 ð32Þ

where di is the Euclidean distance between solutions i

and the closest solution to it in the Pareto sets of

solutions. d is the average value of all di.

3. Spacing metrics (SM2). We use another spacing metric

in addition to previous metric. This spacing metric is

introduced by means of Schott (1995). The purpose of

this metric is to measure how evenly the points in the

approximation set are distributed in the objective

space.

SM2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n� 1
�
X

ðdi � dÞ2

r
ð33Þ

di ¼ min
j
ð f i1ð x!Þ � f

j
1 ð x!Þ

�� ��þ f i2ð x!Þ � f
j

2 ð x!Þ
�� ��Þ; i; j

¼ 1; 2; . . .; n

ð34Þ

and d is the mean value of all di.

4. Diversification metrics (DM). This metric specifies the

spread of solution set and calculated as follows:

DM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

maxð xit � yit
�� ��Þ

s
ð35Þ

where max (kxti - yt
ik) is the Euclidean distance

between the non-dominated solutions xi
t and yi

t.

Algorithms assumptions

For tuning the parameters of algorithms, extensive exper-

iments is conducted with different sets of parameters with

respect to Taguchi design. The following set is found to be

effective in terms of solution quality and diversity level

proposed by Minitab software.

1. NSGA-II assumptions

• The algorithm is terminated after 100 iterations.

• Number of population size is 150.

• Crossover coefficient is set 0.8 and mutation

coefficient is set 0.5.

2. Decomposition methods assumptions

• Number of iterations for weighted sum algorithm is

100.

• In goal programming and goal attainment methods,

number of genetic algorithms iterations for finding

the ideal point is 50.

• Number of iterations for goal attainment and goal

programming method is 100.

Comparative results

The proposed NSGA-II is applied to test problems and

average results are shown in Table 3. All results is com-

pared with decomposition methods including weighted

sum, goal programming and goal attainment. Table 3 lists

the average value of experiment results and the perfor-

mance of all algorithms is compared with each other. Also

average computational times are shown in Table 4. Table 3

shows that the proposed hybrid NSGA-II is superior in

each test problem regarding to comparison metrics. Also,

we can find out that the computational time is dependent on

number of customers, depots, number of treatment facili-

ties’ location and number of wastes types especially

numbers of customers locations. The performance of

algorithm and the figure of Pareto-solution for initial

population and final solution in test problem number 9 are

demonstrated in Figs. 6, 7 respectively.

After consideration of obtained results and performance

of algorithms to solve the problem we can result such as

follows:

• An average value of number of Pareto solutions (NPS)

is greater for NSGA-II in all test problems.

• Solutions obtained by NSGA-II are distributed more

uniformly in comparison with decomposition methods.

Both spacing metrics for NSGA-II are incredibly

smaller than decomposition methods.

• The average values for diversification metrics in

NSGA-II are greater than decomposition methods in

all test problems.

• Table 4 shows the average computational times and

proposed NSGA-II consumes more computational

times than decomposition methods. Since NSGA-II

Table 4 Average Computational times (in seconds)

Problem NSGAII WS GP GA

1 326 4.54 7.84 8.33

2 373 6.62 7 6.58

3 268 5.6 6.87 6.43

4 434 7.2 10.4 10.5

5 457 9.3 13.25 14.2

6 526 21.3 32.2 38

7 643 32.4 61.1 62.1

8 894 88.2 124 143

9 963 123.4 155 159

10 998 157.9 221 233
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search more regions of solutions space, this higher

computational time is rational.

Large sized problems

Test problems

Another experiment is constructed in large scaled prob-

lems. To implement desirable test problems, 10 test prob-

lems are generated according to Table 5. Test problems

attributes are same as small-sized test problems as men-

tioned in Table 2.

Comparisons metrics

The comparison metrics for large-sized and small-sized

problems are the same and we use number of Pareto

solutions (NPS),two spacing metrics (SM1,SM2) and

diversification metric (DM) for comparison of algorithms.

Algorithms assumptions

1. NSGA-II parameters

• The algorithm is terminated after 50 iterations.

• Number of population size is 100.

• Crossover coefficient is set 0.5 and mutation

coefficient is set 0.3.

2. Decomposition methods parameters

• Number of iteration for weighted sum algorithm is

50.

Fig. 6 Initial Pareto-front in

solution area for problem 9

Fig. 7 Final Pareto-front in solution area for problem 9

Table 5 Problem sets for large-sized problems

Problem Customers Waste

type

Potential

locations for

depot

Potential locations

for treatment

facilities

11 40 3 10 10

12 40 4 15 15

13 45 5 10 10

14 50 3 10 10

15 50 5 10 10

16 75 2 10 10

17 75 4 10 10

18 75 4 15 15

19 100 4 10 10

20 100 5 20 20
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• In goal programming and goal attainment methods

number of genetic algorithms iteration for finding

the ideal point is 50.

• Goal programming and goal attainment methods

are terminated after 50 iterations.

Comparative results

Table 6 shows that proposed hybrid NSGA-II performed

better than decomposition methods in all test problem, but

the number of Pareto solutions (NPS) is not very greater

than decomposition methods. Also Table 7 shows compu-

tational times for NSGA-II is 2–5 times more than

decomposition methods computational times. Since,

NSGA-II searches more regions of solutions space, and

finds greater number of non-dominated solutions, this

higher computational time is reasonable. The final Pareto

front solutions for the problem number 13 are shown in

Fig 8.

Conclusion and future research

We considered the waste collection problem with particular

assumptions in the framework of location routing problem.

Collection and treatment of wastes were performed in two

Stages. Stage one included Collecting of wastes from

customers’ location and second stage included transferring

of waste from customers’ location to compatible treatment

facility for each type of the waste. Also, the appropriate

location for establishing depots and treatment facilities

should be chosen from potential locations. Combination of

open routes (for external vehicles) and close routes (for

internal vehicles) was addressed simultaneously. More-

over, vehicles were considered to be multi compartments;

that is, each vehicle has a specific capacity for each type of

waste. A new mathematical model was presented in order

to facilitate understanding of the problem. This article

proposed a meta-heuristic algorithms for solving a bi-

Table 6 Average computational times (in seconds)

Problem NSGAII WS GP GA

11 1223 323 448 494

12 1443 420 512 508

13 1320 389 456 442

14 1432 418 494 446

15 1457 464 532 542

16 1894 698 799 803

17 1854 655 804 778

18 1945 898 1102 1183

19 2451 1206 1432 1564

20 2634 1449 1882 1833

Table 7 Computational results for large size problems

Prob. NPS SM1 SM2 DM

W.S G.P G.A NSGAII W.S G.P G.A NSGAII W.S G.P G.A NSGAII W.S G.P G.A NSGAII

11 3.4 7.4 6 14.2 1833 1234 4341 384 2287 1907 3144 348 237 197 340 584

12 7.8 6 6.8 22.2 2378 3801 1665 490 3823 4893 3402 938 455 212 427 761

13 9.8 10 12 15.2 6140 3304 4048 1043 5465 4814 4239 361 115 523 424 595

14 8.6 8.8 16 23 4324 4856 1345 464 4997 4833 1622 584 444 374 553 848

15 9.6 5.4 5.6 13.8 7200 8850 7635 1184 8110 6824 9852 2622 145 288 190 294

16 10 11.4 7.4 21.2 2162 1843 4442 207 3602 1400 3867 781 145 132 187 191

17 11 9 10 18.8 2311 4084 3993 1027 3009 3698 3222 821 112 242 209 468

18 11.2 8 11.2 20.2 2894 5109 3007 382 2009 5455 3337 344 661 123 338 629

19 9.8 8 12.4 14.4 3405 2703 1898 1339 5003 4442 2233 1660 232 193 153 275

20 10 6.8 15 19 3373 6391 1432 1404 5406 8897 1237 941 383 135 599 605

Fig. 8 Pareto-front solutions for large scale problem for problem 13
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objective problem (hybrid NSGA-II). The NSGA-II was

combined with clustering method to reach better solutions.

To validate the proposed algorithms various test problems

were designed and the algorithms were compared to

decomposition methods by means of comparisons metrics

such as number of Pareto solutions(NPS), two pacing

metrics (SM1, SM2) and diversification metric(DM).

Decomposition methods included weighted sum, goal

programming and goal attainment methods which are less

considered in previous articles. The experimental results

showed that the proposed hybrid NSGA-II outperformed

all decomposition methods in small and large sized test

problems, but the computational times for decomposition

methods were smaller than hybrid NSGA-II and this was

rational according to this fact that NSGA-II could search

more regions of solutions area.

For future research, we suggest to researcher and others

who are interested in this field of logistics to combine

available constraints with other constraints such as hard or

soft time windows constraint. Time is critical factor in

waste collection problem and attention to this constraint is

more realistic and could cover real world problems. In

addition, the vehicles can be seen heterogeneous with

different capacity and different time and distance limita-

tions. Almost in real world applications the fleet of vehicles

is heterogeneous with different limitations. Other multi

objective evolutionary algorithms can be used to solve the

problem and the results can be compared with each other.
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