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Abstract 

In recent years, increasing carbon emissions and relatively unfavorable climate change have led to paying attention to the 

concepts of sustainability as well as the imposition of strict government regulations on manufacturers and service providers. 

This has caused all parts of society, containing consumers, governments, and companies, to pay greater attention to low-carbon 

manufacturing in the supply chain (SC). To this end, this paper has designed a sustainable, multi-echelon, multi-product, multi-

period, and multi-objective closed-loop supply chain (CLSC) network, with different distribution and collection channels and 

Radio Frequency Identification (RFID) technology, in addition, in order to produce low-carbon products, low-carbon products 

and subsidizing policies, and also deals with pricing strategy. This model, at the same time, maximizes profits and the social 

responsibility of the SC network, while it minimizes the overall delay in delivery time and environmental pollution. To cope 

with the parameters' uncertainty, a Robust scenario-based Stochastic programming (RSSP) approach has been used, and to 

solve and validate, the small-size model the Augmented Epsilon Constraint (AEC) method, and to solve large-sized ones, the 

third edition of the Non-dominated Sorting Genetic Algorithm (NSGA-III) and Multi-Objective Grey Wolf Optimizer 

Algorithm (MOGWO) are used. According to the computational results, the suggested model can provide efficient decisions 

and the MOGWO algorithm yields 14.5% improvement in execution time compared to the NSGA-III algorithm. Also suggested 

model can be a great tool for managers and professionals with a wide range of strategic applications. 
 

Keywords - Government Subsidy; Low-Carbon; Multi-Channel Closed-Loop Supply Chain; Pricing; Radio Frequency 

Identification technology 

 

INTRODUCTION 

Many businesses nowadays are attempting to compete effectively in extremely dynamic and competitive markets in order to 

expand and develop their businesses and fulfill the continually changing expectations and satisfaction of their consumers. One 

of the really crucial issues among scientific researchists and industrial managers in this area is supply chain management (SCM) 
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(Ramezani, Kimiagari, Karimi, & Hejazi, 2014; Sadeghi Rad & Nahavandi, 2018). The world's environmental problems have 

become increasingly serious. Lack of natural resources and increasing environmental pollution make various human societies 

concerned about the future. Historically, although industrial and development achievements have improved the economies, 

leading to higher employment rates, as well as benefits to individuals and organizations, they have also exacerbated 

environmental and social problems, which, has attracted more attention to sustainability in recent years (Ahmed & Sarkar, 

2018). To this end, today, considering the concept of sustainability in designing supply chain (SC)  networks, given the growing 

global impact, and consequently, the increase of human activities is an important issue for organizations, governments, and 

people, and in particular, for environmentalists. Furthermore, end-of-use/end-of-life product management is critical not only 

for economic, social, and environmental reasons, but it can also help to reduce the global trend of uncontrolled consumption, 

which improperly increases waste discharged (Demirel & Gökçen, 2008; Glassmeyer et al., 2009; Huang & Su, 2013; Persson, 

Sabelström, & Gunnarsson, 2009; Tong, Peake, & Braund, 2011). Many countries have taken a number of strategic steps to 

promote a low-carbon economy, such as enacting various carbon emission regulations (Zhou, Hu, & Xiao, 2020). In recent 

years, advances in information technology (IT) have also made the virtual world more efficient. IT has been and is an essential 

factor in effective SCM (Ben-Daya, Hassini, & Bahroun, 2017; Ross, Weston, & Stephen, 2010).  

      The Internet of Things (IoT) is a recent invention in IT and a new IT revolution thaat has changed various fields, including 

SCM, and is a network of physical objects that interact digitally with inter-company and intra-company sense, monitoring, and 

interaction; and allows for the agility, visibility, tracking, and sharing of data to help with timely scheduling, management, and 

coordination of SC activities (Ben-Daya et al., 2017). Object intelligence in the IoT is performed using devices such as Radio 

Frequency Identification (RFID), global positioning systems (GPS), and other sensor equipment in Internet-connected 

networks. Using information and communication technologies (ICTs), such as RFID, makes it possible to track goods in an 

SC. According to the findings of the majority of investigations, the data gathered via the usage of RFID technology in an SC 

is essential for optimizing SC operations (by increasing the monitoring capability and integration among participants) 

(Calatayud, Mangan, & Christopher, 2019). Therefore, this tool can play an essential role in agility and accelerate SC activity, 

and value creation in the organization. 

      In recent years, another important issue has been the consideration of several sales channels in the SC network. Customers 

are demanding for higher-quality products and services as a result of fast changes in living standards, and producers that can 

offer a choice of sales possibilities are preferred. Although some people still favor conventional buying methods, a rising 

number of people are shopping online. Therefore, many factories have different channels for selling their products to customers 

(Rahmani, Hasan Abadi, & Hosseininezhad, 2020). Also, it has been proven that the set of products used and reproduced can 

not only improve the use of resources and create a favorable social image, but also can be profitable and increase 

competitiveness. Because of this, the need to collect as many products as possible from the end user has led many companies 

to use more than one collection channel in the closed-loop supply chain (CLSC). 

There are also several sorts of uncertainty that affect SC processes. Environmental and systemic uncertainty are the two 

basic forms of uncertainties. The first sort of uncertainty occurs prior to the production process, such as supply and demand 

uncertainty. The second type of uncertainty is relevant to quality, delivery time, production system failure, and product changes 

in the production process (Ho, 2007). In this study, we will consider both the main types of systemic and environmental 

uncertainties. In other words, according to the above, in this paper, a multi-objective, multi-echelon, multi-product, and multi-

period model will be presented to design a sustainable CLSC with different sales and collection channels and RFID technology, 

and it will also address the policy of producing low-carbon products and the policy of subsidizing to produce these products 

and the pricing strategy, and it will use Robust scenario-based Stochastic programming (RSSP) to cope with uncertainty 

parameters. Thus, the remainder of the paper is laid out as follows: The literature relevant to the study will be reviewed in 

section 2. Section 3 defines the parameters and variables of the suggested model and describes certain and robust models based 

on them. Section 4 is devoted to expressing the solution approach and providing a numerical example and its computational 

results and analysis, and ultimately, section 5 provides conclusions, managerial insights, and suggestions for future studies. 

LITERATURE REVIEW 

The SC has become longer, larger, more fragmented, and complex and therefore requires transparency. Transparency provides 

a way to ensure SC risk reduction for SC members and end consumers. Transparency, in addition to reducing risk, allows SC 

members to track products to ensure tracking accuracy (Zelbst, Green, Sower, & Bond, 2019). Some of the performed 

researches on the use of RFID in the CLSC can be mentioned as follow: 
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In a CLSC, Kim and Glock (2014) used an RFID system to manage containers, transportation. They used the implementation 

of the RFID technology in the return path to support container position tracking in the SC (Kim & Glock, 2014). Hajipour et 

al. (2019) presented a CLSC problem using RFID technology to simultaneously minimize lead time, social, and environmental 

time-consuming objective functions. They used stochastic programming to deal with model uncertainty (Hajipour, Tavana, Di 

Caprio, Akhgar, & Jabbari, 2019). Nejad et al. (2021) discussed in an paper on optimizing profit and environmental objectives 

in a multi-product RFID-based closed-loop chain with a green entrepreneurial orientation in the food industry (Nezhad, 

Taghizadeh-Yazdi, Dahooie, Babgohari, & Sajadi, 2021). 

• Researches on Dual and Multi-channel CLSC design:  

In this regard, in addition to (Feng, Govindan, & Li, 2017; Honarvar & Ahmadi Yazdi, 2015; Hong, Wang, Wang, & Zhang, 

2013; Wang, Wang, & Wang, 2016; Yan, Xiong, Xiong, & Guo, 2015); some other research related to recent years in this field 

can be mentioned as follows: 

Chen et al. (2019) presented MINLP for modeling a reproducible network in a two-channel CLSC (Chen, Zhang, shi, & Xia, 

2019). Niranjan et al. (2019) provided a model for an integrated multi-channel CLSC network problem, which includes the 

selection of an entity that meets the customer needs of the omnichannel at different time periods. The purpose of this model is 

to reduce the total costs incurred by the customer, the total costs incurred in the SC implementation, and the total pollution 

emissions caused by the transportation of products between different stages of the chain (Niranjan, Parthiban, Sundaram, & 

Jeyaganesan, 2019). Kaoud et al. (2020) suggested a mathematical model that integrates e-commerce with a multi-level CLSC, 

with a multi-period programming time horizon, taking into consideration  dual-channels, in production and recovery centers 

(Kaoud, Abdel-Aal, Sakaguchi, & Uchiyama, 2020). Rahmani et al. (2020) presented a mathematical model based on a two-

channel system to design a green SC. In this paper, Government subsidy policies have also been implemented to encourage 

managers to produce green products (Rahmani et al., 2020). Fathollahi-Fard et al. (2021), in a paper, under uncertainty, 

designed a dual-channel CLSC network for the tire industry. They used a fuzzy method, the Jimenez technique, to deal with 

the problem's uncertain parameters (such as pricing and demand)(Fathollahi-Fard et al., 2021).  

        Gharye Mirzaei et al. (2022) proposed a two-channel network of SCLSC for rice considering energy resources and 

consumption tax. They formulated a MILP model to optimize the total cost, the amount of pollutants and the number of job 

opportunities created in their SC network under cost, supply and demand uncertainty and used fuzzy logic to deal with the 

uncertainty. In addition, to solve the model in small sizes from the Lp-Metric method and to solve the model in large sizes from 

four multi-objective meta-heuristic algorithms called multi-objective crawler search optimization (MORSO), multi-objective 

simulated annealing optimization (MOSA), multi-objective paper swarm optimization (MOPSO) and MOGWO were used. 

Experimental results showed that MORSO worked very well and by building solar panel sites and producing energy from rice 

waste, up to 19% of electricity consumption was saved (Gharye Mirzaei, Goodarzian, Maddah, Abraham, & Abdelkareim 

Gabralla, 2022). Soleimani et al. (2022) in an paper designed a SCLSC including suppliers, manufacturers, distribution centers, 

customer areas and disposal centers considering energy consumption, in which distribution centers play the role of warehouse 

and collection centers they do. Their problem consists of three choices of refurbishing, recycling and discarding returned items. 

Objectives include total profit, energy consumption and number of job opportunities created. Their proposed model also 

addresses customer demand and real-world constraints for location, allocation, and inventory decisions in a CLSC framework.      

      Another novelty of this research was to develop a set of efficient and fast heuristic Lagrangian release reformulations to 

solve a real-world numerical example. The results showed that the obtained solution is achievable and the developed solution 

algorithm is very efficient for solving SC models (Soleimani, Chhetri, Fathollahi-Fard, Mirzapour Al-e-Hashem, & 

Shahparvari, 2022). Niranjan et al. (2022) considered the concept of multiple channels for a traditional offline SC of a battery 

manufacturer in the southern part of India. Their main goal is to develop a mathematical model for this multi-channel CLSC, 

considering economic and environmental objectives. To solve the model, PSO perturbed initial population generation with levy 

flight distribution is used. The results showed that modified PSO (MPSO) provides superior results (Niranjan, Thanigaivelan, 

& Singaravel, 2022).  

• Regarding the application of the RSSP approach in the CLSC, the following just can be mentioned: 

Saffari et al. (2015) provided a CLSC with the three objectives of minimizing SC costs and carbon emissions and maximizing 

job opportunities; and since customer demand is involved in high uncertainty, the RSSP approach has been used to control it 
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and an efficient genetic algorithm to find the optimal Pareto solutions (Saffari, Makui, Mahmoodian, Pishvaee, & Engineering, 

2015). Ma et al. (2016) designed a sustainable green CLSC problem to optimize the economic cost of the SC and the resulting 

environmental pollution, assuming uncertain costs and demand (Ma, Yao, Jin, Ren, & Lv, 2016). Safaei et al. (2017) employed 

mixed integer programming (MIP) to model suppliers and manufacturers and the RSSP method to cope with demand 

uncertainty in the cardboard recycling industry. Their model maximizes profits and determines the desired output of paper and 

cardboard (Safaei, Roozbeh, & Paydar, 2017). Paydar et al. (2017) applied an RSSP approach to cope with uncertainty in motor 

oil collection (Paydar, Babaveisi, & Safaei, 2017). Gholizadeh et al. (2018) suggested a multi-layered CLSC. The purpose of 

this model is to increase forward and reverse supply products (Gholizadeh, Tajdin, & Javadian, 2018).  

        Abdolazimi et al. (2020), to increase delivery time, minimize overall costs and environmental impacts, and considering 

the uncertainty of some parameters, designed a CLSC network under certain and uncertain situations. They studied their 

proposed approach in a Tier factory (Abdolazimi, Salehi Esfandarani, Salehi, & Shishebori, 2020). Atabaki et al. (2020) 

designed a MIP model for an SC of durable products based on the Circular Economy model. The suggested model contained 

multiple recovery centers to recover the returned products. In addition to the economic goal, they defined the two goals of CO2 

emissions and energy consumption (Atabaki, Mohammadi, & Naderi, 2020). Gholizadeh et al. (2020) examined the scenario-

based stochastic robust optimization in the CLSC for the smelting industry, taking into account consumer environmental 

awareness and demand uncertainty (Gholizadeh & Fazlollahtabar, 2020). Samuel et al. (2020), considering different carbon 

emission policies, designed a definitive CLSC model, and a robust mathematical model, to investigate the effects of returned 

product quality (Samuel, Venkatadri, Diallo, & Khatab, 2020). Fang and lin (2021), proposed a multi‐objective mixed integer 

programming model for an integrated green CLSC network designed to maximize profit, amicable production level 

(environmentally friendly materials and clean technology usage), and quality level.  

        Also used a scenario‐based robust optimization method to deal with uncertain parameters such as the demand of new 

products, the return rates of returned products and the sale prices of remanufactured products. The result showed a robust 

optimal resource allocation solution that considers multiple scenarios(Fang, Lin, & Management, 2021). Khorshidvand et.al 

(2021) proposed a new hybrid method, in which SCC decisions and CLSCND objectives are simultaneously involved. First, 

this approach makes price, greenness, and advertisement decisions, and then it aims at maximizing profit and minimizing CO2 

emission. A new nonlinear programming (NLP) model is developed based on the sensitivity of the return rate to green quality 

and the customers’ maximum tolerance, while the demands are uncertain. This model uses RSSP method to overcome uncertain 

demands. They also used a Lagrangian relaxation algorithm to solve large-scale instances in logical running time. The results 

showed the  improvement of the performance of economic and environmental objectives under greening and advertising 

decisions (Khorshidvand, Soleimani, Sibdari, & Mehdi Seyyed Esfahani, 2021).  
         In a paper, Gholizadeh et al. (2021), supplements the augmented ε-constraint approach with linearization using robust 

optimization and heuristics with an improved algorithm to maximize the total profit and minimize the environmental effects of 

a SCLSC in the dairy industry. They considered pessimistic, optimistic, and worst-case scenarios are considered along with the 

sensitivity analysis on the profitability of the CLSC concerning the product lifetimes.The results showed that applying the 

heuristic on large-scale problems yields a 25% improvement in runtime. Furthermore, products with a longer lifetime under 

the worst-case scenario yield greater profit than those products with a shorter lifetime under an optimistic scenario(Gholizadeh, 

Jahani, Abareshi, & Goh, 2021). Abdolazimi et al. introduced a multi-objective CLSC network consisting of several levels, 

several periods, and several products and uncertainties in some parameters of the proposed model. Because of the multi-

objective feature of the problem, four exact approaches including LP-metric, sequential linear goal programming (SLGP), TH 

approach, and simple additive weighting (SAW), were applied to unravel the objective functions(Abdolazimi, Bahrami, 

Shishebori, & Ardakani, 2021). In a paper, Mirzaei et al. (2022), for the first time, examined a green supplier selection problem 

by considering green and non-green evaluation criteria in a CLSC and used the cap-and-trade mechanism as a way. They 

proposed to control the air pollution caused by the manufacturers. To solve the described problem, a multi-objective scenario-

oriented stochastic robust optimization model was proposed as an effective approach to deal with uncertainty. The results show 

that the developed model for green supplier selection can effectively promote the decision-making process of experts. Finally, 

they showed that the cap-and-trade mechanism compared to the penalty-based system provides a better solution in terms of the 

utility of the entire SC (Mirzaee, Samarghandi, & Willoughby, 2022).  

         Ebrahimi and Bagheri (2022) apply a CLSC network for the plastic bottle industry and then formulate a multi-objective 

mathematical model considering several hypotheses. This model seeks to optimize total costs, supply risk and customer 

satisfaction (distributor reliability). A revised multi-choice goal programming approach is also used to solve the model and 

verify it through a case study. In addition, the best-worst method is used as a robust multi-criteria decision-making tool to find 

supply risk parameter values(Ebrahimi & Bagheri, 2022). Ali Mohammadi Ardakani (2022) investigated the transfer of 
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petroleum products from supply points to consumption areas through a SC. whose purpose is to reduce the cost of transportation 

and reduce the number of loads, and to deal with uncertainty, it used the rssp approach, and due to the high volume of 

calculations and data of the problem, as well as the inability to use accurate solution methods, especially on a large scale, from 

PSO and MOGA-II meta-heuristic algorithms were used to solve the proposed model. The results show that the model has the 

necessary efficiency in large dimensions and the proposed solution methods provide appropriate answers (Alimohammadi 

Ardekani, 2022). 

         By reviewing the literature on the design of two/multi-channel CLSCs, it is clear that there is no study that focuses on the 

concepts of sustainability and greenness at the same time. In other words, the type of technology in the production of green 

products has a significant effect on environmental issues, which has been given less attention in the mathematical models 

developed in the literature, and there is no study that simultaneously aims to maximize profit, social responsibility and 

minimization. Consider environmental pollution and delay in delivery time. It should be known that abandoning traditional 

methods and using new technologies in the industrial and economic fields is the basis for greater productivity. According to 

the studies conducted, it can be seen that the use of RFID technologies in the SCM literature is still limited. Also, due to the 

rapid change in living standards, customers prefer manufacturers who are able to provide different sales options, and due to the 

need to collect as many products as possible from the end user, many companies have more than one collection channel apply 

in CLSC, therefore, considering multiple channels and its mathematical modeling is one of the things that has recently received 

attention in the SC, but there are few studies in this field. Finally, therefore, these research gaps were used as research 

innovation. 

The important innovations of the developed model are:  

1. Considering the strategic decision about the type of production technology in the factory to create a green product. 

2. Considering the government subsidy for the producers in order to reduce the prices due to the increase of the green area. 

3. Considering RFID technology for transportation situations; that the use of rfid technology in the SC accelerates information 

transactions, reduces time delays in transportation, pays electronic tolls without stopping on highways, delivers orders on time, 

and transports faster and eliminates incorrect shipments, etc. and as a result, it can shorten the order chain and make the chain 

more agile and responsive. 

4. Considering several sales channels and using combined facilities; the use of multiple sales channels allows industries and 

companies to reach customer segments that could not be reached through traditional (indirect) retail channels. 

5. Considering environmental and systemic uncertainty in some model parameters to be more consistent with reality. 

6. Using meta-heuristic algorithms of NSGA-III and MOGWO to solve the model in higher dimensions. 

And to our knowledge, this is the first attempt to design a CLSC that simultaneously incorporates several complex 

features/concepts of robustness sustainability (economic, social and environmental dimensions), RFID technology, different 

sales and collection channels, pricing, role selection It considers environmental technologies as a source of improving the 

production process along with government subsidies to producers in a multi-objective, multi-period, multi-product manner, 

which creates a new and more comprehensive design of the CLSC. 

PROBLEM STATEMENT AND MATHEMATICAL MODEL 

This research will provide a nonlinear mixed-integer programming model of the multi-objective, multi-echelon, multi-product, 

and multi-period to design a sustainable CLSC, Considering RFID technology and systemic and environmental uncertainties. 

In the forward direction, raw materials are supplied from the supplier and sent to production-recovery centers to produce a new 

product.  Newly produced products can be provided to customers both directly from production-recovery centers and indirectly 

from distribution/hybrid centers. Sales in distribution/hybrid centers are both online and offline. Customers' returned products 

are also sent to collection/testing centers for collection and testing after collection, and after testing and inspection, recoverable 

products are sent to production/recovery centers, repairable products to repair centers, and from there to secondary customers; 

and non-recoverable and non-repairable products are sent to disposal centers. In this chain, hybrid centers jointly both collect 

and distribute products. When opposed to individual distribution or collection centers, hybrid processing centers offer greater 

benefits such as cost savings and emission reduction owing to the sharing of production equipment and infrastructure. Figure 

1 shows the structure of this SC. 
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FIGURE 1 

SCHEMATIC OF THE PROPOSED CLSC 

There are, in this paper, several vehicles with limited time of use while delivering the product to the customer; therefore, it is 

necessary to transfer information quickly between the vehicles and the centers; in this chain, a transportation technology must 

be considered for each of the connections between the members of the chain. To this end, several predefined transportation 

technologies have been examined, each establishing connections between different members of the chain. These transportation 

technologies are different in terms of cost and delivery time, which SC management has to choose the most economical one, 

with a minimum total delay of delivery time. So, the use of various RFID Technologies is recommended. These Technologies, 

used in the shipping fleet, are responsible for monitoring customer orders online and try through integrating the information 

with their origin and destination, minimizing the time interval between ordering and receipt. Thus, in general, using an RFID 

technology can increase the availability time of the vehicle. Therefore, this research has used different types of RFID 

Technologies, which SC management must decide on selecting them. Selecting the RFID technology type affects two goals of 

minimizing the total delay of delivery time and economy. In terms of agility, the use of higher RFID technologies reduces 

delivery times (improves agility). On the other hand, the use of higher RFID technologies has a higher initial cost, and as a 

result, weakens the chain's economic performance. 

      In addition, carbon emissions  and their control have been defined as one of the most significant challenges  in SC networks. 

To that purpose, this study has tried, in addition to reducing the total amount of pollution, to address it strategically. One of the 

main objectives of designing an SC is to select factories with the least pollution for production. In fact, the right selection of 

production technology can reduce the pollutants from the production of the product. Therefore, in the model of this paper, "

" is defined as the product technology level, where a larger  means that the product is low-carbon or so-called greener. It 

should be noted that the cost of producing the product has a positive correlation with the h-level since producing a low-

carbon/greener product necessitates the use of contemporary and advanced equipment and machinery, and as a result, the cost 

of production will also be higher. 

       The constant cost of openness/activity of the center i at technology level h in period 𝜏 can be defined as 𝐹𝑋𝑖ℎ
𝜏 = 𝐶𝐹𝑖

𝜏 +

𝜃𝑖
𝜏 ∑ ℎ

2𝑋𝑖ℎ
𝜏 ∀𝑖, ℎ, 𝜏ℎ , in which 𝐶𝐹𝑖

𝜏 is equal the initial regular production cost at the center i without considering technology  

in period 𝜏.  𝜃𝑖
𝜏 denotes the rate of price increase for each level of improvement in the level of low-carbon product production 

technology. The second term of this equation indicated that as the level of product technology increased, costs increased 

quadratically. It should be noted that the quadratic form is a common function to determine production costs for low-

carbon/greener crop production (Deutch & Lester, 2004; Liu, Anderson, & Cruz, 2012; Rahmani et al., 2020). Moreover, there 

are two main points to compensate for the mentioned cost. The first point is that the number of pollutants from the production 

of low-carbon/greener products will be less. In addition, producers' decisions to produce low-carbon/greener products can be 

h

h

h
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influenced by subsidies paid by the government. As a result, the higher the technology  level, the more subsidies the 

government pays to the factory, and as a result, part of the factory’s costs are compensated (Rahmani et al., 2020; Yu, Han, & 

Hu, 2016). The assumptions of this research can be expressed in more detail as follows: 

• In this chain, the locations of suppliers, primary and secondary customers, are known and fixed. 

• There is a set of potential points that can be of the production-recovery centers, distribution and collection centers, 

hybrid centers, repair, and disposal centers. 

• Each customer's demand can only be met through one distribution/sales channel. 

• Distribution/hybrid centers have the ability to sell online and offline. 

• There are two collection channels. 

• The capacity of all centers is limited. 

• A variety of different technologies can be used for low-carbon production. 

• Transport capacity between different levels of the chain is limited. 

• A variety of RFID Technologies can be used for different transportation options. 

• The demand of customers must be satisfied. 

• The overall quantity of greenhouse gas emissions must not exceed the determined limit. 

 

I. CERTAIN MATHEMATICAL MODEL 

Before presenting the mathematical model, the indices, parameters, and decision variables of the model are as follows: 

Indexes of the proposed mathematical model: 

𝒃: suppliers b=1,...,B 

𝒊: production-recovery centers i=1,...,I 

𝐩: distribution,collection and hybrid centers p=1,...,P 

𝐜: primary customers c=1,...,C 

𝐤: product disposal centers k=1,...,K 

𝐦: repair centers m=1,...,M 

𝐟: secondary customers f=1,...,F 

𝐞: Products e=1,...,E 

𝐚: Raw Materials a=1,...,A 

𝐥: Transportation options l=1,...,L 

𝛕: time periods τ=1,...,T 

𝐡: set of low-carbon product production technologies h=1,...,H 

𝐨: RFID technology type used in transportation options o=1,...,O 

𝐬: Scenario (high,medium,low)s=1,...,S 

𝐣, 𝐣′: set of all echelons 𝐣, 𝐣′ ∈ {𝐛, 𝐢, 𝐩, 𝐜, 𝐤,𝐦, 𝐟} 
𝐰𝐣, 𝐰𝐣

′: set of facilitis in echelon  𝐰𝐣,𝐰𝐣
′ ∈ {𝟏, … ,𝐖𝐣} 

Parameters 

𝑫𝒄𝒆
𝝉 /𝑫𝒄𝒆𝒔

𝝉 : In period τ,demand of primary customer c for product e/ under scenario s 

𝑫𝒇𝒆
𝝉 /𝑫𝒇𝒆𝒔

𝝉 : In period τ,demand of secondary customer f for product e/ under scenario s 

𝑩𝑪𝒃𝒂
𝝉 : In period τ,cost of raw material purchasing unit a from supplier b 

𝑴𝑪𝒊𝒆𝒉
𝝉 : In period τ,cost of product producing unit e in center i 

𝑹𝑪𝒊𝒆𝒉
𝝉 : In period τ,cost of product recovery unit e in center i with technology h 

𝑶𝑭𝒆𝒘𝒋

𝝉 : In period τ, operational cost at facility 𝒘𝒋|𝒋 ∈ {𝒑,𝒎, 𝒌} 

𝑪𝑭𝒊
𝝉: In period τ,the initial regular production cost at the center  i without considering technology  h 

𝑭𝑩𝒃
𝝉 :In period τ,fixed cost of supplier choosing b 

𝑭𝑭𝒘𝒋

𝝉 : In period τ,fixed cost of openness of facility 𝒘𝒋|𝒋 ∈ {𝒑, 𝒌,𝒎} 

𝑪𝑩𝒃𝒂
𝝉 : In period τ,Supplier capacity b for raw materials a 

𝑪𝑿𝒊𝒉
𝝉 : In period τ,Production capacity in the center i with technology h 

𝑪𝑹𝒊𝒉
𝝉 : In period τ,capacity of center i to recover returned products with technology h in period t 

𝑪𝑨𝒘𝒋

𝝉 : In period τ,capacity of facility 𝒘𝒋|𝒋 ∈ {𝒑,𝒌,𝒎} 

h
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𝑪𝑩𝑰𝒃𝒊𝒂𝒍
𝝉 : In period τ,cost of raw material transfer unit a transported from supplier b to center i with transportation option l 

𝑪𝑻𝑭𝒆𝒍𝒘𝒋𝒘𝒋′
′

𝝉 : In period τ,cost of product transfer unit e transported from the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇}  with the 

transportation option l,corresponding to 𝑸𝒆𝒍𝒘𝒋𝒘𝒋′
′

𝝉 illustrated in figure1 

𝑬𝑩𝑰𝒃𝒊𝒂𝒍
𝝉 : In period τ,environmental pollution resulting from transferring the raw materials a from supplier b to the center i  with transportation option l 

𝑬𝑻𝑭𝒆𝒍𝒘𝒋𝒘𝒋′
′

𝝉 : In period τ,environmental pollution resulting from transferring the product e from the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} to the facility 

𝐰𝐣
′|𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇}  with transportation option l,corresponding to 𝑸𝒆𝒍𝒘𝒋𝒘𝒋′

′
𝝉 illustrated in figure 1 

𝑬𝑷𝒊𝒆𝒉
𝝉 : In period τ,environmental pollution resulting from the production of product e in center i with technology h 

𝑬𝑹𝒎𝒆
𝝉 : In period τ,environmental pollution resulting from the production of product e  in center m 

𝑻𝑩𝑰𝒃𝒊𝒂𝒍𝒐
𝝉 /𝑻𝑩𝑰𝒃𝒊𝒂𝒍𝒐𝒔

𝝉 : In period τ,delivery time of raw material a from supplier b to center i with transportation option l with RFID technology  type o / 

under scenario s 

𝑫𝑻𝑭
𝒆𝒍𝒐𝒘𝒋𝒘𝒋′

′
𝝉 /𝑫𝑻𝑭

𝒆𝒍𝒐𝒘𝒋𝒘𝒋′
′ 𝒔

𝝉 : In period τ,delivery time of product e from the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇} with 

transportation option l with RFID technology  type o, corresponding to 𝑸𝒆𝒍𝒘𝒋𝒘𝒋′
′

𝝉  illustrated in figure 1/ under scenario s 

𝑻𝑩𝑰𝒊𝒂𝒍𝒐
𝝉 ′

/𝑻𝑩𝑰𝒊𝒂𝒍𝒐𝒔
𝝉 ′

: In period τ,expected delivery time of raw materials a from supplier b to center i with  

transportation option l with RFID technology  type o/ under scenario s 

𝑫𝑻𝑭𝒆𝒍𝒐𝒘𝒋𝒘𝒋′
′

𝝉 ′
/𝑫𝑻𝑭𝒆𝒍𝒐𝒘𝒋𝒘𝒋′

′ 𝒔
𝝉 ′

:In period τ,delivery time of product e from the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇} with 

transportation option l with RFID technology  type o, corresponding to 𝑸𝒆𝒍𝒘𝒋𝒘𝒋′
′

𝝉 illustrated in figure 1/ under scenario s 

𝑭𝑹𝑫𝒍𝒐𝒘𝒋𝒘𝒋′
′

𝝉 : In period τ,fixed cost of using RFID technology  type o to send from the facility 𝒘𝒋|𝒋 ∈ {𝒃, 𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒊, 𝒑, 𝒄, 𝒌,𝒎, 𝒇}  

with transportation option l 

𝑻𝑪𝑨𝑷𝑭
𝒍𝒘𝒋𝒘𝒋′

′
𝝉 : In period τ, transportation capacity to send from the facility 𝒘𝒋|𝒋 ∈ {𝒃, 𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣

′|𝒋′ ∈ {𝒊, 𝒑, 𝒄, 𝒌,𝒎, 𝒇}  with transportation 

option l 

𝑾𝑿𝒊𝒉
𝝉 : In period τ,number of job opportunities per activity of the center i with technology h 

𝑾𝑭𝒘𝒋

𝝉 : In period τ,number of job opportunities per activity of facility 𝒘𝒋|𝒋 ∈ {𝒑, 𝒌,𝒎} 

𝑫𝑿𝒊𝒉
𝝉 : In period τ,the rate of economic development per activity of the center i with technology h 

𝑫𝑭𝒘𝒋

𝝉 : In period τ,the rate of economic development per activity of  facility 𝒘𝒋|𝒋 ∈ {𝒑,𝒌,𝒎} 

𝑳𝑿𝒊𝒉
𝝉 : In period τ,number of days lost,due to workers' injuries per activity of the center i with technology h 

𝑳𝑭𝒘𝒋

𝝉 : In period τ,number of days lost,due to workers' injuries,per activity of  facility 𝒘𝒋|𝒋 ∈ {𝒑,𝒌,𝒎} 

𝒏𝒂𝒆: Coefficient of using raw material a in production of product e 

𝒎𝒆: Coefficient of using of product e 

𝒎𝒄𝒐𝒏𝒕𝝉: In period τ,probability of order contract,with collection/ hybrid center p to center i 

𝑹𝑹𝒆: Return rate of the used product e 

𝑹𝑿𝒊𝒆, 𝑹𝑿𝒎𝒆, 𝑹𝑿𝒅𝒆: Recovery rate, repair rate, Disposal rate of the used product e, respectively; (𝑹𝑿𝒊𝒆 + 𝑹𝑿𝒎𝒆 + 𝑹𝑿𝒅𝒆 = 𝟏) 

𝝍𝒊: The allowable maximum emission of pollution for center i 

𝑺𝒃𝒊𝒉
𝝉 : In period τ,The subsidy that the government gives to the center i at the level of technology h 

𝜽𝒊
𝝉: In period τ,the increase rate of price,per level of improvement,at the product greenness level for the center i 

𝝀𝒑𝟏: the coefficient of price elasticity of the demand for the primary customer demand channel 

𝝀𝒑𝟐: the coefficient of price elasticity of the demand for the secondary customer demand channel 

𝜸𝟏  and 𝜸𝟐: the coefficients cross-price elasticity of demand for primary and secondary customer channels 

𝜷: weighting factor for the forward responsiveness (or importance)  

𝟏 − 𝜷: weighting factor for the reverse responsiveness 

𝝇𝟏, 𝝇𝟐, 𝝇𝟑: the weights given to the elements of social responsibility objective: (1) the number of created jobs (2) economic development (3) workers’s lost 

days, respectively. 

𝑩𝑴: A very large number 

𝑴𝟏𝒊𝒂𝒍𝒐
𝝉 = {𝒃|𝑻𝑩𝑰𝒃𝒊𝒂𝒍𝒐

𝝉 ≥ 𝑻𝑩𝑰𝒊𝒂𝒍𝒐
𝝉 ′

}: Supply centers f that have a delay in the delivery of raw materials to production-recovery centers i in period τ  

𝑴𝑭
𝒘

𝒋′
′ 𝒆𝒍𝒐

𝝉 = {𝒎|𝑫𝑻𝑭
𝒆𝒍𝒐,𝒘𝒋𝒘𝒋′

′
𝝉 ≥ 𝑫𝑻𝑭

𝒆𝒍𝒐𝒘
𝒋′
′

𝝉 ′
}: the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} that have a delay in product delivery to facility 𝒘𝒋′

′ |𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇} in 

period τ  

𝑷𝒔: Probability of scenario s 

𝝎: Weight for violated Constraints 

𝝀𝟏, 𝝀𝟐, 𝝀𝟑: fixed values 

 

Decision variables 

𝑸𝒃𝒊𝒂𝒍
𝝉 /𝑸𝒃𝒊𝒂𝒍𝒔

𝝉 : In period τ,quantity of transported raw material a from supplier b to the center i with transportation option l/ under scenario s 
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𝑸
𝒆𝒍𝒘𝒋𝒘𝒋′

′
𝝉 /𝑸

𝒆𝒍𝒘𝒋𝒘𝒋′
′ 𝒔

𝝉 : In period τ,quantity of transported repairable products e from the facility 𝒘𝒋|𝒋 ∈ {𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒑, 𝒄, 𝒊, 𝒌,𝒎, 𝒇}  with 

transportation option l/ under scenario s 

𝑰𝑵𝑽𝒑𝒆
𝝉 /𝑰𝑵𝑽𝒑𝒆𝒔

𝝉 : In period τ,inventory of Product e at the distribution/hybrid center p/ under scenario s 

𝑭𝑿𝒊𝒉
𝝉 /𝑭𝑿𝒊𝒉𝒔

𝝉 : In period τ,production cost of the center i, with technology h/ under scenario s 

𝒅𝒄𝒆
𝝉 /𝒅𝒄𝒆𝒔

𝝉 : In period τ,proposed demand of primary customer c for product e/ under scenario s 

𝒅𝒇𝒆
𝝉 /𝒅𝒇𝒆𝒔

𝝉 : In period τ,proposed demand of secondary customer f for product e/ under scenario s 

𝑷𝑹𝒄𝒆
𝝉 : In period τ,selling price of each product unit e to the primary customer c 

𝑷𝑹𝒇𝒆
𝝉 : In period τ,selling price of each product unit e to the secondary customer f 

𝑶𝑺𝒄𝒑𝒆
𝝉 : In period τ,1 if the demand of customer c for product e is met through online sales by distribution center p; otherwise,0 

𝑩𝒃
𝝉 : In period τ,1 if supplier b is selected; otherwise,0 

𝑿𝒊𝒉
𝝉 : In period τ,1 if the production-recovery center i is opened,with technology h; otherwise,0 

𝑶𝑭𝒘𝒋

𝝉 : In period τ,1 if the facility 𝒘𝒋|𝒋 ∈ {𝒑,𝒌,𝒎} is opened; otherwise,0 

𝑶𝑹𝑭𝒍𝒐𝒘𝒋𝒘𝒋′
′

𝝉 : In period τ,1 if the transport option l with RFID technology type o,links the facility 𝒘𝒋|𝒋 ∈ {𝒃, 𝒊, 𝒑, 𝒄,𝒎} to the facility 𝐰𝐣
′|𝒋′ ∈ {𝒊, 𝒑, 𝒄, 𝒌,𝒎,𝒇} 

; otherwise,0 

𝜽𝟏𝒔, 𝜽𝟐𝒔, 𝜽𝟑𝒔: Linearization coefficient based on scenario s for the first objective function, the third objective function and the second objective function, 

respectively. 

𝜼𝟏𝒄𝒆𝒔
𝝉 : In period τ,unfulfilled demand for product e for the primary customer c in scenario s 

𝜼𝟐𝒇𝒆𝒔
𝝉 : In period τ,unfulfilled demand for product e for the secondary customer f in scenario s 

 

Objective functions: 

𝑴𝒂𝒙𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟏 = ∑ (𝐼𝑛𝑐𝑜𝑚𝑒𝜏 − 𝑐𝑜𝑠𝑡𝜏)𝜏                                                                                                                    (1) 

 

𝑰𝒏𝒄𝒐𝒎𝒆𝝉 = ∑ 𝑃𝑅𝑐𝑒
𝜏 𝑄

𝑒𝑙𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′

𝜏 +𝑒,𝑙,𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′

∑ 𝑃𝑅𝑓𝑒
𝜏 𝑄

𝑒𝑙𝑤𝑗∈{𝑚},𝑤𝑗′∈{𝑓}
′

𝜏
𝑒𝑙𝑤𝑗∈{𝑚},𝑤𝑗′∈{𝑓}

′ ∑ 𝑆𝑏𝑖ℎ
𝜏 𝑋𝑖ℎ

𝜏 𝑃𝑅𝑐𝑒
𝜏 𝑄

𝑒𝑙𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′

𝜏
𝑒,𝑙,ℎ,𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}

′                                                                  (2) 

 

𝑪𝒐𝒔𝒕𝝉 = (∑ 𝐹𝑋𝑖ℎ
𝜏 (𝑋𝑖ℎ

𝜏 − 𝑋𝑖ℎ
𝜏−1) + ∑ 𝐹𝐹𝑤𝑗

𝜏 (𝑂𝐹𝑤𝑗
𝜏 − 𝑂𝐹𝑤𝑗

𝜏−1) + ∑ 𝐹𝑏 𝐵𝑏
𝜏𝐵𝑏

𝜏
𝑤𝑗∈{𝑝,𝑘,𝑚,}𝑖,ℎ ) + (∑ 𝑄𝑏𝑖𝑎𝑙

𝜏
𝑏,𝑖,𝑎,𝑙 𝐵𝐶𝑏𝑟

𝜏 +

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏 𝑀𝐶𝑖𝑒ℎ

𝜏
𝑒,𝑙,𝑤𝑗∈{𝑖},𝑤𝑗′∈{𝑝,𝑐}

′ + ∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑝,𝑐},𝑤𝑗′∈{𝑐,𝑚,𝑝,𝑘}

′
𝜏 𝑂𝐹𝑒𝑤𝑗

𝜏
𝑒𝑙𝑤𝑗∈{𝑝,𝑐},𝑤𝑗′∈{𝑐,𝑚,𝑝,𝑘}

′ +

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑝}𝑤𝑗′∈{𝑖}

′
𝜏

𝑒,ℎ,𝑙,𝑤𝑗∈{𝑝},𝑤𝑗′∈{𝑖}
′ 𝑅𝐶𝑖𝑒ℎ

𝜏 +∑ 𝐼𝑁𝑉𝑝𝑒
𝜏 𝐻𝐶𝑝𝑒

𝜏
𝑝,𝑒 ) + ∑ 𝑄𝑏𝑖𝑎𝑙

𝜏
𝑏,𝑖,𝑎,𝑙 𝐶𝐵𝐼𝑏𝑖𝑎𝑙

𝜏 +

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝒊,𝒑,𝒄,𝒎}𝑤𝑗′∈{𝒑,𝒄,𝒊,𝒌,𝒎,𝒇}

′
𝜏

𝑒,𝑙,𝑤𝑗∈{𝒊,𝒑,𝒄,𝒎},𝑤𝑗′∈{𝑖,𝑐,𝑝,𝑘,𝑚,𝑓}
′  𝐶𝑇𝐹

𝑒𝑙𝑤𝑗∈{𝒊,𝒑,𝒄,𝒎}𝑤𝑗′∈{𝒑,𝒄,𝒊,𝒌,𝒎,𝒇}
′

𝜏 +

∑ 𝑂𝑅𝐹
𝑙𝑜,𝑤𝑗∈{𝒃,𝒊,𝒑,𝒄,𝒎}𝑤𝑗′∈{𝒊,𝒑,𝒄,𝒌,𝒎,𝒇}

′
𝜏

𝑒,𝑙,𝑤𝑗∈{𝒃,𝒊,𝒑,𝒄,𝒎},𝑤𝑗′∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}
′  𝐹𝑅𝐷

𝑙𝑜,𝑤𝑗∈{𝒃,𝒊,𝒑,𝒄,𝒎}𝑤𝑗′∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}
′

𝜏                                                          (3) 

 

𝑴𝒊𝒏𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟐 = 𝛽 (∑ 𝑂𝐵𝐼𝑏𝑖𝑙𝑜
𝜏 (𝑇𝐵𝐼𝑏𝑖𝑎𝑙𝑜

𝜏 − 𝑇𝐵𝐼𝑖𝑎𝑙𝑜
𝜏 ′)𝑏∈𝑀1𝑖𝑎𝑙𝑜

𝜏 ,𝑖,𝑎,𝑙,𝑜,𝜏 +

∑ 𝑂𝑅𝐹
𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏

𝑏∈𝑀𝐹
𝑒,𝑙,𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏 𝑙,𝑜,𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′ ,𝜏  (𝐷𝑇𝐹
𝑒𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏 − 𝐷𝑇𝐹

𝑒𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}
′

𝜏 ′
)) +

(1 − 𝛽) (∑ 𝑂𝑅𝐹
𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}

′
𝜏

𝑏∈𝑀𝐹
𝑒,𝑙,𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}

′
𝜏    (𝐷𝑇𝐹

𝑒𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}
′

𝜏 − 𝐷𝑇𝐹
𝑒𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}

′
𝜏 ′

)) 

                                                                                                                                                                                                   (4) 

 

𝑴𝒂𝒙𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟑 = 𝜍1 (∑ 𝑊𝑋𝑖ℎ
𝜏 𝑋𝑖ℎ

𝜏
𝑖,ℎ,𝜏 + ∑ 𝑊𝐹𝑤𝑗

𝜏 𝑂𝐹𝑤𝑗
𝜏

𝑤𝑗∈{𝑝,𝑘,𝑚} ,𝜏
) + 𝜍2 (∑ 𝐷𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑖,ℎ,𝜏 + ∑ 𝐷𝐹𝑤𝑗
𝜏 𝑂𝐹𝑤𝑗

𝜏
𝑤𝑗∈{𝑝,𝑘,𝑚} ,𝜏

) −

𝜍3 (∑ 𝐿𝑋𝑖ℎ
𝜏 𝑋𝑖ℎ

𝜏
𝑖,ℎ,𝜏 + ∑ 𝐿𝐹𝑤𝑗

𝜏 𝑂𝐹𝑤𝑗
𝜏

𝑤𝑗∈{𝑝,𝑘,𝑚},𝜏
)                                                                                                                                              (5) 

 

𝑴𝒊𝒏𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟒 = ∑ 𝑄𝑏𝑖𝑎𝑙
𝜏

𝑏,𝑖,𝑎,𝑙,𝜏 × 𝐸𝐵𝐼𝑏𝑖𝑎𝑙
𝜏 + ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}
′

𝜏
𝑒,𝑙,𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′ ,𝜏 +  

𝐸𝑇𝐹
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′
𝜏 ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑖}𝑤𝑗′∈{𝑝,𝑐}
′

𝜏 𝐸𝑃𝑖𝑒ℎ
𝜏

𝑒,ℎ,𝑙,𝑤𝑗∈{𝑖},𝑤𝑗′∈{𝑝,𝑐}
′ ,𝜏 + ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑝}𝑤𝑗′∈{𝑚}
′

𝜏 𝐸𝑅𝑚𝑒
𝜏

𝑒,𝑙,𝑤𝑗∈{𝑝},𝑤𝑗′∈{𝑚}
′ ,𝜏                    (6) 
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Equation (1) is the first objective function, which maximizes the chain's overall profit, which is derived from the difference 

among incomes and costs. Equation (2) determines the income from product sales in each period. The sale of products in each 

period includes conventional or online sales to primary customers, direct sales from production-recovery centers to primary 

customers, and the sale of conventionally repaired products to secondary customers, as well as subsidies received from the 

government. Equation (3) shows the overall costs of each chain period. These costs include the fixed costs of opening/activity 

each center, the fixed costs of a supplier choice, the purchasing costs of raw materials from suppliers, the producing costs of 

products in production-recovery centers, the operating costs of distribution/hybrid centers, the operating costs of repairing in 

the repair centers, the cost of product inspection and collection in collection/hybrid centers, the cost of product recovery in 

production and recovery centers, disposal costs, inventory maintenance costs in collection/hybrid centers, transfer costs by 

different transportation options in the SC, and finally, there is the fixed cost of using a variety of RFID Technologies for SC 

transportation options. Equation (4) refers to the second objective function, i.e., minimizing the overall delay of delivery time 

in the forward and reverse SCs. Equation (5) indicates the third objective function, which is maximizing the social responsibility 

of the SC. This objective consists of three parts. In the first part, the total created jobs are calculated.  

      In the second part, the total economic development resulting from the SC is calculated. The construction of facilities in 

deprived and less developed areas leads to the promotion of economic development in those areas. In the third part, the total 

number of lost working days due to worker injuries in the SC is calculated. Regarding the health and safety of employees, 

usually the index of "the number of injured and injured" and "the number of working days lost due to injuries" are used. In this 

paper, the index of the number of working days lost. The cause of injury is used. Equation (6), the fourth objective function, 

represents the minimizing pollution of the SC. This contamination is due to transferring products between different centers, as 

well as taking into account the contaminants of production-recovery and repairing the product. 

Constraints: 

∑ 𝑛𝑎𝑒𝑄𝑖𝑝𝑒𝑙
𝜏

𝑝,𝑒,𝑙 + ∑ 𝑛𝑎𝑒𝑄𝑖𝑐𝑒𝑙
𝜏

𝑐,𝑒,𝑙 = ∑ 𝑄𝑏𝑖𝑎𝑙 
𝜏

𝑏,𝑙 + ∑ 𝑛𝑎𝑒𝑄𝑝𝑖𝑒𝑙
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, 𝑎, 𝜏                                                                                                (7) 

𝐼𝑁𝑉𝑝𝑒
𝜏−1 + ∑ 𝑄𝑖𝑝𝑒𝑙

𝜏
𝑖,𝑙 = 𝐼𝑁𝑉𝑝𝑒

𝜏 + ∑ 𝑄𝑝𝑐𝑒𝑙
𝜏

𝑐,𝑙 + ∑ 𝑄𝑝𝑐𝑒𝑙
𝜏 𝑒

𝑐,𝑙 , ∀𝑝, 𝑒, 𝜏                                                                                    (8)  

𝑄𝑝𝑐𝑒𝑙
𝜏 ≤ 𝐵𝑀.𝑂𝑆𝑐𝑝𝑒

𝜏 , ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                                                                                                                                                  (9) 

𝑄𝑝𝑐𝑒𝑙
𝜏 𝑒 ≤ 𝐵𝑀. (1 − 𝑂𝑆𝑐𝑝𝑒

𝜏 ), ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                                                                                                                                    (10) 

∑ 𝑄𝑝𝑐𝑒𝑙
𝜏

𝑐,𝑙 + ∑ 𝑄𝑝𝑐𝑒𝑙
𝜏 𝑒 + ∑ 𝑄𝑖𝑐𝑒𝑙

𝜏 = 𝑑𝑐𝑒
𝜏

𝑖,𝑙𝑐,𝑙 , ∀𝑐, 𝑒, 𝜏                                                                                                                   (11)  

∑ 𝑄𝑐𝑝𝑒𝑙
𝜏 = 𝑑𝑐𝑒

𝜏 𝑅𝑅𝑒𝑝,𝑙 , ∀𝑐, 𝑒, 𝜏                                                                                                                                                     (12) 

∑ 𝑄𝑝𝑖𝑒𝑙
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙

𝜏 𝑅𝑋𝑖𝑒𝑐,𝑙𝑖,𝑙 , ∀𝑝, 𝑒, 𝜏                                                                                                                                          (13) 

∑ 𝑄𝑝𝑘𝑒𝑙
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙

𝜏 𝑅𝑋𝑑𝑒𝑐,𝑙𝐾,𝑙 , ∀𝑝, 𝑒, 𝜏                                                                                                                                        (14) 

∑ 𝑄𝑝𝑚𝑒𝑙
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙

𝜏 𝑅𝑋𝑚𝑒𝑐,𝑙𝑚,𝑙 , ∀𝑝, 𝑒, 𝜏                                                                                                                                     (15) 

∑ 𝑄𝑝𝑘𝑒𝑙
𝜏

𝑘,𝑙 + ∑ 𝑄𝑝𝑖𝑒𝑙
𝜏

𝑖,𝑙 + ∑ 𝑄𝑝𝑚𝑒𝑙
𝜏

𝑚,𝑙 = ∑ 𝑄𝑐𝑝𝑒𝑙
𝜏

𝑐,𝑙 , ∀𝑝, 𝑒, 𝜏                                                                                                        (16) 

∑ 𝑄𝑝𝑚𝑒𝑙
𝜏 = ∑ 𝑄𝑚𝑓𝑒𝑙

𝜏
𝑓,𝑙 , ∀𝑚, 𝑒, 𝜏𝑝,𝑙                                                                                                                                               (17) 

∑ 𝑄𝑚𝑓𝑒𝑙
𝜏 = 𝑑𝑓𝑒

𝜏
𝑚,𝑙 , ∀𝑓, 𝑒, 𝜏                                                                                                                                                         (18) 

∑ 𝑄𝑏𝑖𝑎𝑙
𝜏 ≤ 𝐵𝑏

𝜏𝐶𝐵𝑏𝑎
𝜏

𝑖,𝑙 , ∀𝑏, 𝑎, 𝜏                                                                                                                                                    (19) 

∑ 𝑚𝑒𝑄𝑖𝑝𝑒𝑙
𝜏

𝑝,𝑒,𝑙 + ∑ 𝑚𝑒𝑄𝑖𝑐𝑒𝑙
𝜏 ≤ 𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑐,𝑒,𝑙 ∀𝑖, ℎ, 𝜏                                                                                                                                   (20) 

∑ 𝑚𝑒𝑄𝑖𝑝𝑒𝑙
𝜏 ≤ 𝑚𝑐𝑜𝑛𝑡𝜏𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏                                                                                                                                (21) 

∑ 𝑚𝑒𝑄𝑖𝑐𝑒𝑙
𝜏 ≤ (1 − 𝑚𝑐𝑜𝑛𝑡𝜏)𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑐,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏                                                                                                                      (22) 

∑ 𝑚𝑒𝑒 𝐼𝑁𝑉𝑝𝑒
𝜏 + ∑ 𝑚𝑒(𝑄𝑝𝑐𝑒𝑙

𝜏 + 𝑄𝑝𝑐𝑒𝑙
𝜏 𝑒)  ≤ 𝐶𝑌𝑝

𝜏𝑌𝑝
𝜏 + 𝐶𝑈𝑝

𝜏𝑈𝑝
𝜏

𝑐,𝑒,𝑙 , ∀𝑝, 𝜏                                                                                      (23) 

∑ 𝑚𝑒𝑄𝑐𝑝𝑒𝑙
𝜏 ≤ 𝐶𝑍𝑝

𝜏𝑍𝑝
𝜏 + 𝐶𝑈𝑝

𝜏𝑈𝑝
𝜏

𝑐,𝑒,𝑙 , 𝑝, 𝜏                                                                                                                                     (24) 

∑ 𝑚𝑒𝑄𝑝𝑖𝑒𝑙
𝜏 ≤ 𝐶𝑅𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏                                                                                                                                             (25) 

∑ 𝑚𝑒𝑄𝑝𝑘𝑒𝑙
𝜏 ≤ 𝐶𝑉𝑘

𝜏𝑉𝑘
𝜏

𝑝,𝑒,𝑙 , ∀𝑘, 𝜏                                                                                                                                                 (26) 

∑ 𝑚𝑒𝑄𝑝𝑚𝑒𝑙
𝜏 ≤ 𝐶𝑀𝑚

𝜏 𝑉𝑀𝑚
𝜏

𝑝,𝑒,𝑙 , ∀𝑚, 𝜏                                                                                                                                                             (27) 

𝑂𝐹𝑤𝑗∈{𝑝}
𝜏 ≤ 1,∀𝑗, 𝜏                                                                                                                                                                      (28) 

∑ 𝑂𝑅𝐹
𝑙𝑜𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚},𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}′

′
𝜏 ≤ 1,∀𝑙,𝑜,𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚},𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}′

′ 𝑗 ∈ {𝑏, 𝑖, 𝑝, 𝑐, 𝑚}, 𝑗′ ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝜏                            (29)  

∑ 𝑄𝑏𝑖𝑎𝑙
𝜏 ≤ 𝐵𝑀 ⋅ ∑ 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑏}𝑤𝑗′∈{𝑖}
′

𝜏
𝑜,𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}

′𝑎 , ∀𝑗 ∈ {𝑏}, 𝑗′ ∈ {𝑖}, 𝑙, 𝜏                                                                                (30) 

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏 ≤ 𝐵𝑀 ⋅ ∑ 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏
𝑙,𝑜,𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′  ,𝑒     
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∀𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘,𝑚, 𝑓}, 𝑗′ ∈ {𝑝, 𝑐, 𝑖, 𝑘, 𝑚, 𝑓}, 𝑙, 𝜏                                                                                                                          (31) 

 

∑ 𝑄𝑏𝑖𝑎𝑙
𝜏 ≤ ∑ 𝑇𝐶𝐴𝑃𝐹

𝑙𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}
′

𝜏
𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}

′ . ∑ 𝑂𝐵𝐼𝑏𝑖𝑙𝑜
𝜏

𝑜 ,𝑎 ∀𝑗 ∈ {𝑏}, 𝑗′ ∈ {𝑖}, 𝑙, 𝜏                                                                    (32) 

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏  𝑒 ≤ 𝑇𝐶𝐴𝑃𝐹

𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏 . ∑ 𝑂𝑅𝐹
𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏

𝑜    

, ∀𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝑗′ ∈ {𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑙, 𝜏                                                                                                                         (33) 

𝐹𝑋𝑖ℎ
𝜏 = 𝐶𝐹𝑖

𝜏 + 𝜃𝑖
𝜏 ∑ ℎ2

ℎ 𝑋𝑖ℎ
𝜏 , ∀𝑖, ℎ, 𝜏                                                                                                                                           (34) 

𝑒𝑝𝑖𝑒ℎ
𝜏 𝑋𝑖ℎ

𝜏 (∑ 𝑄𝑖,𝑐,𝑒,𝑙
𝜏 + ∑ 𝑄𝑖,𝑝,𝑒,𝑙

𝜏
𝑝,𝑙𝑐,𝑙 ) ≤ 𝜓𝑖  ∀𝑖, 𝑒, ℎ, 𝜏                                                                                                                                (35) 

𝑑𝑐𝑒
𝜏 = 𝐷𝑐𝑒

𝜏 − 𝜆𝑝1. 𝑃𝑅𝑐𝑒
𝜏 + 𝛾. 𝑃𝑅𝑓𝑒

𝜏 , ∀𝑐, 𝑒, 𝑓, 𝜏                                                                                                                            (36) 

𝑑𝑓𝑒
𝜏 = 𝐷𝑓𝑒

𝜏 − 𝜆𝑝2. 𝑃𝑅𝑓𝑒
𝜏 + 𝛾. 𝑃𝑅𝑐𝑒

𝜏 , ∀𝑐, 𝑒, 𝑓, 𝜏                                                                                                                            (37) 

𝑄𝑏𝑖𝑎𝑙
𝜏 , 𝑄

𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏 , 𝐼𝑁𝑉𝑝𝑒
𝜏 , 𝑃𝑋𝑖ℎ

𝜏 , 𝑑𝑐𝑒
𝜏 , 𝑑𝑓𝑒

𝜏 ≥ 0,∀𝑏, 𝑖, 𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝑗′ ∈ {𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑙, 𝜏, ℎ, 𝑒, 𝑎        (38) 

𝐵𝑏
𝜏 , 𝑋𝑖ℎ

𝜏 , 𝑂𝐹𝑤𝑗∈{𝑝,𝑘,𝑚}
𝜏 , 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏 , 𝑂𝑆𝑐𝑝𝑒
𝜏 ∈ {0,1}, ∀ 𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝑗′ ∈

{𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑐, 𝑝, 𝑒, 𝑏, 𝑖, ℎ, 𝑐, 𝑙, 𝑜, 𝜏                                                                                                                                        (39) 

 

Constraint 7 indicates that total inflows from all suppliers and collection/hybrid centers to each production-recovery center 

equal outflows in each period. Constraint 8 guarantees that for each product, in each period, the total in  flows to each of the 

distribution/hybrid centers, from the production-recovery centers, as well as the remaining inventory from previous periods, is 

equal to the total inflows from distribution/hybrid centers online and offline, to primary customers, as well as the rest of the 

inventory in the current period. Constraints 9 and 10 indicate the online and offline purchasing relationships of primary 

customers. Constraint 11 indicates that in each period, for each product, the outflow of distribution/hybrid centers, online and 

offline, and production-recovery centers to each primary customer must be met by the primary customer demand. Constraint 

12 refers to the relationship between the demand allocated to primary customers, as well as the rate of return from the primary 

customer to collection/hybrid centers. Constraint 13 indicate that for each product, in each period, the total income from the 

primary customers, in the collection/hybrid centers, to the production-recovery centers, which can be recovered, is equal to the 

total sent values from these centers to the production-recovery centers multiply by the recovery rate. Constraint 14 indicates 

that for each product, in each period, the total income from the primary customers in the collection/hybrid centers is sent to the 

disposal centers is equal to the total sent value from these centers to the disposal centers multiplied by the disposal rate.  

        Constraint 15 indicates that for each product in each period, total income from the primary customers in the 

collection/hybrid centers to the repair centers that can be repaired is equal to the total sent value from these centers, multiplied 

by the repair rate. Constraint 16 guarantees that total income from the primary customers in the collection/hybrid centers is 

equal to the total sent value to each production-recovery center for recovery, to open repair centers to repair and reuse, and to 

each disposal center, for removing it. Constraint 17 indicates the return flow from collection/hybrid centers to each repair and 

reuse center. In other words, the sent product for repair to repair centers should be equal to the sent products from repair centers 

to secondary customers. Constraint 18 shows the relationship between the demand allocated to secondary customers and the 

repair and reuse centers. Constraint 19 guarantees that in each period, the total output flow from each supplier to all production-

recovery centers for each raw material does not exceed that supplier's capacity. Constraint 20 indicates that the total output 

flow from each production-recovery center in each period does not exceed the capacity of these production-recovery centers. 

According to constraint 21 in each period, the total output flow from each production-recovery center to all distribution/hybrid 

centers is at most equal to the capacity considered for that production-recovery center, and based on the contract, the distributors 

have a larger share of it .  

        Constraint 22 shows that in each period, the total output flow from each production-recovery center to the total of the 

primary customers is equal to the maximum remaining capacity of the production-recovery centers, which in each period is not 

considered in the concluded contracts with distributors. According to constraint 23, the residual inventory in each 

distribution/hybrid center shall not exceed the distribution/hybrid center's capacity in each period. Constraint 24 shows that in 

each period, the returned goods by the primary customers to the collection/hybrid centers should not exceed their capacity. 

Constraint 25 shows that in each period, the total returned products to each production-recovery center shall not exceed the 

recovery capacity in that production-recovery center. Constraint 26 indicates that in each period, the total sent value from the 

collection/hybrid center to the disposal centers shall not exceed the capacity of these disposal centers. According to constraint 

27, the total sent value from the collection/hybrid center to the repair center in each period must not surpass the repair center's 
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capacity. The maximum number of centers that can be opened in any period is limited by constraint 28. According to this 

relation, in each period, for each , we can have one of the distributions, collection, and hybrid centers.  

       According to constraints 29 in each member of the chain, only one transportation option can be used to transport products. 

Constraints 30 and 31 indicate that the transportation option is applied between members of the chain who send products to 

each other. Constraints 32 and 33 indicate the capacity of the transportation options between members of the chain that send 

products to each other. Constraint 34 indicates the cost of production at the low-carbon technology . Constraint 35 guarantees 

that the total pollution resulting from each center is less than a certain virtual limit. Constraint 36 is related to the product 

demand function for the primary customer, and Constraint 37 is also related to the product demand function for the secondary 

customer. In these Constraints, 𝜆𝑝1 and 𝜆𝑝2 are respectively the price elasticity of demand for the primary customer demand 

channels and the price elasticity of demand for the secondary customer demand channel, and they indicate that with the increase 

of each unit of price, the amount of demand decreases by several units (both positive are). Furthermore, 𝛾1   and 𝛾2 are the 

cross-price elasticity of demand for primary customer channels and the cross-price elasticity of demand for secondary customer 

channels, respectively. In other words, 𝛾1 states that the changes of each unit of the price of secondary customers (f), how many 

units affect the demand of the primary customers (c) and 𝛾2 states that the changes of each unit of the price of primary customers 

(c), how many units affect the demand Jupiter influences the secondary (f). 𝛾1 and 𝛾2 indicate the degree of displacement or 

substitution between the two channels of primary and secondary customers. Relationships 38 and 39 show that the decision 

variables are non-negative and integers, respectively. 

II. UNCERTAINTY IN THE MODEL 

Considering the uncertain nature of real-world data, effective methods for developing mathematical programming models based 

on uncertain data is essential since, in real-world problem, a rapid change in data leads to high costs for the system and make 

the answer impossible and incorrect. There are several ways to deal with these uncertainties regarding the nature of data 

uncertainty. The most popular methods of dealing with uncertainty are stochastic optimization, fuzzy optimization, and robust 

optimization (Gholami, Paydar, Hajiaghaei-Keshteli, & Cheraghalipour, 2019), which this paper uses an RSSP (Mulvey, 

Vanderbei, & Zenios, 1995), which is less sensitive to changes in data. Although this approach has some restrictions, it has 

more practical benefits than stochastic linear programming. For the first time, they presented the two concepts of solution 

robustness and model robustness in optimization; if the solution obtained from the optimization model can remain almost 

optimal for all considered scenarios of the input data, this robustness is called the solution, and when it is feasible for almost 

all the considered scenarios, the robustness is called the model. Therefore, assuming that the primary and secondary demand 

parameters, and delivery time, are uncertain thus, the robust stochastic scenario-based optimization approach of Mulvey et al. 

will be used for the robustness of the proposed model. 

Objective functions: 

The first, second, and fourth objective functions are re-formulated as Robust Mulvey optimization due to the effect of the 

uncertain parameters on them, and because they consist of these parameters (demand and delivery time); however, the third 

objective function, on the other hand, remains unchanged due to the ineffectiveness of the uncertain parameters on it: 

 

𝑴𝒂𝒙𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟏 = ∑ (𝑃𝑠𝜉1𝑠)𝑠 − ((∑ 𝐹𝑋𝑖ℎ
𝜏 (𝑋𝑖ℎ

𝜏 − 𝑋𝑖ℎ
𝜏−1) + ∑ 𝐹𝐹𝑤𝑗

𝜏 (𝑂𝐹𝑤𝑗
𝜏 − 𝑂𝐹𝑤𝑗

𝜏−1) + ∑ 𝐹𝑏,𝜏 𝐵𝑏
𝜏𝐵𝑏

𝜏
𝑤𝑗∈{𝑝,𝑘,𝑚,},𝜏𝑖,ℎ,𝜏 ) +  

(∑ 𝑂𝑅𝐹
𝑙𝑜,𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}

′
𝜏 .𝑒,𝑙,𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚} ,𝑤𝑗′∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}

′ ,𝜏  𝐹𝑅𝐷
𝑙𝑜,𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}

′
𝜏 )) 

−𝜆1∑ 𝑃𝑠 ((𝜉1𝑠 − ∑ 𝑃𝑠 ′𝜉1𝑠 ′𝑠 ′ ) + 2𝜃1𝑠) − 𝜔(∑ 𝑃𝑠(𝜂1𝑐𝑒𝑠
𝜏 + 𝜂2𝑓𝑒𝑠

𝜏 )𝑐,𝑓,𝑒,𝜏,𝑠 )𝑠                                                                           (40)   

                          

𝜉1𝑠 = ∑ 𝑃𝑅𝑐𝑒
𝜏 𝑄

𝑒𝑙𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′ ,𝑠

𝜏 +𝑒,𝑙,𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′ ,𝜏,𝑠

∑ 𝑃𝑅𝑓𝑒
𝜏 𝑄

𝑒𝑙𝑤𝑗∈{𝑚},𝑤𝑗′∈{𝑓}
′ ,𝑠

𝜏
𝑒𝑙𝑤𝑗∈{𝑚},𝑤𝑗′∈{𝑓}

′ ,𝜏,𝑠
∑ 𝑆𝑏𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏 𝑃𝑅𝑐𝑒

𝜏 𝑄
𝑒𝑙𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}

′ ,𝑠
𝜏

𝑒,𝑙,ℎ,𝑤𝑗∈{𝑝,𝑖},𝑤𝑗′∈{𝑐}
′ ,𝜏,𝑠   

p

h
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−((∑ 𝑄𝑏𝑖𝑎𝑙𝑠
𝜏

𝑏,𝑖,𝑎,𝑙,𝜏,𝑠 𝐵𝐶𝑏𝑟
𝜏 + ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑖}𝑤𝑗′∈{𝑝,𝑐}
′ 𝑠

𝜏 𝑀𝐶𝑖𝑒ℎ
𝜏

𝑒,𝑙,𝑤𝑗∈{𝑖},𝑤𝑗′∈{𝑝,𝑐}
′ + ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑝,𝑐},𝑤𝑗′∈{𝑐,𝑚,𝑝,𝑘}
′ 𝑠

𝜏 𝑂𝐹𝑒𝑤𝑗
𝜏

𝑒𝑙𝑤𝑗∈{𝑝,𝑐},𝑤𝑗′∈{𝑐,𝑚,𝑝,𝑘}
′ ,𝜏,𝑠 +

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑝}𝑤𝑗′∈{𝑖}

′ ,𝑠
𝜏

𝑒,ℎ,𝑙,𝑤𝑗∈{𝑝},𝑤𝑗′∈{𝑖}
′ ,𝜏,𝑠 𝑅𝐶𝑖𝑒ℎ

𝜏 + ∑ 𝐼𝑁𝑉𝑝𝑒𝑠
𝜏 𝐻𝐶𝑝𝑒

𝜏
𝑝,𝑒,𝜏,𝑠 ) +(∑ 𝑄𝑏𝑖𝑎𝑙

𝜏
𝑏,𝑖,𝑎,𝑙,𝜏,𝑠 𝐶𝐵𝐼𝑏𝑖𝑎𝑙

𝜏 +

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′ ,𝑠
𝜏 .𝑒,𝑙,𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚},𝑤𝑗′∈{𝑖,𝑐,𝑝,𝑘,𝑚,𝑓}

′ ,𝜏,𝑠 𝐶𝑇𝐹
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′
𝜏 ))                                                     (40-1) 

 

𝑴𝒊𝒏𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟐 = ∑ 𝑃𝑠𝑠 𝜉3𝑠 + 𝜆3∑ 𝑝𝑠 ((𝜉3𝑠 − ∑ 𝑃𝑠 ′𝑠 ′ 𝜉3𝑠 ′) + 2𝜃3𝑠)𝑠                                                                              (41) 

 

𝜉3𝑠 = 𝛽 (∑ 𝑂𝐵𝐼𝑏𝑖𝑙𝑜
𝜏 (𝑇𝐵𝐼𝑏𝑖𝑎𝑙𝑜𝑠

𝜏 − 𝑇𝐵𝐼𝑖𝑎𝑙𝑜𝑠
𝜏 ′)𝑏∈𝑀1𝑖𝑎𝑙𝑜

𝜏 ,𝑖,𝑎,𝑙,𝑜,𝜏 + ∑ 𝑂𝑅𝐹
𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏

𝑏∈𝑀𝐹
𝑒,𝑙,𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′
𝜏 𝑙,𝑜,𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′ ,𝜏   

(𝐷𝑇𝐹
𝑒𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}

′ 𝑠
𝜏 − 𝐷𝑇𝐹

𝑒𝑙𝑜,𝑤𝑗∈{𝑖,𝑝}𝑤𝑗′∈{𝑝,𝑐}
′ 𝑠

𝜏 ′
)) +  (1 − 𝛽)(∑ 𝑂𝑅𝐹

𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}
′

𝜏
𝑏∈𝑀𝐹

𝑒,𝑙,𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}
′

𝜏    

(𝐷𝑇𝐹
𝑒𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}

′ 𝑠
𝜏 − 𝐷𝑇𝐹

𝑒𝑙𝑜,𝑤𝑗∈{𝑐,𝑝,𝑚}𝑤𝑗′∈{𝑝,𝑖,𝑘,𝑚}
′ 𝑠

𝜏 ′
))                                                                                             (41-1) 

 

𝑴𝒂𝒙𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟑 = 𝜍1 (∑ 𝑊𝑋𝑖ℎ
𝜏 𝑋𝑖ℎ

𝜏
𝑖,ℎ,𝜏 + ∑ 𝑊𝐹𝑤𝑗

𝜏 𝑂𝐹𝑤𝑗
𝜏

𝑤𝑗∈{𝑝,𝑘,𝑚},𝜏
) + 𝜍2 (∑ 𝐷𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑖,ℎ,𝜏 + ∑ 𝐷𝐹𝑤𝑗
𝜏 𝑂𝐹𝑤𝑗

𝜏
𝑤𝑗∈{𝑝,𝑘,𝑚},𝜏

) −

𝜍3 (∑ 𝐿𝑋𝑖ℎ
𝜏 𝑋𝑖ℎ

𝜏
𝑖,ℎ,𝜏 + ∑ 𝐿𝐹𝑤𝑗

𝜏 𝑂𝐹𝑤𝑗
𝜏

𝑤𝑗∈{𝑝,𝑘,𝑚} ,𝜏
)                                                                                                                             (42) 

 

𝑴𝒊𝒏𝑶𝒃𝒋𝒆𝒄𝒕𝒊𝒗𝒆𝟒 = ∑ 𝑃𝑠𝑠 𝜉2𝑠 + 𝜆2∑ 𝑝𝑠 ((𝜉2𝑠 − ∑ 𝑃𝑠 ′𝑠 ′ 𝜉2𝑠 ′) + 2𝜃2𝑠)𝑠                                                                             (43) 

 

𝜉2𝑠 = ∑ 𝑄𝑏𝑖𝑎𝑙𝑠
𝜏

𝑏,𝑖,𝑎,𝑙,𝜏,𝑠 × 𝐸𝐵𝐼𝑏𝑖𝑎𝑙
𝜏 + ∑ 𝑄

𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}
′ 𝑠

𝜏
𝑒,𝑙,𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′ ,𝜏,𝑠 .𝐸𝑇𝐹
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑚}𝑤𝑗′∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}

′
𝜏  

+∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖}𝑤𝑗′∈{𝑝,𝑐}

′ 𝑠
𝜏 𝐸𝑃𝑖𝑒ℎ

𝜏
𝑒,ℎ,𝑙,𝑤𝑗∈{𝑖},𝑤𝑗′∈{𝑝,𝑐}

′ ,𝜏,𝑠 + ∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑝}𝑤𝑗′∈{𝑚}

′ 𝑠
𝜏 𝐸𝑅𝑚𝑒

𝜏
𝑒,𝑙,𝑤𝑗∈{𝑝},𝑤𝑗′∈{𝑚}

′ ,𝜏,𝑠                                                       (43-1)  

 

Constraints: 

∑ 𝑛𝑎𝑒𝑄𝑖𝑝𝑒𝑙𝑠
𝜏

𝑝,𝑒,𝑙 + ∑ 𝑛𝑎𝑒𝑄𝑖𝑐𝑒𝑙𝑠
𝜏

𝑐,𝑒,𝑙 = ∑ 𝑄𝑏𝑖𝑎𝑙𝑠 
𝜏

𝑏,𝑙 + ∑ 𝑛𝑎𝑒𝑄𝑝𝑖𝑒𝑙𝑠
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, 𝑎, 𝜏, 𝑠                                                                        (44) 

𝐼𝑁𝑉𝑝𝑒𝑠
𝜏−1 + ∑ 𝑄𝑖𝑝𝑒𝑙𝑠

𝜏
𝑖,𝑙 = 𝐼𝑁𝑉𝑝𝑒𝑠

𝜏 + ∑ 𝑄𝑝𝑐𝑒𝑙𝑠
𝜏

𝑐,𝑙 + ∑ 𝑄𝑝𝑐𝑒𝑙𝑠
𝜏 𝑒

𝑐,𝑙 , ∀𝑝, 𝑒, 𝜏, 𝑠                                                                                  (45) 

𝑄𝑝𝑐𝑒𝑙𝑠
𝜏 ≤ 𝐵𝑀.𝑂𝑆𝑐𝑝𝑒

𝜏 , ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏, 𝑠                                                                                                                                          (46)  

𝑄𝑝𝑐𝑒𝑙𝑠
𝜏 𝑒 ≤ 𝐵𝑀. (1 − 𝑂𝑆𝑐𝑝𝑒

𝜏 ), ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏, 𝑠                                                                                                                             (47) 

∑ 𝑄𝑝𝑐𝑒𝑙𝑠
𝜏

𝑐,𝑙 + ∑ 𝑄𝑝𝑐𝑒𝑙𝑠
𝜏 𝑒 + ∑ 𝑄𝑖𝑐𝑒𝑙𝑠

𝜏 = 𝑑𝑐𝑒𝑠
𝜏 − 𝜂1𝑐𝑒𝑠

𝜏
𝑖,𝑙𝑐,𝑙 , ∀𝑐, 𝑒, 𝜏, 𝑠                                                                                           (48)  

∑ 𝑄𝑐𝑝𝑒𝑙𝑠
𝜏 = 𝑑𝑐𝑒𝑠

𝜏 𝑅𝑅𝑒𝑝,𝑙 , ∀𝑐, 𝑒, 𝜏                                                                                                                                                (49) 

∑ 𝑄𝑝𝑖𝑒𝑙𝑠
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙𝑠

𝜏 𝑅𝑋𝑖𝑒𝑐,𝑙𝑖,𝑙 , ∀𝑝, 𝑒, 𝜏, 𝑠                                                                                                                                  (50) 

∑ 𝑄𝑝𝑘𝑒𝑙𝑠
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙𝑠

𝜏 𝑅𝑋𝑑𝑒𝑐,𝑙𝐾,𝑙 , ∀𝑝, 𝑒, 𝜏, 𝑠                                                                                                                               (51) 

∑ 𝑄𝑝𝑚𝑒𝑙𝑠
𝜏 = ∑ 𝑄𝑐𝑝𝑒𝑙𝑠

𝜏 𝑅𝑋𝑚𝑒𝑐,𝑙𝑚,𝑙 , ∀𝑝, 𝑒, 𝜏, 𝑠                                                                                                                             (52) 

∑ 𝑄𝑝𝑘𝑒𝑙𝑠
𝜏

𝑘,𝑙 + ∑ 𝑄𝑝𝑖𝑒𝑙𝑠
𝜏

𝑖,𝑙 + ∑ 𝑄𝑝𝑚𝑒𝑙𝑠
𝜏

𝑚,𝑙 = ∑ 𝑄𝑐𝑝𝑒𝑙𝑠
𝜏

𝑐,𝑙 , ∀𝑝, 𝑒, 𝜏, 𝑠                                                                                             (53) 

∑ 𝑄𝑝𝑚𝑒𝑙𝑠
𝜏 = ∑ 𝑄𝑚𝑓𝑒𝑙𝑠

𝜏
𝑓,𝑙 , ∀𝑚, 𝑒, 𝜏𝑝,𝑙 , 𝑠                                                                                                                                     (54) 

∑ 𝑄𝑚𝑓𝑒𝑙𝑠
𝜏 = 𝑑𝑓𝑒𝑠

𝜏 − 𝜂2𝑓𝑒𝑠
𝜏

𝑚,𝑙 , ∀𝑓, 𝑒, 𝜏, 𝑠                                                                                                                                   (55) 

 

∑ 𝑄𝑏𝑖𝑎𝑙𝑠
𝜏 ≤ 𝐵𝑏

𝜏𝐶𝐵𝑏𝑎
𝜏

𝑖,𝑙 , ∀𝑏, 𝑎, 𝜏, 𝑠                                                                                                                                              (56) 

∑ 𝑚𝑒𝑄𝑖𝑝𝑒𝑙𝑠
𝜏

𝑝,𝑒,𝑙 + ∑ 𝑚𝑒𝑄𝑖𝑐𝑒𝑙𝑠
𝜏 ≤ 𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑐,𝑒,𝑙 ∀𝑖, ℎ, 𝜏, 𝑠                                                                                                             (57) 

∑ 𝑚𝑒𝑄𝑖𝑝𝑒𝑙𝑠
𝜏 ≤ 𝑚𝑐𝑜𝑛𝑡𝜏𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏, 𝑠                                                                                                                           (58) 

∑ 𝑚𝑒𝑄𝑖𝑐𝑒𝑙𝑠
𝜏 ≤ (1 − 𝑚𝑐𝑜𝑛𝑡𝜏)𝐶𝑋𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑐,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏, 𝑠                                                                                                                 (59) 
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∑ 𝑚𝑒𝑒 𝐼𝑁𝑉𝑝𝑒𝑠
𝜏 + ∑ 𝑚𝑒(𝑄𝑝𝑐𝑒𝑙𝑠

𝜏 + 𝑄𝑝𝑐𝑒𝑙𝑠
𝜏 𝑒)  ≤ 𝐶𝑌𝑝

𝜏𝑌𝑝
𝜏 + 𝐶𝑈𝑝

𝜏𝑈𝑝
𝜏

𝑐,𝑒,𝑙 , ∀𝑝, 𝜏, 𝑠                                                                            (60) 

∑ 𝑚𝑒𝑄𝑐𝑝𝑒𝑙𝑠
𝜏 ≤ 𝐶𝑍𝑝

𝜏𝑍𝑝
𝜏 + 𝐶𝑈𝑝

𝜏𝑈𝑝
𝜏

𝑐,𝑒,𝑙 , 𝑝, 𝜏, 𝑠                                                                                                                              (61) 

∑ 𝑚𝑒𝑄𝑝𝑖𝑒𝑙𝑠
𝜏 ≤ 𝐶𝑅𝑖ℎ

𝜏 𝑋𝑖ℎ
𝜏

𝑝,𝑒,𝑙 , ∀𝑖, ℎ, 𝜏, 𝑠                                                                                                                                        (62) 

∑ 𝑚𝑒𝑄𝑝𝑘𝑒𝑙𝑠
𝜏 ≤ 𝐶𝑉𝑘

𝜏𝑉𝑘
𝜏

𝑝,𝑒,𝑙 , ∀𝑘, 𝜏, 𝑠                                                                                                                                           (63) 

∑ 𝑚𝑒𝑄𝑝𝑚𝑒𝑙𝑠
𝜏 ≤ 𝐶𝑀𝑚

𝜏 𝑉𝑀𝑚
𝜏

𝑝,𝑒,𝑙 , ∀𝑚, 𝜏, 𝑠                                                                                                                                   (64) 

 

𝑂𝐹𝑤𝑗∈{𝑝}
𝜏 ≤ 1,∀𝑗, 𝜏                                                                                                                                                                    (65) 

 

∑ 𝑂𝑅𝐹
𝑙𝑜𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚},𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}′

′
𝜏 ≤ 1,∀𝑙,𝑜,𝑤𝑗∈{𝑏,𝑖,𝑝,𝑐,𝑚},𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}′

′ 𝑗 ∈ {𝑏, 𝑖, 𝑝, 𝑐, 𝑚}, 𝑗′ ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝜏                            (66) 

 

∑ 𝑄𝑏𝑖𝑎𝑙
𝜏 ≤ 𝐵𝑀 ⋅ ∑ 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑏}𝑤𝑗′∈{𝑖}
′

𝜏
𝑜,𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}

′𝑎 , ∀𝑗 ∈ {𝑏}, 𝑗′ ∈ {𝑖}, 𝑙, 𝜏                                                                                (67) 

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏 ≤ 𝐵𝑀 ⋅ ∑ 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏
𝑙,𝑜,𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′ , ∀ 𝑒 𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘,𝑚, 𝑓}, 𝑗′ ∈

{𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑙, 𝜏                                                                                                                                                                   (68) 

 

∑ 𝑄𝑏𝑖𝑎𝑙
𝜏 ≤ ∑ 𝑇𝐶𝐴𝑃𝐹

𝑙𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}
′

𝜏 . ∑ 𝑂𝐵𝐼𝑏𝑖𝑙𝑜
𝜏

𝑜𝑤𝑗∈{𝑏},𝑤𝑗′∈{𝑖}
′𝑎  , ∀𝑗 ∈ {𝑏}, 𝑗′ ∈ {𝑖}, 𝑙, 𝜏                                                                    (69) 

∑ 𝑄
𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏  𝑒 ≤ 𝑇𝐶𝐴𝑃𝐹

𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏 . ∑ 𝑂𝑅𝐹
𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′

′
𝜏

𝑜    

 ∀𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝑗′ ∈ {𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑙, 𝜏                                                                                                                         (70) 

 

𝐹𝑋𝑖ℎ𝑠
𝜏 = 𝐶𝐹𝑖

𝜏 + 𝜃𝑖
𝜏 ∑ ℎ

2
ℎ 𝑋𝑖ℎ

𝜏 , ∀𝑖, ℎ, 𝜏, 𝑠                                                                                                                                     (71)  

 

𝑒𝑝𝑖𝑒ℎ
𝜏 𝑋𝑖ℎ

𝜏 (∑ 𝑄𝑖𝑐𝑒𝑙𝑑𝑠
𝜏 + ∑ 𝑄𝑖𝑝𝑒𝑙𝑠

𝜏
𝑝,𝑙𝑐,𝑙 ) ≤ 𝜓𝑖  ∀𝑖, 𝑒, ℎ, 𝜏, 𝑠                                                                                                                          (72)  

 

𝑑𝑐𝑒𝑠
𝜏 = 𝐷𝑐𝑒𝑠

𝜏 − 𝜆𝑝1. 𝑃𝑅𝑐𝑒
𝜏 + 𝛾. 𝑃𝑅𝑓𝑒

𝜏 , ∀𝑐, 𝑒, 𝜏, 𝑓, 𝑠                                                                                                                     (73) 

𝑑𝑓𝑒𝑠
𝜏 = 𝐷𝑓𝑒𝑠

𝜏 − 𝜆𝑝2. 𝑃𝑅𝑓𝑒
𝜏 + 𝛾.𝑃𝑅𝑐𝑒

𝜏 , ∀𝑐, 𝑒, 𝜏, 𝑓, 𝑠                                                                                                                     (74) 

 

𝜉1𝑠 − ∑ (𝑃𝑠′𝜉1𝑠 ′)𝑠 ′ + 𝜃1𝑠 ≥ 0                                                                                                                                                 (75) 

𝜉2𝑠 − ∑ (𝑃𝑠′𝜉2𝑠 ′)𝑠 ′ + 𝜃2𝑠 ≥ 0                                                                                                                                                 (76) 

𝜉3𝑠 − ∑ (𝑃𝑠′𝜉3𝑠 ′)𝑠 ′ + 𝜃3𝑠 ≥ 0                                                                                                                                                 (77) 

 

𝑄𝑏𝑖𝑎𝑙𝑠
𝜏 , 𝑄

𝑒𝑙𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′ 𝑠

𝜏 , 𝐼𝑁𝑉𝑝𝑒𝑠
𝜏 , 𝐹𝑋𝑖ℎ𝑆

𝜏 , 𝑑𝑐𝑒𝑆
𝜏 , 𝑑𝑓𝑒𝑆

𝜏 ≥ 0 , ∀𝑏, 𝑖, 𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘,𝑚, 𝑓}, 𝑗′ ∈ {𝑝, 𝑐, 𝑖, 𝑘, 𝑚, 𝑓}, 𝑙, 𝜏, ℎ, 𝑒, 𝑎, 𝑠   

                                                                                                                                                                                                  (78) 

𝐵𝑏
𝜏 , 𝑋𝑖ℎ

𝜏 , 𝑂𝐹𝑤𝑗∈{𝑝,𝑘,𝑚}
𝜏 , 𝑂𝑅𝐹

𝑙𝑜𝑤𝑗∈{𝑖,𝑝,𝑐,𝑘,𝑚,𝑓}𝑤𝑗∈{𝑝,𝑐,𝑖,𝑘,𝑚,𝑓}′
′

𝜏 , 𝑂𝑆𝑐𝑝𝑒
𝜏 ∈ {0,1}, ∀ 𝑗 ∈ {𝑖, 𝑝, 𝑐, 𝑘, 𝑚, 𝑓}, 𝑗′ ∈

{𝑝, 𝑐, 𝑖, 𝑘,𝑚, 𝑓}, 𝑐, 𝑝, 𝑒, 𝑏, 𝑖, ℎ, 𝑐, 𝑙, 𝑜, 𝜏                                                                                                                                                      (79) 

Constraints 44 to 74 are like constraints in certain model based on different scenarios. Constraints 75 to 77 are used in the 

model to convert a nonlinear objective function to a linear function, and constraints 78 and 79 show the type of variables and 

ensure that they are non-negative. 

III. THE SUGGESTED MODEL’S LINEARIZATION 

Since solving a linear model is easier than a nonlinear one, we convert the nonlinear model to a linear model. In this certain 

suggested model, in the first objective function, both in the income and cost parts, as well as in the Constraints 35 (and the 

Constraints 72 in the robust state), a binary variable is multiplied by a continuous variable, which converts the model to a 

nonlinear one. To linearize it, we will use the following process: 
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𝑍 ≤ 𝑦2 

𝑍 ≤ 𝑀 × 𝑦1 

                           𝑍 ≥ 𝑦2 − 𝑀 × (1 − 𝑦1)            (80) 

Suppose 𝑍 = 𝑦1 × 𝑦2, where  is a binary variable, and 𝑦2, a continuous variable. Therefore, if 𝑦1 = 1, then will be equal 

to the continuous variable, and otherwise, 0. To linearize this statement, three auxiliary Constraints apply as follows (Chang & 

Chang, 2000). In addition, in the income section of the first objective function of the proposed deterministic model, i.e. relation 

(2) and section (40-1) of the income objective function of the robust model, there are several relations in which the continuous 

variable is multiplied by a continuous variable, which turns the model into a non-linear model. To linearize it, according to the 

method proposed by (Vidal & Goetschalckx, 2001), it is done in three steps. 

For example, for ∑ 𝑃𝑅𝑐𝑒
𝜏 𝑄𝑝𝑐𝑒𝑙

𝜏
𝑝,𝑐,𝑒,𝑙 : 

Step 1: For each of the continuous variables of the above equation, upper and lower bounds are determined. 

𝐿𝑃𝑅𝑐𝑒
𝜏 ≤ 𝑃𝑅𝑐𝑒

𝜏 ≤ 𝑈𝑃𝑅𝑐𝑒
𝜏 ∀𝑐, 𝑒, 𝜏                          (81)    

0 ≤ 𝑄𝑝𝑐𝑒𝑙
𝜏 ≤ 𝐷𝑐𝑒

𝜏 ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                                 (82)    

Step 2: The multiplication of two continuous variables is equal to a new continuous variable, which is inserted in the model 

instead of the multiplication of two continuous variables. 

𝑃𝑅𝑄𝑝𝑐𝑒𝑙
𝜏 = 𝑃𝑅𝑐𝑒

𝜏 . 𝑄𝑝𝑐𝑒𝑙
𝜏 ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                       (83) 

Step 3: The following constraints are added to the main model. 

0 ≤ 𝑃𝑅𝑄𝑝𝑐𝑒𝑙
𝜏 ≤ 𝐷𝑐𝑒

𝜏 . 𝑃𝑅𝑐𝑒
𝜏 , ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                 (84) 

𝐿𝑃𝑅𝑐𝑒
𝜏 . 𝑄𝑝𝑐𝑒𝑙

𝜏 ≤ 𝑃𝑅𝑄𝑝𝑐𝑒𝑙
𝜏 ≤ 𝑈𝑃𝑅𝑐𝑒

𝜏 . 𝑄𝑝𝑐𝑒𝑙
𝜏 , ∀𝑝, 𝑐, 𝑒, 𝑙, 𝜏                                      (85) 

For other expressions of multiplication of two continuous variables, we will have the same three steps. 

 

THE APPROACH OF SOLVING AND EVALUATING MODEL 

Various methods have been proposed to solve the multi-objective models. In this paper, we use the Augmented Epsilon 

constraint (AUGMECON) method (G. Mavrotas, 2009) and the third edition of the Non-dominated Sorting Genetic Algorithm 

(NSGA-III) (Deb & Jain, 2014) and Multi-Objective Grey Wolf Optimizer (MOGWO) algorithm (Mirjalili, Saremi, Mirjalili, 

& Coelho, 2016). 

AUGMECON method: The constraint Epsilon (CE) method optimizes one objective function and considers other objective 

functions as constraints and is widely used to solve multi-objective linear programming problems (G. Mavrotas, Figueira, & 

Antoniadis, 2011; Şakar & Köksalan, 2013). One of the biggest advantages of this method is that it can be controlled by properly 

adjusting the number of network points, the range of each objective function and the number of efficient responses. However, 

this range must be calculated. On the other hand, this method has weaknesses. First, solving any problem with more than two 

objective functions with it is generally time consuming, and not every effort will necessarily lead to finding a new Pareto point 

on the Pareto surface. These weaknesses have been the motivation for the introduction of the Epsilon method of generalized 

constraint by (G. J. A. m. Mavrotas & computation, 2009) which is introduced in the form of (86) (Nikas, Fountoulakis, Forouli, 

& Doukas, 2020). 

𝑚𝑎𝑥{𝑓1(𝑥) + 𝑒𝑝𝑠 × (𝑠2 + 𝑠3 + ⋯+ 𝑠𝑝)}, 𝑒𝑝𝑠 ∈ (10−6, 10−3) 

subjectto:        𝑓2(𝑥) − 𝑠2 = 𝑒2                      (86) 

𝑓3(𝑥) − 𝑠3 = 𝑒3 

… 

𝑓𝑝(𝑥) − 𝑠𝑃 = 𝑒𝑝 

𝑥 ∈ 𝑋 

1y Z
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NSGA-III algorithm: This investigation uses the finite NSGA-III algorithm to solve the multi-objective optimization problem. 

Analogized to the prior generation algorithm (NSGA-II), the NSGA-III has been revised with the intro of a reference point-

based selection mechanism while inheriting most of the NSGA-II functions. In NSGAIII, there are five stages: population 

initialization, tournament selection, offspring generation, non-dominant sorting, and reference point-based selection. All stages 

are cycled until the population is initialized until the end conditions are reached. 

Reference point-based selection mechanism: After non-dominant sorting, blended populations are arranged on a string of 

fronts. In order to select a new population of size N in the next generation, a reference point-based selection mechanism has 

been presented in the NSGA-III algorithm, which ensures uniformity of distribution and increases the optimization movement 

in targeted optimization problems. Whether a reference point-based selection mechanism should be regarded depends on the 

number of possible solutions. As in the case of non-dominant sorting, feasible solutions are organized according to the 

dominance connection, while impossible solutions are organized according to the constraint violation. Thereby, if the number 

of possible solutions is less than N, all possible solutions are present in the new parent population and the remains of the 

infeasible solutions are with the least constraint violation. In this case, the choice mechanism is not applicable. However, if the 

number of possible solutions is greater than N, there will be a crucial front (CF), where the sum of the solutions on the fronts 

below CF is smaller than N, but the sum is greater on the fronts including CF. Therefore, only some of the solutions in CF are 

designated for the new parent population. A reference point-based selection mechanism is assumed here to determine which 

solution to choose in CF, including generating reference points, Association with solutions, and the addition of solution points 

to the new parent population. 

MOGW algorithm: Mirjalili and Saremi (Mirjalili et al., 2016) presented a multi-objective gray wolf optimization algorithm 

to decipher multi-objective problems. In this algorithm, the wolf hunting method is used to optimize the problems. Wolves live 

in packs, and the group leader, Alpha, is responsible for determinations such as invasion and timing. It consists of the ensuing 

three phases: 1. Tracing, chasing, and approaching prey 2. Chase, besiege, and harass the prey until it stops moving 3. Attack 

on prey. In order to model the social conduct of wolves, an accidental population of solutions is developed and the most proper 

solution called alpha (α), the second and third superior solutions, are also beta (β) and delta (δ), respectively called. Other 

candidate solutions are considered omega (ω) wolves. The gray wolf algorithm uses the α, β, δ responses for hunting 

(optimization) and follows the ω responses. As noted above, gray wolves wrap prey during hunting. In order to mathematically 

model the siege behavior, the following equations are offered: 

�⃗⃗� (𝑡) = |𝐶 . 𝑋 𝑝(𝑡) − 𝑋 (𝑡)|, 𝑡 = 1,2, . . . , 𝑡𝑚𝑎𝑥          (87) 

𝑋 (𝑡 + 1) = 𝑋 𝑝(𝑡) − 𝐴 . �⃗⃗� (𝑡), 𝑡 = 1,2, . . . , 𝑡𝑚𝑎𝑥      (88) 

𝐴 = 𝑎 . (2𝑟 1 − 1)                                                     (89) 

𝐶 = 2. 𝑟 2                                                                  (90) 

Where t represent the current iteration, 𝐴  and 𝐶  are vector coefficient, 𝑋 𝑝 is the position vector of the prey, and the position 

vector of a grey wolf, respectively. Also, 𝑎  the elements are decreased linearly from 2 to 0 under the iteration route. Here, 𝑟 1 

and 𝑟 2 are random vectors in the range [0, 1]. To design the MOGWO algorithm, two new mixtures have been counted to the 

Gray Wolf Optimizer (GWO) algorithm. The first element is the library (responsible for storing Pareto optimal solutions 

without mastery) and the second element is the leader selection procedure (helping to select alpha, beta, and delta from the 

archive). A library is a repository unit that stores or protects a non-dominant solution. Management input solutions and library 

fullness. Leader Selection uses the roulette wheel method to select a masterless solution from the least packed library to present 

alpha, beta, and delta wolves. In this paper, MOGWO and NSGA-III algorithms are used to deal with the complexity of the 

problem, and the main reasons for choosing MOGWO and NSGA-III algorithms can be stated as follows: 

The MOGWO algorithm was chosen among the existing algorithms due to its strong structure in terms of escalation and 

diversity. NSGA-III has a relatively better ability to handle multi-objective problems (having four or more objectives) and is a 

powerful technique to eliminate the disadvantages of NSGA-II such as the lack of uniform diversity and the lack of lateral 

diversity preservation operator among the best current solutions.  
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I. NUMERICAL EXAMPLE AND MODEL EVALUATION 

In this part, first, a numerical example is provided to evaluate the validity and performance of the suggested model and the 

AUGMECON approach, and examine the problem variables, and to analyze its sensitivity, the results of which will be presented 

below in deterministic/certain and robust scenario-based state. In the robust state, three scenarios of the low, medium, and high 

were considered for uncertain parameters and both cases were coded in GAMS. Table 1 shows the size of the designed 

experiment, and Table 2 provides the stochastic data generated based on the uniform distribution for the model parameters.  

 TABLE 1  

THE SIZE OF THE DESIGNED PROBLEM 

             

2 2 2 2 3 2 3 2 2 5 3 2 2 

TABLE 2 

VALUES OF MODEL PARAMETERS 

𝑪𝑩𝒃𝒂
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟐𝟎𝟎,𝟖𝟗𝟎𝟑𝟎𝟎𝟎) 

𝑪𝑿𝒊𝒉
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟒𝟎𝟎,𝟖𝟗𝟎𝟓𝟓𝟎𝟎) 

𝑪𝒀𝒑
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟓𝟎𝟎,𝟖𝟗𝟎𝟏𝟓𝟎𝟎) 

𝑪𝒁𝒑
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟏𝟎𝟎,𝟖𝟗𝟎𝟎𝟐𝟓𝟎) 

𝑪𝑼𝒑
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟏𝟎𝟎,𝟖𝟗𝟎𝟎𝟐𝟓𝟎) 

𝑪𝑹𝒊𝒉
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟏𝟎𝟎,𝟖𝟗𝟎𝟎𝟐𝟓𝟎) 

𝑪𝑽𝒌
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟎𝟎𝟎,𝟖𝟗𝟎𝟎𝟏𝟎𝟎) 

𝑪𝑴𝒎
𝝉 ∼ 𝒖(𝟕𝟖𝟎𝟏𝟎𝟎,𝟖𝟗𝟎𝟎𝟐𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑩𝑰𝒃𝒊𝒍
𝝉

∼ 𝒖(𝟖𝟎𝟎𝟎𝟎,𝟏𝟓𝟎𝟎𝟎𝟎𝟎) 
𝑻𝑪𝑨𝑷𝑰𝑷𝒊𝒑𝒍

𝝉 ∼ 𝒖(𝟖𝟎,𝟏𝟎𝟎𝟎𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑰𝑪𝒊𝒄𝒍
𝝉 ∼ 𝒖(𝟑𝟎,𝟖𝟎) 

𝑻𝑪𝑨𝑷𝑷𝑪𝒑𝒄𝒍
𝝉 ∼ 𝒖(𝟏𝟒𝟎𝟎𝟎,𝟏𝟖𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑪𝑷𝒄𝒑𝒍
𝝉 ∼ 𝒖(𝟏𝟐𝟎𝟎𝟎,𝟏𝟑𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑷𝑰𝒑𝒊𝒍
𝝉 ∼ 𝒖(𝟏𝟎𝟎𝟎𝟎,𝟏𝟗𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑷𝑲𝒑𝒌𝒍
𝝉 ∼ 𝒖(𝟏𝟒𝟓𝟎𝟎,𝟐𝟎𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑷𝑴𝒑𝒎𝒍
𝝉 ∼ 𝒖(𝟏𝟕𝟎𝟎𝟎,𝟏𝟖𝟎𝟎𝟎) 

𝑻𝑪𝑨𝑷𝑴𝑭𝒎𝒇𝒍
𝝉 ∼ 𝒖(𝟏𝟗𝟎𝟎𝟎,𝟐𝟎𝟎𝟎𝟎) 

𝒏𝒂𝒆, 𝒎𝒆 = 𝟏 
𝒎𝒄𝒐𝒏𝒕𝝉 = 𝟎. 𝟕𝟎 
𝑷𝑹𝒆 = 𝟎. 𝟐𝟓 
𝑷𝑿𝒊𝒆 = 𝟎. 𝟒𝟎 
𝑷𝑿𝒎𝒆 = 𝟎. 𝟐𝟓 
𝑷𝑿𝒅𝒆 = 𝟎. 𝟑𝟓 
𝜷 = 𝟎. 𝟓 
𝝃𝟏 = 𝟎. 𝟓 
𝝃𝟐 = 𝟎. 𝟐𝟓 
𝝃𝟑 = 𝟎. 𝟐𝟓 
𝝀𝒑𝟏 = 𝟎. 𝟑 
𝝀𝒑𝟐 = 𝟎. 𝟏 
𝑩𝑴 = 𝟏𝟎𝟖 

𝜸𝟏 = 𝟐𝟎 
𝜸𝟐 = 𝟐𝟎 

𝑭𝑰𝑪𝒊𝒄𝒍𝒐
𝝉 ∼ 𝒖(𝟖𝟎,𝟏𝟓𝟎) 

𝑭𝑷𝑪𝒑𝒄𝒍𝒐
𝝉 ∼ 𝒖(𝟏𝟎𝟎,𝟑𝟎𝟎) 

𝑭𝑪𝑷𝒄𝒑𝒍𝒐
𝝉 ∼ 𝒖(𝟑𝟎𝟎,𝟒𝟒𝟎) 

𝑭𝑷𝑰𝒑𝒊𝒍𝒐
𝝉 ∼ 𝒖(𝟑𝟎𝟎,𝟒𝟖𝟎) 

𝑭𝑷𝑲𝒑𝒌𝒍
𝝉 ∼ 𝒖(𝟐𝟎𝟎,𝟒𝟑𝟎) 

𝑭𝑷𝑴𝒑𝒎𝒍𝒐
𝝉

∼ 𝒖(𝟐𝟑𝟎,𝟑𝟎𝟎) 
𝑭𝑴𝑭𝒎𝒇𝒍𝒐

𝝉 ∼ 𝒖(𝟏𝟖𝟎,𝟐𝟑𝟎) 

𝑾𝑿𝒊𝒉
𝝉 ∼ 𝒖(𝟐,𝟐𝟎) 

𝑾𝒀𝒑
𝝉 ∼ 𝒖(𝟐𝟎,𝟒𝟎) 

𝑾𝒁𝒑
𝝉 ∼ 𝒖(𝟒𝟎,𝟔𝟎) 

𝑾𝑼𝒑
𝝉 ∼ 𝒖(𝟐𝟎,𝟒𝟎) 

𝑾𝑽𝒌
𝝉 ∼ 𝒖(𝟐,𝟔𝟎) 

𝑾𝑴𝒎
𝝉 ∼ 𝒖(𝟏𝟎, 𝟒𝟎) 

𝑫𝑿𝒊𝒉
𝝉 ∼ 𝒖(𝟐𝟎𝟎,𝟒𝟎𝟎) 

𝑫𝒀𝒑
𝝉 ∼ 𝒖(𝟐𝟓𝟔,𝟒𝟓𝟔) 

𝑫𝒁𝒑
𝝉 ∼ 𝒖(𝟐𝟐𝟑,𝟒𝟓𝟒) 

𝑫𝑼𝒑
𝝉 ∼ 𝒖(𝟐𝟑𝟒,𝟒𝟗𝟎) 

𝑫𝑽𝒌
𝝉 ∼ 𝒖(𝟐𝟎𝟐,𝟒𝟎𝟒) 

𝑫𝑴𝒎
𝝉 ∼ 𝒖(𝟒𝟒𝟐,𝟓𝟎𝟒) 

𝑳𝑿𝒊𝒉
𝝉 ∼ 𝒖(𝟓,𝟕) 

𝑳𝒀𝒑
𝝉 ∼ 𝒖(𝟐,𝟒) 

𝑳𝒁𝒑
𝝉 ∼ 𝒖(𝟐,𝟒) 

𝑳𝑼𝒑
𝝉 ∼ 𝒖(𝟐,𝟒) 

𝑳𝑽𝒌
𝝉 ∼ 𝒖(𝟐,𝟑) 

𝑳𝑴𝒎
𝝉 ∼ 𝒖(𝟐, 𝟓) 

𝒆𝒑𝒊𝒆𝒉
𝒕 ∼ 𝒖(1,1.5).

𝟏

𝒉
 

𝑺𝒃𝒊𝒉
𝝉 ∼ 𝒖(100,150).

𝒉

𝟑
 

𝝍𝒊 ∼ 𝒖(700,800) 
𝜽𝒊

𝝉 ∼ 𝒖(0.3,0.5) 

𝑬𝑪𝑷𝒄𝒑𝒆𝒍
𝝉 ∼ 𝒖(𝟏,𝟑) 

𝑬𝑷𝑰𝒑𝒊𝒆𝒍
𝝉 ∼ 𝒖(𝟏,𝟒) 

𝑬𝑷𝑲𝒑𝒌𝒆𝒍
𝝉 ∼ 𝒖(𝟏, 𝟔) 

𝑬𝑷𝑴𝒑𝒎𝒆𝒍
𝝉 ∼ 𝒖(𝟏,𝟔) 

𝑬𝑴𝑭𝒎𝒇𝒆𝒍
𝝉 ∼ 𝒖(𝟏, 𝟑) 

𝑬𝑷𝒊𝒆𝒉
𝝉 ∼ 𝒖(𝟏, 𝟏. 𝟓) 

𝑬𝑹𝒎𝒆
𝝉 ∼ 𝒖(𝟏,𝟑) 

𝑻𝑩𝑰𝒃𝒊𝒂𝒍𝒐
𝝉 ∼ 𝒖(𝟑,𝟓) 

𝑻𝑰𝑷𝒊𝒑𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟑,𝟏𝟖) 

𝑻𝑰𝑪𝒊𝒄𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟐,𝟓) 

𝑻𝑷𝑪𝒑𝒄𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟑,𝟐𝟎) 

𝑻𝑷𝑪𝒑𝒄𝒆𝒍𝒐
𝝉 𝒆

∼ 𝒖(𝟐, 𝟏𝟖) 

𝑻𝑪𝑷𝒄𝒑𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟑,𝟕) 

𝑻𝑷𝑰𝒑𝒊𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟑,𝟏𝟓) 

𝑻𝑷𝑲𝒑𝒌𝒆𝒍
𝝉 ∼ 𝒖(𝟕,𝟏𝟓) 

𝑻𝑷𝑴𝒑𝒎𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟑, 𝟏𝟎) 

𝑻𝑴𝑭𝒎𝒇𝒆𝒍𝒐
𝝉 ∼ 𝒖(𝟔,𝟐𝟎) 

𝑻𝑩𝑰𝒊𝒓𝒍𝒐
𝝉 ′

∼ 𝒖(𝟐,𝟖) 

𝑻𝑰𝑷𝒑𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟐, 𝟖) 

𝑻𝑰𝑪𝒊𝒄𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟏,𝟒) 

𝑻𝑷𝑪𝒄𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟐,𝟖) 

𝑻𝑷𝑪𝒄𝒆𝒍𝒐
𝝉 ′𝒆

∼ 𝒖(𝟐,𝟖) 

𝑻𝑪𝑷𝒑𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟐,𝟖) 

𝑻𝑷𝑰𝒊𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟏,𝟖) 

𝑻𝑷𝑲𝒌𝒆𝒍
𝝉 ′

∼ 𝒖(𝟑,𝟖) 

𝑻𝑷𝑴𝒎𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟓,𝟖) 

𝑻𝑴𝑭𝒇𝒆𝒍𝒐
𝝉 ′

∼ 𝒖(𝟐,𝟖) 

𝑭𝑩𝑰𝒃𝒊𝒍𝒐
𝝉

∼ 𝒖(𝟏𝟎𝟎,𝟐𝟎𝟎) 
𝑭𝑰𝑷𝒊𝒑𝒍𝒐

𝝉

∼ 𝒖(𝟏𝟎𝟎,𝟑𝟎𝟎) 

𝑫𝒄𝒆
𝝉 ∼ 𝒖(𝟓𝟎, 𝟗𝟎) 

𝑫𝒇𝒆
𝝉 ∼ 𝒖(𝟒𝟎,𝟕𝟎) 

𝑩𝑪𝒃𝒂
𝝉 ∼ 𝒖(𝟑,𝟓) 

𝑪𝑭𝒊
𝝉 ∼ 𝒖(𝟎.𝟓, 𝟏) 

𝑴𝑪𝒊𝒆𝒉
𝝉 ∼ 𝒖(𝟓𝟎,𝟏𝟎𝟎) 

𝑶𝑪𝒑𝒆
𝝉 ∼ 𝒖(𝟐,𝟑) 

𝑶𝑪𝒎𝒆
𝝉 ∼ 𝒖(𝟑, 𝟏𝟐) 

𝑰𝑪𝒑𝒆
𝝉 ∼ 𝒖(𝟏,𝟑) 

𝑹𝑪𝒊𝒆𝒉
𝝉 ∼ 𝒖(𝟏,𝟐) 

𝑫𝑪𝒌𝒆
𝝉 ∼ 𝒖(𝟏, 𝟑) 

𝑯𝑪𝒑𝒆
𝝉 ∼ 𝒖(𝟓𝟎,𝟏𝟎𝟎) 

𝑭𝑩𝒃
𝝉 ∼ 𝒖(𝟐𝟎𝟎,𝟑𝟎𝟎) 

𝑭𝒀𝒑
𝝉 ∼ 𝒖(𝟑𝟎𝟎,𝟔𝟎𝟎) 

𝑭𝒁𝒑
𝝉 ∼ 𝒖(𝟐𝟎𝟎,𝟒𝟎𝟎) 

𝑭𝑼𝒑
𝝉 ∼ 𝒖(𝟐𝟎𝟎,𝟑𝟎𝟎) 

𝑭𝑽𝒌
𝝉 ∼ 𝒖(𝟑𝟎𝟎,𝟒𝟎𝟎) 

𝑭𝑴𝒎
𝝉

∼ 𝒖(𝟑𝟓𝟎,𝟒𝟓𝟎) 
𝑪𝑩𝑰𝒃𝒊𝒂𝒍

𝝉 ∼ 𝒖(𝟐,𝟓) 
𝑪𝑰𝑷𝒊𝒑𝒆𝒍

𝝉 ∼ 𝒖(𝟐,𝟑) 

𝑪𝑰𝑪𝒊𝒄𝒆𝒍
𝝉 ∼ 𝒖(𝟏,𝟑) 

𝑪𝑷𝑪𝒑𝒄𝒆𝒍
𝝉 ∼ 𝒖(𝟐,𝟑) 

𝑪𝑷𝑪𝒑𝒄𝒆𝒍
𝝉 𝒆

∼ 𝒖(𝟑,𝟒) 

𝑪𝑪𝑷𝒄𝒑𝒆𝒍
𝝉 ∼ 𝒖(𝟐,𝟖) 

𝑪𝑷𝑰𝒑𝒊𝒆𝒍
𝝉 ∼ 𝒖(𝟑,𝟕) 

𝑪𝑷𝑲𝒑𝒌𝒆𝒍
𝝉 ∼ 𝒖(𝟒,𝟕) 

𝑪𝑷𝑴𝒑𝒎𝒆𝒍
𝝉 ∼ 𝒖(𝟐,𝟑) 

𝑪𝑴𝑭𝒎𝒇𝒆𝒍
𝝉 ∼ 𝒖(𝟏,𝟑) 

𝑬𝑩𝑰𝒃𝒊𝒂𝒍
𝝉 ∼ 𝒖(𝟐,𝟓) 

𝑬𝑰𝑷𝒊𝒑𝒆𝒍
𝝉 ∼ 𝒖(𝟐,𝟒) 

𝑬𝑰𝑪𝒊𝒄𝒆𝒍
𝝉 ∼ 𝒖(𝟐, 𝟐) 

𝑬𝑷𝑪𝒑𝒄𝒆𝒍
𝝉 ∼ 𝒖(𝟐,𝟒) 

 

Therefore, after solving the model, the optimum values of each of the objectives be shown in Table 3.  

To examine the proposed model, the optimum product flow path and the output variables for the certain and robust states of 

the last iteration are shown in figures 2, 3, 4, and 5 for the first, second, and third scenarios respectively.
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TABLE 3 

OPTIMUM VALUES OF OBJECTIVE FUNCTIONS, IN A CERTAIN AND ROBUST STATE 

 

Certain 

 

Iteration 
Z1 Z2 Z3 Z4 Eps2 Eps3 Eps4 

1 9.98E+08 353.717 2241.697 38746.464 432.77 2085.098 4.32E+07 

2 8.74E+08 107.815 2227.746 42452.69 107.925 1614.957 5.91E+07 

3 9.98E+08 353.717 2241.697 38762.323 416.531 2172.138 5.74E+07 

4 7.97E+08 48.499 2241.697 43398.749 48.781 1565.797 5455206.48 

5 9.98E+08 353.717 2241.697 38763.294 716.63 2221.517 2.23E+07 

Robust 

Iteration Z1 Z2 Z3 Z4 Eps2 Eps3 Eps4 

1 1.950361E+9 1068.867 6904.835 434698.347 1085.399 5641.671 434698.347 

2 2.978574E+9 3073.262 6904.835 558600.988 3073.776 6370.272 558600.988 

3 2.978574E+9 3073.262 6904.835 558600.988 1013.189 6546.020 697445.465 

4 2.454037E+9 4197.780 6904.835 423707.145 6307.782 6236.520 423707.145 

5 2.454037E+9 4197.780 6904.835 423707.145 991.803 6694.557 494185.257 

For the model in a certain state, we have: 

FIGURE 2 

OPTIMUM PRODUCT FLOW FOR THE CERTAIN STATE 
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FIGURE 4 

OPTIMUM PRODUCT FLOW FOR THE ROBUST STATE, IN THE SECOND SCENARIO 

FIGURE 3 

OPTIMUM PRODUCT FLOW FOR THE ROBUST STATE, IN THE FIRST SCENARIO  
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And the values of the other variables are as follows: 

 

TABLE 4 

THE CONSTANT COST OF ACTIVITY OF PRODUCTION-RECOVERY CENTER IN THE CERTAIN STATE, AND IN EACH SCENARIO 

FX(i.h.τ)  Value  FX(i,h,τ,s)  Value  FX(i,h,τ,s)  Value  FX(i,h,τ,s)  Value  

1.1.1 1.384 1.1.1.1 1.210 1.2.1.3 2.685 2.1.2.2 1.010 

1.1.2 1.098 1.1.1.2 1.210 1.2.2.1 2.035 2.1.2.3 1.010 

1.2.1 2.626 1.1.1.3 1.210 1.2.2.2 2.035 2.2.1.1 2.300 

1.2.2 2.270 1.1.2.1 1.113 1.2.2.3 2.035 2.2.1.2 2.300 

2.1.1 1.242 1.1.2.2 1.113 2.1.1.1 1.259 2.2.1.3 2.300 

2.1.2 1.112 1.1.2.3 1.113 2.1.1.2 1.259 2.2.2.1 2.338 

2.2.1 2.449 1.2.1.1 2.685 2.1.1.3 1.259 2.2.2.2 2.338 

2.2.2 2.546 1.2.1.2 2.685 2.1.2.1 1.010 2.2.2.3 2.338 

 

 

 

 

 

 

 

FIGURE 5 

OPTIMUM PRODUCT FLOW FOR THE ROBUST STATE, IN THE THIRD SCENARIO 
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TABLE 5 

THE PROPOSED DEMAND OF PRIMARY CUSTOMERS IN A CERTAIN STATE, AND IN EACH SCENARIO 

d(c.e.τ)  Value  d(c.e.τ.s)  Value  d(c.e.τ.s)  Value  d(c.e.τ.s)  Value  

1.1.1 123.886 1.1.1.1 230.216 2.2.1.3 162.332 4.1.2.2 178.803 

1.1.2 239.995 1.1.1.2 177.429 2.2.2.1 214.409 4.1.2.3 132.420 

1.2.1 136.438 1.1.1.3 155.440 2.2.2.2 105.411 4.2.1.1 226.030 

1.2.2 257.574 1.1.2.1 278.231 2.2.2.3 75.604 4.2.1.2 173.565 

2.1.1 135.933 1.1.2.2 157.962 3.1.1.1 219.752 4.2.1.3 145.553 

2.1.2 178.074 1.1.2.3 127.435 3.1.1.2 194.075 4.2.2.1 192.754 

2.2.1 116.383 1.2.1.1 267.998 3.1.1.3 166.140 4.2.2.2 90.215 

2.2.2 313.087 1.2.1.2 168.220 3.1.2.1 243.926 4.2.2.3 61.858 

3.1.1 113.423 1.2.1.3 152.387 3.1.2.2 156.051 5.1.1.1 228.993 

3.1.2 205.690 1.2.2.1 158.896 3.1.2.3 132.839 5.1.1.2 186.799 

3.2.1 181.212 1.2.2.2 84.786 3.2.1.1 312.772 5.1.1.3 162.279 

3.2.2 285.333 1.2.2.3 60.179 3.2.1.2 167.380 5.1.2.1 218.913 

4.1.1 205.825 2.1.1.1 242.262 3.2.1.3 162.793 5.1.2.2 172.813 

4.1.2 231.894 2.1.1.2 186.606 3.2.2.1 186.655 5.1.2.3 140.264 

4.2.1 94.469 2.1.1.3 153.198 3.2.2.2 98.877 5.2.1.1 279.853 

4.2.2 291.432 2.1.2.1 216.310 3.2.2.3 81.457 5.2.1.2 188.090 

5.1.1 122.663 2.1.2.2 177.140 4.1.1.1 312.154 5.2.1.3 143.906 

5.1.2 180.677 2.1.2.3 129.367 4.1.1.2 169.448 5.2.2.1 172.318 

5.2.1 148.293 2.2.1.1 247.943 4.1.1.3 161.864 5.2.2.2 97.334 

5.2.2 270.995 2.2.1.2 172.193 4.1.2.1 270.130 5.2.2.3 82.553 

 

 

TABLE 6 

THE PROPOSED DEMAND OF SECONDARY CUSTOMERS IN A CERTAIN STATE, AND IN EACH SCENARIO 

d(f.e.τ)  Value  d(f.e.τ.s)  Value  d(f.e.τ.s)  Value  d(f.e.τ.s)  Value  

1.1.1 61.582 1.1.1.1 78853.941 2.1.1.1 78858.155 3.1.1.1 78866.605 

1.1.2 59.653 1.1.1.2 78844.945 2.1.1.2 78850.031 3.1.1.2 78847.091 

1.2.1 47.260 1.1.1.3 78838.300 2.1.1.3 78840.862 3.1.1.3 78841.624 

1.2.2 49.006 1.1.2.1 1.1379E+5 2.1.2.1 1.1378E+5 3.1.2.1 1.1380E+5 

2.1.1 68.464 1.1.2.2 1.1380E+5 2.1.2.2 1.1378E+5 3.1.2.2 1.1377E+5 

2.1.2 74.037 1.1.2.3 1.1377E+5 2.1.2.3 1.1378E+5 3.1.2.3 1.1378E+5 

2.2.1 50.239 1.2.1.1 43676.388 2.2.1.1 43678.768 3.2.1.1 43665.084 

2.2.2 64.475 1.2.1.2 43656.761 2.2.1.2 43667.829 3.2.1.2 43653.451 

3.1.1 74.067 1.2.1.3 43645.322 2.2.1.3 43655.266 3.2.1.3 43646.313 

3.1.2 58.220 1.2.2.1 48077.557 2.2.2.1 48072.398 3.2.2.1 48057.405 

3.2.1 46.630 1.2.2.2 48061.051 2.2.2.2 48039.626 3.2.2.2 48052.544 

3.2.2 59.575 1.2.2.3 48037.302 2.2.2.3 48038.097 3.2.2.3 48046.245 
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Sensitivity analysis: In the following, in order to study the real-world conditions and the behavior of the objective function in 

dealing with the changes, we analyze the sensitivity on the robustness parameters of the problem (solution and model 

robustness). Now, by analyzing the sensitivity on the described problem, as a sample problem, we analyze the effectiveness of 

these parameters on the objective functions, the outcomes of which are shown in Diagram 1. 

       According to diagram 1, with the increase of 𝜆1to 0.18, the average profit and absolute deviation from profit increase, and 

with the increase of 𝜆1from 0.18 to 0.38, the average profit and absolute deviation from profit decrease. For the second objective 

function, i.e. delay in delivery time, with an increase in 𝜆1, the average delay in delivery time and its absolute deviation decrease, 

and for the fourth objective function, with an increase in 𝜆1 to 0.18, the average environmental pollution and its absolute 

deviation increase, but From 0.18 to 0.38, both decrease. Therefore, according to the value of the objective functions in this 

problem, we can say that 𝜆1 = 0.18, 𝜆1 = 0.3, 𝜆1 = 0.25 and 𝜔 = 20 are suitable values for these parameters .  
 

 

TABLE 7 

SELLING PRICE OF EACH PRODUCT UNIT E TO THE PRIMARY AND SECONDARY CUSTOMERS C IN A CERTAIN STATE, AND IN EACH SCENARIO 

PR(c.e.τ)  Value  PR(c.e.τ,s)  Value  PR(f.e.τ)  Value  PR(f.e.τ,s)  Value  

1.1.1 16.423 1.1.1 39600.401 1.1.1 20.546 1.1.1 3997.720 

1.1.2 16.398 1.1.2 57154.065 1.1.2 36.863 1.1.2 5746.708 

1.2.1 12.242 1.2.1 21914.135 1.2.1 11.691 1.2.1 2229.067 

1.2.2 15.286 1.2.2 24119.853 1.2.2 60.682 1.2.2 2421.579 

2.1.1 16.423 2.1.1 39600.401 2.1.1 20.546 2.1.1 3997.720 

2.1.2 16.398 2.1.2 57154.065 2.1.2 36.863 2.1.2 5746.708 

2.2.1 12.242 2.2.1 21914.135 2.2.1 11.691 2.2.1 2229.067 

2.2.2 15.286 2.2.2 24119.853 2.2.2 60.682 2.2.2 2421.579 

3.1.1 16.423 3.1.1 39600.401 3.1.1 20.546 3.1.1 3997.720 

3.1.2 16.398 3.1.2 57154.065 3.1.2 36.863 3.1.2 5746.708 

3.2.1 12.242 3.2.1 21914.135 3.2.1 11.691 3.2.1 2229.067 

3.2.2 15.286 3.2.2 24119.853 3.2.2 60.682 3.2.2 2421.579 

4.1.1 16.423 4.1.1 39600.401  

 

4.1.2 16.398 4.1.2 57154.065 

4.2.1 12.242 4.2.1 21914.135 

4.2.2 15.286 4.2.2 24119.853 

5.1.1 16.423 5.1.1 39600.401 

5.1.2 16.398 5.1.2 57154.065 

5.2.1 12.242 5.2.1 21914.135 

5.2.2 15.286 5.2.2 24119.853 
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TABLE 8 

UNFULFILLED DEMAND FOR PRODUCT E, FOR PRIMARY AND SECONDARY IN EACH SCENARIO 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to further validate the proposed model for higher dimensions based on Table X, 20 numerical examples were designed. 

To solve these problems, the AUGMECON approaches will be used in small sizes and NSGA-III and MOGWO algorithms 

will be used for large sizes.  

        Due to the fact that the problem of this research is one of the problems with high complexity and Gomez software in high 

dimensions cannot be solved, MATLAB software and NSGAII and MOGWO metaheuristic algorithms are used. 

Algorithm parameter adjustment using Taguchi method for NSGA-III algorithm: The Taguchi method is one of the FFE 

methods for parameterization (optimal level control of agents) that was introduced in 1978. In Taguchi method, the factors 

affecting the test result are divided into two categories: uncontrollable (so-called disturbance (N)) and controllable (so-called 

signal (S)). An S / N variable is then defined, which is the signal-to-perturbation ratio. Taguchi's parameter setting method 

adjusts the factors to levels that maximize the S / N ratio. In minimization problems the less-better formula is used and in 

optimization problems the more-better Taguchi formula is used to calculate the S / N ratio. 

Where the response variable (target value / response variable) is in test i and n indicates the number of tests. In the NSGAIII 

method, the four parameters MaxIt, NPOP, PC, PM must be set at optimal levels. For this purpose, first, for each parameter, 

three levels of low (1), medium (2) and high (3) are defined separately to solve the problems, which are given in Table Xi. 

Then, the proposed set of experiments of Taguchi method is calculated for four factors in three levels, and 9 different modes 

are designed by Taguchi method. (It should be noted that each experiment is performed 10 times and their average is recorded, 

which is done to reduce the error of the algorithms and the answer will be more reliable). 

 

Value η2 c.e.τ.s( ) Value η2 c.e.τ.s( ) Value η1 c.e.τ.s( ) Value η1 c.e.τ.s( ) 

48035.497 2.2.2.2 78801.030 1.1.1.1 92.808 3.2.1.3 33.723 1.1.1.2 

48034.118 2.2.2.3 78798.643 1.1.1.2 43.485 3.2.2.2 60.811 1.1.1.3 

78828.635 3.1.1.1 78799.005 1.1.1.3 39.831 3.2.2.3 20.614 1.1.2.1 

78835.738 3.1.1.2 1.1376E+5 1.1.2.1 51.322 4.1.1.1 49.466 1.1.2.2 

78827.372 3.1.1.3 1.1376E+5 1.1.2.2 9.844 4.1.1.2 63.132 1.1.2.3 

1.1373E+5 3.1.2.1 1.1375E+5 1.1.2.3 23.512 4.1.1.3 7.471 1.2.1.3 

1.1373E+5 3.1.2.2 43605.362 1.2.1.1 2.183 4.1.2.1 41.812 1.2.2.2 

1.1374E+5 3.1.2.3 43653.915 1.2.1.2 27.427 4.1.2.2 36.087 1.2.2.3 

43665.084 3.2.1.1 43604.256 1.2.1.3 57.013 4.1.2.3 29.561 2.1.1.1 

43602.221 3.2.1.2 48077.557 1.2.2.1 116.141 4.2.1.2 26.083 2.1.1.3 

43602.687 3.2.1.3 48057.082 1.2.2.2 114.671 4.2.1.3 33.946 2.1.2.1 

48021.251 3.2.2.1 48034.818 1.2.2.3 22.565 4.2.2.2 5.164 2.1.2.2 

48003.446 3.2.2.2 78801.030 2.1.1.1 118.379 5.1.1.1 26.067 2.1.2.3 

48009.310 3.2.2.3 78797.964 2.1.1.2 30.531 5.1.1.2 84.186 2.2.1.2 

 

78798.538 2.1.1.3 36.352 5.1.1.3 88.976 2.2.1.3 

1.1373E+5 2.1.2.1 35.879 5.1.2.1 28.782 2.2.2.2 

1.1376E+5 2.1.2.2 65.844 5.1.2.2 7.879 2.2.2.3 

1.1376E+5 2.1.2.3 49.750 5.1.2.3 18.510 3.1.1.1 

43589.641 2.2.1.1 73.646 5.2.1.2 62.375 3.1.1.2 

43617.570 2.2.1.2 96.767 5.2.1.3 79.841 3.1.1.3 

43647.921 2.2.1.3 35.320 5.2.2.2 30.690 3.1.2.3 

47997.549 2.2.2.1 33.910 5.2.2.3 100.486 3.2.1.2 
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TABLE 9 

THE TYPE OF RFID TECHNOLOGY USED IN EACH FLOW OF THE CERTAIN STATE 

OBI(b, i, l,o, )  Value  OCP(c, p, l,o, )  Value  OMF(m,f, l,o, )  Value  OEPC(p,c, l,o, )  Value  

1.1.1.2.1 1 4.2.2.1.2 1 1.1.1.1.1 1 2.4.2.1.2 1 

1.2.1.2.1 1 5.2.1.1.1 1 1.1.2.1.2 1 2.5.1.2.2 1 

Value  1 5.2.1.2.2 1 1.2.2.1.1 1 OPC(p,c, l,o, )  Value  

2.1.1.2.2 1 OIC(i,c, l,o, )  Value  1.2.2.2.2 1 1.1.1.1.2 1 

2.2.1.1.2 1 1.1.1.2.1 1 1.3.1.1.1 1 1.1.2.1.1 1 

OIP(i, p, l,o, )  Value  1.1.2.1.2 1 1.3.2.1.2 1 1.2.2.1.1 1 

1.1.1.1.1 1 1.2.1.1.1 1 2.1.1.1.1 1 1.3.1.2.2 1 

1.1.1.1.2 1 1.2.2.1.2 1 2.1.2.1.2 1 1.3.2.2.1 1 

2.1.1.1.2 1 1.3.1.2.1 1 2.2.1.1.2 1 1.4.1.1.1 1 

2.2.1.2.2 1 1.3.2.2.2 1 2.2.2.1.1 1 1.4.2.1.2 1 

OPI(p, i, l,o, )  Value  1.4.1.1.2 1 2.3.1.2.2 1 1.5.2.1.2 1 

2.1.2.1.1 1 1.4.2.1.1 1 2.3.2.1.1 1 1.5.2.2.1 1 

2.2.2.2.2 1 1.5.1.1.2 1 OEPC(p,c, l,o, )  Value  2.1.1.2.2 1 

OPM(p,m,l,o, )  Value  1.5.2.2.1 1 1.1.1.1.2 1 2.2.2.2.2 1 

2.1.1.1.1 1 2.1.1.1.1 1 1.1.2.1.1 1 2.3.1.1.2 1 

2.1.1.2.2 1 2.1.2.1.1 1 1.2.1.1.1 1 2.4.1.2.2 1 

2.2.1.1.1 1 2.1.2.1.2 1 1.2.1.1.2 1 2.5.1.2.1 1 

2.2.2.2.2 1 2.2.2.2.1 1 1.3.1.2.1 1 2.5.2.2.2 1 

OCP(c, p, l,o, )  Value  2.2.2.2.2 1 1.4.1.1.1 1 OPK(p,k, l,o, )  Value  

1.2.1.2.2 1 2.3.2.1.1 1 1.4.2.2.2 1 2.1.2.1.2 1 

1.2.2.1.1 1 2.3.2.2.2 1 1.5.1.2.1 1 2.1.2.2.1 1 

2.2.1.1.2 1 2.4.1.1.1 1 1.5.2.2.2 1 2.2.1.1.2 1 

2.2.2.1.1 1 2.4.1.1.2 1 2.1.1.2.2 1 2.2.2.1.1 1 

3.2.1.1.1 1 2.4.2.2.1 1 2.2.1.2.2 1 

 3.2.1.1.2 1 2.5.1.2.2 1 2.3.2.2.2 1 

4.2.2.1.1 1 2.5.2.1.1 1 2.4.2.1.1 1 
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TABLE 10 

The type of rfid technology used in each scenario 

s −OBI(b, i, l,o, )  Value  s −OIC(i,c, l,o, )  Value  s −OEPC(p,c, l,o, )  Value  s −OCP(c, p, l,o, )  Value  

1.1.2.1.2    1 1.1.1.2.2   1 1.3.1.2.1     1 2.1.2.1.2    1 

1.2.1.2.1    1 1.1.2.2.1   1 1.4.1.2.1     1 2.2.1.1.1    1 

1.2.2.2.2    1 1.2.2.1.2   1 1.5.2.1.1     1 2.2.2.1.2    1 

2.2.1.1.1    1 1.2.2.2.1   1 2.1.1.1.1     1 3.1.1.1.2    1 

2.2.1.2.2    1 1.3.1.2.2   1 2.1.2.2.2     1 3.2.1.1.1    1 

s −OIP(i, p, l,o, )  Value  1.3.2.2.1   1 2.2.1.1.1     1 3.2.2.2.2    1 

1.2.1.1.2     1 1.4.2.1.2   1 2.3.1.2.1     1 4.1.1.1.2    1 

1.2.1.2.1     1 1.4.2.2.1   1 2.3.2.1.2     1 4.1.2.2.1    1 

2.1.1.2.1     1 1.5.1.2.1   1 2.4.1.1.1     1 4.2.1.1.1    1 

2.2.1.2.1     1 1.5.2.1.2   1 2.4.1.2.2     1 4.2.2.2.2    1 

2.2.1.2.2     1 2.1.1.2.2   1 2.5.1.1.2     1 5.1.2.1.2    1 

S −OPI(p, i, l,o, )  Value  2.1.2.2.1   1 2.5.2.2.1     1 5.2.1.2.1    1 

1.1.2.1.1     1 2.2.2.1.1   1 s −OMF(m,f, l,o, )  Value  5.2.2.2.2    1 

1.1.2.2.2     1 2.2.2.2.2   1 1.1.2.1.2     1 s −OPM(p,m,l,o, )  Value  

1.2.1.2.1     1 2.3.1.1.2   1 1.1.2.2.1     1 1.1.2.1.2    1 

2.1.2.1.1     1 2.3.2.2.1   1 1.2.2.2.1     1 1.1.2.2.1    1 

2.1.2.1.2     1 2.4.2.2.1   1 1.2.2.2.2     1 2.1.1.1.2    1 

2.2.1.1.1     1 2.4.2.2.2   1 1.3.1.1.1     1 2.1.1.2.1    1 

2.2.2.2.2     1 2.5.1.1.1   1 1.3.1.1.2     1 2.2.2.1.1    1 

s −OPC(p,c, l,o, )  Value  2.5.2.2.2   1 2.1.2.1.1     1 2.2.2.2.2    1 

1.1.1.2.1   1 s −OPK(p,k, l,o, )  Value  2.1.2.2.2     1 s −OPM(p,m,l,o, )  Value  

1.2.1.2.1   1 1.1.2.1.2    1 2.2.1.2.1     1 1.1.1.1.2    1 

1.3.1.2.1   1 1.1.2.2.1    1 2.2.2.1.2     1 1.1.1.2.1    1 

1.4.1.2.1   1 2.1.1.1.2    1 2.3.1.1.1     1 2.1.1.2.1    1 

1.5.1.1.1   1 2.1.1.2.1    1 2.3.2.2.2     1 2.1.2.1.2    1 

2.2.1.1.1   1 2.2.2.1.1    1 s −OCP(c, p, l,o, )  Value  2.2.2.2.1    1 

2.2.1.1.2   1 2.2.2.2.2    1 1.1.1.2.1    1 2.2.2.2.2    1 

2.3.1.2.1   1 s −OEPC(p,c, l,o, )  Value  1.1.2.2.2    1  

2.3.2.1.2   1 1.1.1.1.1     1 1.2.1.1.1    1 

2.5.1.2.2   1 1.2.1.1.1     1 1.2.2.2.2    1 
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DIAGGRAM 1 

RESULTS OF THE SENSITIVITY ANALYSIS 
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TABLE 11 

SIZE OF DESIGNED PROBLEMS 

TesT 

Problem 
|𝐵| |𝐼| |𝑃| |𝐶| |𝐾| |𝑀| |𝐹| |𝐸| |𝐴| |𝐿| |𝑇| |𝐻| |𝑂| 

1 2 2 3 5 2 2 3 2 3 2 2 2 2 

2 2 2 3 6 2 3 3 2 3 2 3 3 2 

3 2 2 4 6 2 3 4 2 3 3 3 3 2 

4 3 2 4 7 2 3 4 3 3 3 3 3 2 

5 3 3 4 8 3 3 4 3 3 3 4 3 3 

6 5 4 7 10 3 5 6 3 3 4 4 3 4 

7 5 4 7 10 4 5 6 3 3 4 4 3 4 

8 5 5 8 12 4 5 8 4 4 4 4 4 4 

9 5 6 8 13 4 6 8 4 4 4 4 4 4 

10 5 6 8 14 4 6 9 4 4 4 5 4 4 

11 5 6 8 16 4 6 10 4 4 4 5 4 4 

12 5 6 8 20 4 6 15 4 4 4 5 4 4 

13 5 6 8 30 5 7 25 4 5 4 5 4 4 

14 5 7 8 40 5 7 35 4 5 5 5 4 4 

15 6 7 8 50 5 8 45 4 5 5 5 4 4 

16 6 7 9 60 5 8 50 4 5 5 5 4 4 

17 6 7 9 70 5 8 55 5 5 5 6 5 5 

18 6 7 9 80 6 8 60 5 5 5 6 5 5 

19 6 8 9 90 6 9 65 5 5 5 6 5 5 

20 7 8 10 100 6 9 70 5 5 5 6 5 5 

TABLE 12 

SMALL, MEDIUM AND LARGE DIMENSION PARAMETER LEVELS FOR NSGA-III ALGORITHM 

NSGA-III parameter lo
w 

medium high 

MaxIt    

Npop 
   

pc    

 

 

 

 

   

300 200 0.8 0.25 

FIGURE 6 

MINITAB SOFTWARE OUTPUT FOR SMALL SIZE NSGA-III 
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Other parameters such as the division of reference points (D) and mutation scale (MS) are considered, 10 and 0.1, respectively. 

After determining the level for the parameters of the algorithm using the Taguchi method, finally the output of the minitab 

software will be in the Figure 6 and the levels of the parameters will be presented. 

Parameter setting of MOGWO algorithm: In MOGWO solution method, which is one of the methods used in this research, 

maximum repetition (MaxIt), GeryWolves_num, a, are three factors affecting the quality of the solution method. In this section, 

three levels are considered for each parameter, which is shown in Table XII. 

TABLE 13 

LEVELS REQUIRED FOR MOGWO ALGORITHM PARAMETERS 

MOGWO parameter low medium high 

MaxIt 150 250 300 

GeryWolves_num 120 150 200 

a 1 1.5 2 

Then, the necessary experiments are designed by the miniature software and Taguchi method, which is finally applied to this 

algorithm according to what was presented in the NSGAII parameter setting, which is presented in the final parameter setting 

in Figure 6.

gama beta nGrid alpha a GeryWolves_num MaxIt 

1 4 10 0.1 1 200 300 

FIGURE 7 

MINITAB SOFTWARE OUTPUT FOR SMALL SIZE MOGWO 

Comparison of the output of meta-heuristic algorithms with AUGMECON method: After adjusting the parameters of 

the proposed algorithm by the Taguchi method described in the previous section, in this section, small-scale random 

problems are evaluated based on the defined three criteria in Section II, which is shown in Table 14. 

TABLE 14 

OUTPUT FROM NSGAIII ALGORITHMS OF RESEARCH WITH GAMS SOFTWARE 

problem 
Time MID NOS 

AUGMECON MOGWO NSGA-III AUGMECON MOGWO NSGA-III AUGMECON MOGWO NSGA-III 

1 420 319/522 426/349 6.25E+06 6.26E+06 6.85E+06 10 12 12 

2 2100 322/567 478/87 1.15E+07 1.16E+07 1.63E+07 8 15 16 

3 2940 368/669 497/567 3.19E+07 3.19E+07 3.11E+07 6 6 10 

4 6300 396/018 562/814 2.62E+07 2.62E+07 2.64E+07 9 8 9 

5 14000 417/599 577/444 1.13E+07 1.15E+07 2.17E+07 10 12 15 
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II. EVALUATION INDICATORS 

The question now is how to evaluate and compare these algorithms according to the output of the algorithms. If a single-

objective optimization problem (the problem of minimization) is considered, it is very clear that any solution that offers a 

solvable solution that is less costly is better. But in the case of MODM, the evaluation method is different and cannot be 

evaluated as a single objective. Accordingly, we define the following indexes for evaluating and comparing the two MODM 

methods. The execution time criterion of the algorithm: The speed of running the algorithms to find near optimum solutions is 

one of the most important indices to evaluate the performance of an algorithm. The distance from the ideal response (MID): 

this metric is used to compute the distances between the Pareto fronts and the ideal point. 

𝑀𝐼𝐷 =
∑ 𝑐𝑖

𝑛
𝑖=1

𝑛
                      (91) 

where n is the number of Pareto optimizations and the value of 𝑐𝑖 is obtained by the following equation. It should be noted that 

the lower the MID, the higher the performance of the algorithm is.  

𝑐𝑖 = √𝑓1𝑖
2 + 𝑓2𝑖

2                    (92) 

The spread of non-dominance solutions (SNS): The higher the SNS value the better the algorithm is, which is defined by the 

following equation. 

𝑆𝑁𝑆 = √
∑ (𝑀𝐼𝐷−𝐶𝐼

𝑛
𝑖=1 )2

𝑛−1
        (93) 

Diversification Metric (DM):This metric can be computed by (135). In this metric, the algorithm with a higher value has a 

better capability. 

𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 = √(𝑚𝑎𝑥𝑓1𝑖 − 𝑚𝑖𝑛𝑓1𝑖)2 + (𝑚𝑎𝑥𝑓2𝑖 − 𝑚𝑖𝑛 𝑓2𝑖)2          (94) 

The rate of achievement to two objectives simultaneously (RAS): RAS index is obtained by the below equation. 

𝑅𝐴𝑆 =
∑ (

𝑓1𝑖−𝐹𝑖
𝐹𝑖

)+(
𝑓2𝑖−𝐹𝑖

𝐹𝑖
)𝑛

𝑖=1

𝑛
                                       (95) 

Number of non-dominated solutions in final parato (NOS): It counts the number of Pareto solutions. 

Now, according to the expressed indicators and problems designed in Table X to compare algorithms, each problem is executed 

10 times for each algorithm and the average is reported as the final answer for each solution method the values of all the 

indicators are shown in Table 15. 

According to Table 15, which shows the presented indicators related to each algorithm, we evaluation the outputs and analyze 

them. 

Evaluation the solution time: Figure 8 shows the solution time of each algorithm for each problem. The comparison diagram 

of the algorithms shows that the solution time of the MOGWO algorithm is less than the NSGAII algorithm. Given that any 

algorithm that has less solving time has better performance, we can say that the MOGWO algorithm is better. 
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TABLE 15 

NSGAIII_MOGWO ALGORITHM OUTPUTS 

problem 
Time SNS DM MID RAS 

MOGWO NSGA-III MOGWO NSGA-III MOGWO NSGA-III MOGWO NSGA-III MOGWO NSGA-III 

1 319/522 426/349 9.55E+07 2.59E+07 4.45E+07 9.88E+07 6.26E+06 6.85E+06 0.099 0.054 

2 322/567 478/87 8.43E+07 9.06E+07 1.01E+08 1.14E+08 1.16E+07 1.63E+07 0.07 0.025 

3 368/669 497/567 7.00E+07 5.18E+07 3.57E+08 3.02E+08 3.19E+07 3.11E+07 0.099 0.1068 

4 396/018 562/814 3.13E+08 2.84E+08 4.58E+08 3.16E+08 2.62E+07 2.64E+07 0.078 0.0349 

5 417/599 577/444 3.90E+08 3.53E+08 2.28E+08 2.30E+08 1.15E+07 2.17E+07 0.06 0.0175 

6 447/832 589/848 3.16E+08 3.23E+08 2.08E+08 4.01E+08 2.50E+07 2.79E+07 0.031 0.0148 

7 477/736 618/758 5.28E+08 5.27E+08 2.91E+08 3.94E+08 1.97E+07 3.68E+07 0.054 0.0147 

8 548/709 671/741 7.68E+08 7.28E+08 4.49E+08 3.87E+08 1.72E+07 3.13E+07 0.238 0.1814 

9 627/655 709/8 1.15E+09 1.18E+09 3.15E+08 4.33E+08 1.32E+07 6.62E+07 0.472 0.0522 

10 748/72 875/77 1.64E+09 1.60E+09 3.23E+08 5.16E+08 1.39E+07 5.86E+07 0.126 0.0417 

11 896/14 1020/81 1.61E+09 1.52E+09 4.44E+08 4.65E+08 1.47E+07 5.47E+07 0.041 0.0158 

12 940/8 1095/22 1.96E+09 1.93E+09 3.60E+08 4.49E+08 2.16E+07 2.91E+07 0.034 0.0086 

13 1023/82 1158/5 2.49E+09 2.23E+09 2.89E+08 3.39E+08 2.47E+07 3.16E+07 0.024 0.0043 

14 1057/07 1216/53 2.98E+09 2.80E+09 2.83E+08 5.74E+08 2.50E+07 8.39E+07 0.024 0.0046 

15 1103/27 1254/54 3.33E+09 3.11E+09 4.36E+08 6.00E+08 3.71E+07 6.03E+07 0.023 0.0064 

16 1129/94 1308/79 3.52E+09 2.44E+09 5.43E+08 5.90E+08 3.06E+07 4.40E+07 0.024 0.0089 

17 1250/27 1385/79 3.56E+09 2.03E+09 5.97E+08 5.89E+08 3.30E+07 7.48E+07 0.022 0.0052 

18 1324/61 1412/46 4.79E+09 4.18E+09 5.83E+08 3.52E+08 3.44E+07 1.01E+08 0.027 0.0029 

19 1354/99 1481/06 6.02E+09 6.33E+09 9.18E+08 8.68E+08 6.82E+07 1.19E+08 0.016 0.0052 

20 1435/35 1601/04 7.23E+09 6.97E+09 5.43E+08 7.40E+08 4.95E+07 5.61E+07 0.017 0.0127 

AV 809/56435 947/18505 2.143E+09 1.935E+09 388539906 437861485 25766820 48864524 0.07895 0.03088 

 
FIGURE 8 

DISPLAY OF TIME INDEX FOR RESEARCH ALGORITHMS 
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Evaluation the DM index: Due to the shape and nature of this index, the more the better. It appears that the NSGA_III algorithm 

performed better than the MOGWO algorithm. 

 
FIGURE 9 

DISPLAY INDEX DM FOR RESEARCH ALGORITHMS   

Evaluation the MID index: For MID index (each algorithm has a smaller value and has better performance) according to 

figure 10 it can be concluded that The MOGWO algorithm performed better. 

 
FIGURE 10 

DISPLAY INDEX MID FOR RESEARCH ALGORITHMS   

Evaluation the SNS index: Given that the SNS index is positive in nature, that is, the higher the better, Figure 11, it can be said 

that there is not much difference between the two algorithms. However, the MOGWO algorithm has performed better in some 

large dimension issues. 

 
FIGURE 11 

DISPLAY INDEX SNS FOR RESEARCH ALGORITHMS   
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Evaluation the RAS index : The last indicator studied in this research is RAS, which, as mentioned earlier, has a negative nature 

(the less - the better), ie any algorithm with a lower RAS value is better. According to Figure 12, it is clear that the NSGAII 

algorithm performed better. 

 
FIGURE 12 

DISPLAY INDEX SNS FOR RESEARCH ALGORITHMS  

According to the obtained diagrams, it can be concluded that there is no significant difference in small dimensions between the 

two algorithms, but as the dimensions of the problem increase, this difference increases and is significant. According to Table 

14, the study of the mean in different dimensions shows that the MOGWO algorithm performed better in terms of Time, MID, 

SNS indices and the NSGAII algorithm performed better in terms of RAS and Diversity indices. 

CONCLUSIONS, MANAGERIAL INSIGHTS, AND FUTURE RESEARCH 

Results: optimal design of the SC network has many effects on the performance, efficiency, and effectiveness of SCs to achieve 

the expected goals and to meet the customers' needs. In this regard, this paper has tried to design a CLSC network with different 

sales channels by taking into account the RFID system and pricing strategy. Moreover, this paper, in addition to reducing the 

total pollutants, as a separate goal, has dealt with the strategy of reducing carbon and paying government subsidies; in other 

words, because considering low-carbon product manufacturing technology increases constant costs, and consequently, 

production costs, the government subsidizes managers to encourage them to produce low-carbon products. In addition, the 

model simultaneously looks for maximizing the profit and social responsibility of the SC network while minimizing total delay 

at delivery times and environmental pollution; moreover, RSSP was used to deal with fluctuations in demand of the primary 

and secondary customers and delivery time. Due to the four objective functions of the model, the AUGMECON approach and 

the NSGA-III and MOGWO algorithms were applied to solve the model.  

       To validate the model, a small-scale problem was designed to further analyze and compare solving approaches of 20 

numerical small, large, and medium examples, and finally, certain and robust models, in three scenarios were coded and solved 

for each problem with the mentioned solution approaches in GAMS and MATLAB, and its computational results were 

presented. In addition, to observe the behavior of the objective function due to changes in parameters, sensitivity analysis was 

done on the parameters of problem robustness (solution and model robustness), and the results were also expressed. In general, 

the computational results show the superiority of this model, which can be considered by taking into account the uncertainty 

of some parameters and providing an optimal model in terms of achieving profit and social responsibility, and reducing delays 

in delivery time and environmental pollution, as well as determine which suppliers, which potential centers of production-

recovery, distribution/hybrid, collection/hybrid, repair and disposal, and which means of transportation, with what technology 

RFID, what production technology to be used, and what will be the amount of transported products and the inventory between 

the desired facilities.  

    Also it can be seen that e-commerce has increased income and since sales intermediaries are eliminated in online shopping, 

this results in quick response to customer demand, high accessibility and low distribution cost, and due to the reduction of 

pollution, it has significant environmental effects on health. In this robust model, by applying the scenario-based stochastic 

robust approach, the problems of uncertain models, in which the solutions were impossible or non-optimal, are solved, and can 
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also be implemented for real problems. This designed the SC, in terms of application, has the ability to use in a variety of 

different industries, and manufacturing companies that their produced raw materials and products have had the ability to recover 

or renew, as well as, is repairable and also, is a tool for researchers to investigate interesting challenges. It should be noted that 

no research is free from limitations. Therefore, this paper is not an exception. One of the limitations we faced in this paper was 

the lack of access to a case study on which the proposed model could be implemented. 

Managerial Insight: The proposed model also offers good managerial insight. Factory managers can determine the low-carbon 

content of factory-produced products by considering government subsidy policies, on the one hand, and assessing the extent of 

pollution from low-carbon product technology, on the other. The suggested model also assists them in suggesting the optimum 

price for each customer in order to increase the market influence to absorb more customers. Due to the limited use of vehicles, 

the use of RFID in the SC allows partners to easily know how long is the product life, where it currently stands, and where it 

will go, as well as lead to reduce time interruptions of transporting, timely delivery of orders, faster transporting, and elimination 

of incorrect transportations and shortening of order chains, and in general, enable managers to make timely and more confident 

decisions. 

     In addition, considering that this paper has analyzed the optimal policies in certain and uncertain conditions and considering 

the difference between certain and uncertain solutions, it was found that the analysis of uncertain conditions plays a very 

important role in designing the network for managers. In fact, considering the uncertainty of demand parameters and delivery 

time are among the inseparable components of the problem, and considering the number of available resources to find a valid 

solution in the system is one of the necessities. On the other hand, the sensitivity analysis of the parameters   and  

was performed in order to study the effectiveness of the robustness parameters, as well as analyze the solution and the model 

robustness. The behavior of the objective functions has been different from each of the robust parameters, so management 

should take into account that the appropriate level of required and backup resources in the event of uncertainty is essential to 

be prepared to deal with a lot of changes due to uncertainty. 

Suggestions: In future studies, other variables and Constraints can be applied to the model for greater adaptation to real-world 

situations. Also, the uncertainty of the suggested model can be examined with other robust uncertainty approaches, and the 

results and their comparison can be presented. Other available or developed meta-heuristic methods can also be applied in order 

to solve the problem. In addition, other support policies of governments, various discount policies for the procurement of 

materials and products, and the reliability of existing components can also be examined. Another research shortcoming of the 

current paper is the neglect of disruptions, and in this regard, future studies can add resilience strategies such as backup suppliers 

to the current issue. 
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