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1.  INTRODUCTION 

The focus on multiple input multiple output (MIMO) systems in wireless communications stems from their notable 

attributes of high capacity and diversity gain. Extensive research has demonstrated that in scenarios where the fades 

between pairs of transmit and receive antenna elements are independent and identically distributed (i.i.d.), the capacity 

of a Rayleigh distributed flat fading channel exhibits almost linear growth with the minimum number of transmitter and 

receiver antennas [1]-[3]. The study in [3] additionally highlights that Rician fading can enhance the capacity of a 

multiple antenna system, particularly when the transmitter possesses knowledge of the Rice factor. Furthermore, 

findings in [4], [5] reveal that in Nakagami-m fading, the MIMO channel capacity experiences an increase as the fading 

parameters are elevated. 

To harness the benefits of MIMO systems, it is imperative that the receiver and/or transmitter possess access to 

channel state information (CSI). One prevalent method for determining MIMO CSI is through training-based channel 

estimation (TBCE) [6], [7]. The selection of optimal training signals typically involves exploring the minimization of 
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the mean square error (MSE) of the linear MIMO channel estimator. Existing literature suggests that the optimal design 

of training sequences for MIMO channel estimation is intricately linked to the statistical characteristics of the channel, 

such as the fading model and the channel noise model. 

While the Rayleigh model is commonly assumed for fading in many wireless communication systems, it is often 

conjectured that the MIMO channel fading follows a Rayleigh distribution. However, the Nakagami-m model proves to 

be a more suitable fit for the fading channel distribution. The Nakagami-m distribution fading model [8] stands out as 

one of the most versatile, demonstrating greater flexibility and accuracy in aligning with experimental data compared to 

Rayleigh, log-normal, or Rician distributions. This model is characterized by two parameters: the scale parameter and 

the shape parameter, denoted as 'm'. It incorporates the Rayleigh distribution when 'm' equals 1 and the one-sided 

Gaussian distribution when 'm' equals 1/2. Considered a versatile statistical distribution, Nakagami-m accurately models 

a variety of fading environments. 

Various studies, including [4], [5], and [9], have delved into the modeling of Nakagami fading in MIMO channels. 

The challenge lies in determining the parameter 'm' during the estimation of the Nakagami probability density function 

(pdf). To effectively utilize the Nakagami-m distribution for modeling a given set of empirical data, it becomes necessary 

to ascertain or estimate the shape parameter from the data. The receiver, for optimal signal reception in Nakagami fading, 

also requires knowledge of this shape parameter. Different methods can be employed to estimate the required knowledge 

of channel statistics. 

For example, in [10], the problem of estimating the Nakagami 'm' parameter is addressed using maximum likelihood 

(ML) estimation. In [11], a maximum a-posteriori (MAP) estimator is introduced for Nakagami-m fading parameter 

estimation. The derivation of the covariance matrix for correlated Nakagami-m fading channels is presented in [12]. 

Additionally, [13] introduces a copula-based method for estimating the Nakagami fading parameter in the received 

signal, which is subject to fading and contaminated by dependent noise. 

In [7], [14], the authors proposed shifted scaled least squares (SSLS) and minimum mean square error (MMSE) 

estimators for the estimation of Rician fading in MIMO channels. Subsequently, in [15], the correlation between the 

channel Rice factor and the Nakagami shape parameter is utilized to formulate the MIMO channel covariance matrix. 

As a result, the SSLS and MMSE estimators can leverage the knowledge of Nakagami channel statistics, leading to an 

improvement in their performance. Numerical findings affirm the suitability of both estimators for Nakagami MIMO 

channel estimation, with the MMSE channel estimator demonstrating superior performance compared to the SSLS and 

least squares (LS) estimators. However, it is noted that the SSLS and MMSE estimators in [15] are specifically effective 

for scenarios where 'm' is greater than 1. 

In this study, the MAP estimator is employed to estimate the Nakagami fading MIMO channel when 'm' is less than 

1. The joint pdf of the channel vector entries is derived by multiplying the pdfs of the entries, assuming the vector entries 

are uncorrelated. Although the MAP estimation result does not yield a closed-form estimator, it leads to a set of nonlinear 

second-order complex equations. An algorithm is utilized to solve these equations and estimate the channel. Numerical 

results indicate an enhancement in the performance of the MAP estimator with an increase in the Nakagami shape 

parameter. Even in the most challenging scenario, where 'm' equals 0.5, the results are superior to those of the LS 

estimator. 

The remainder of this paper is structured as follows: The next section introduces the system model of interest and 

outlines some assumptions regarding the fading process. Section 3 delves into the study of the MAP estimator. 

Numerical examples are presented in Section 4, while Section 5 serves as the conclusion for this paper. 

 

2.  THE SYSYEM MODEL 

We consider a MIMO system with n t transmitter and n r receiver antennas. The frequency-flat block fading model is 

assumed for the MIMO channel. It means that the channel response is fixed within one block and can vary from one block 

to another one randomly. Each transmitted block contains training and data symbols. The frame structure is the same for 

all Tx antennas. Training and data symbols are located at the beginning and the end of the blocks, respectively. In practice, 

the channel is estimated using training symbols in the training phase, which will be used for data detection. To estimate 

the MIMO channel in each block, it is required that n p ≥ n t training signals are transmitted by each transmitter antenna. 

The n r × n p complex received signal matrix can be expressed as 
 

𝐘 = 𝐇𝐗 + 𝐕,                                                               (1) 
 

where X and V are the complex n t -vector of transmitted sequences on the n t transmit antennas and n r -vector of additive 

noise, respectively, and H is the n r × n t channel matrix. The elements of noise matrix are i.i.d. complex Gaussian random 

variables with zero mean and the variance 𝜎𝑛
2 (i.e., CN (0, 𝜎𝑛

2)). The MIMO channel model (1) can be expressed in the 

following vector form: 
 



Majlesi Journal of Telecommunication Devices                        Vol. 13, No. 1, March 2024 
 

3 

 

𝐲 = �̃�𝐡 + 𝐯                                                                 (2) 
                                                                                                                                                               

where y = vec (Y), v = vec (V), 𝐗 = 𝐗𝑇 𝐈𝑛𝑟, and  h = vec (H). The notation (٠) T is reserved for the matrix transpose, 

  for the Kronecker product. 𝐈 𝑟 denotes the r ×  r identity matrix. The operand vec (٠) stacks all the columns of the 

matrix argument into one tall column vector.     

The entries of the channel matrix H in (1) or the vector h in (2) are assumed to be complex random variables with 

the following general form 
 

h𝑖𝑗 = Re
jΘ                                                                   (3)                                                                                                                                 

 

where R is the envelope and Θ is the phase. The Nakagami-m fading envelope R has the following pdf [8] 
 

𝑓R(𝑟) =
2(
𝑚

Ω
)
𝑚
𝑟2𝑚−1

𝛤(𝑚)
exp (−

𝑚

Ω
𝑟2) ;     𝑟 ≥ 0 , 𝑚 ≥ 0.5  

                                                                                    (4) 
                                                                                                          

      Where Ω = E[R2] is the expected value of the average power, and 𝑚 = Ω2/V[R2] is the shaping parameter which 

controls the shape of the distribution, and E[R2] and V[R2] respectively denote the expectation and variance of R2.  
In (4), Γ(·) is the gamma function as follows 

 

𝛤(𝑚) = ∫ 𝑥𝑚−1 𝑒−𝑥 𝑑𝑥
+∞

0
                                         (5)                                                                                                                       

 

The mean and variance of R can be written as follows:  
 

E[R] =
𝛤(𝑚+1/2)

𝛤(𝑚+1)
√
Ω

𝑚
                                                    (6) 

 

V[R] = Ω(1 −
1

𝑚
(
𝛤(𝑚+1/2)

𝛤(𝑚+1)
)
2

)                                   (7) 

 

      The k-th moment of the Nakagami-m distribution is given by [10] 
 

E[R𝑘] =
𝛤(𝑚+𝑘/2)

𝛤(𝑚)
(
Ω

𝑚
)
𝑘/2

                                            (8) 

 

In (3), the phase Θ is assumed to be uniformly distributed as follows:  

 

𝑓𝛩(Ɵ) =
1 

2𝜋
 ,        − 𝜋 ≤  Ɵ ≤ 𝜋                                  (9) 

 

The Nakagami-m distribution covers a wide range of fading conditions. For example, when m=0.5, it is reduced to 

a one-sided Gaussian distribution and when m=1, it is reduced to a Rayleigh distribution. In the limit when m→ ∞, the 

channel becomes static, and its corresponding pdf becomes an impulsive function located at √Ω. For m < 1, the fading 

is more severe than the Rayleigh fading, and for values of m > 1, the fading is less severe. For the values of m > 1, the 

Nakagami-m distribution closely approximates the Rician distribution [15]. In the rest of the paper, we assume that m<1, 

unless otherwise specified. 

 

3.  MAP CHANNEL ESTIMATION 

We assume that channels between each pair of transmit and receive antennas, i.e., hij’s, are independent. Therefore, 

the joint pdf of the entries of h is computed by multiplying the pdfs of the entries using (4) and (9) as 

 
 

𝒑(𝐡) = C ∏ ∏ |ℎ𝑖𝑗|
2(𝑚−1)𝑛𝑡

𝑗=1  exp (−
𝑚

Ω
∑ ∑ |ℎ𝑖𝑗|

2𝑛𝑡
𝑗=1

𝑛𝑟
𝑖=1 )

𝑛𝑟
𝑖=1                         (10) 

 

 

     Where C = (𝑚𝑚/𝜋 Ω𝑚 𝛤(𝑚))
𝑛𝑟 𝑛𝑡

 and ℎ𝑖𝑗 , 𝑖 = 1, 2, … , 𝑛𝑟; 𝑗 = 1, 2, … , 𝑛𝑡   are the elements of the channel matrix H in 

(1). The conditional pdf can be computed as 

 
 

𝒑(𝐲|𝐡) =
1

𝜋𝑛𝑟 𝑛𝑡 det (𝐂𝐕)
 𝑒𝑥𝑝 (−

1

𝜎𝑛
2  ∑ ∑ |𝑦𝑖𝑗−𝑧𝑖𝑗|

2𝑛𝑡
𝑗=1

𝑛𝑟
𝑖=1 )                                 (11) 
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     Where 𝜎𝑛
2 is the variance of the elements of additive receiver noise matrix V in (1), 𝐂𝐕 is the covariance matrix of the 

elements of the vector v in (2), 𝑦𝑖𝑗 , 𝑖 = 1, 2, … , 𝑛𝑟; 𝑗 = 1, 2, … , 𝑛𝑡 are the elements of the received signal matrix Y  in 

(1),  𝑧𝑖𝑗 = ∑ ℎ𝑖𝑛 𝑥𝑛𝑗
𝑛𝑡
𝑛=1 , 𝑖 = 1, 2, … , 𝑛𝑟;   𝑗 = 1, 2, … , 𝑛𝑡, and 𝑥𝑖𝑗 , 𝑖, 𝑗 = 1, 2, … , 𝑛𝑡 are the elements of the training matrix 

X in (1).  

In MAP, the channel is estimated in order to maximize 𝒑(𝐡) 𝒑(𝐲|𝐡) as follows: 
 

�̂�𝑀𝐴𝑃 = argmax
𝐡

 (𝒑(𝐡) 𝒑(𝐲|𝐡)),                                (12) 

 

or equivalently, 
 

�̂�𝑀𝐴𝑃 = argmax
𝐡

 (ln 𝒑(𝐡) + ln𝒑(𝐲|𝐡)).                     (13) 

 

      Using (10), (11) and by differentiating ln 𝒑(𝐡) + ln𝒑(𝐲|𝐡) with respect to ℎ𝑘𝑙 , 𝑘 = 1, 2, … , 𝑛𝑟;                 𝑙 =
1, 2, … , 𝑛𝑡 and setting the results equal to zero, 𝑛𝑟𝑛𝑡 complex second-order equations are obtained as  
 

−(𝑚 − 1) +
𝑚

Ω
 |ℎ𝑘𝑙|

2 − (∑𝑥𝑙𝑗𝑦𝑘𝑗

𝑛𝑡

𝑗=1

)  ℎ𝑘𝑙 

−∑∑𝑥𝑙𝑗𝑥𝑛𝑗

𝑛𝑡

𝑛=1
𝑛≠𝑙

𝑛𝑡

𝑗=1

ℎ𝑘𝑛ℎ𝑘𝑙 + (∑|𝑥𝑙𝑗|
2

𝑛𝑡

𝑗=1

) |ℎ𝑘𝑙|
2 = 0 

 

𝑘 = 1, 2, … , 𝑛𝑟;    𝑙 = 1, 2, … , 𝑛𝑡                               (14) 
 

      Where  (. ) denotes the complex conjugate. Assuming that a training matrix X with orthogonal rows is used here, we 

have 

 

∑ 𝑥𝑙𝑗𝑥𝑛𝑗
𝑛𝑡
𝑗=1 = 0            𝑓𝑜𝑟 𝑙, 𝑛 = 1,2, … , 𝑛𝑡             (15) 

 

      Using (15), it is straightforward to show that under orthogonal training for the MAP estimator, (14) reduces to 
 

𝑎𝑙|ℎ𝑘𝑙|
2 − 𝑏𝑘𝑙  ℎ𝑘𝑙 − (𝑚 − 1) = 0  

 
 

𝑘 = 1, 2, … , 𝑛𝑟;     𝑙 = 1, 2, … , 𝑛𝑡                              (16)  
                                                    

     Where, 
 

𝑎𝑙 =
𝑚

Ω
+ ∑ |𝑥𝑙𝑗|

2𝑛𝑡
𝑗=1 ,                                                  (17) 

 

𝑏𝑘𝑙 = ∑ 𝑥𝑙𝑗𝑦𝑘𝑗
𝑛𝑡
𝑗=1                                                      (18) 

 

      Generally, the second-order equations of (16) have two roots for any k, l. The roots that maximize the function 

𝒑(𝐡) 𝒑(𝐲|𝐡) are chosen. Suppose ℎ𝑘𝑙 = ℎ𝑘𝑙𝑅 + 𝑗ℎ𝑘𝑙𝐼, where ℎ𝑘𝑙𝑅 is the real part of ℎ𝑘𝑙  and ℎ𝑘𝑙𝐼  is the imaginary part 

of ℎ𝑘𝑙 . Also, suppose 𝑏𝑘𝑙 = 𝑏𝑘𝑙𝑅 + 𝑗𝑏𝑘𝑙𝐼 , where 𝑏𝑘𝑙𝑅 is the real part of 𝑏𝑘𝑙  and 𝑏𝑘𝑙𝐼  is the imaginary part of 𝑏𝑘𝑙 . 

Substituting them in (16) and with some calculations, for 𝑘 = 1, 2, … , 𝑛𝑟;   𝑙 = 1, 2, … , 𝑛𝑡 we will have 
 

𝑑𝑘𝑙  (ℎ𝑘𝑙𝑅)
2
+ 𝑒𝑘𝑙  ℎ𝑘𝑙𝑅 − (𝑚 − 1) = 0,                   (19) 

 

                                

ℎ𝑘𝑙𝐼 = −ℎ𝑘𝑙𝑅  
𝑏𝑘𝑙𝐼

𝑏𝑘𝑙𝑅
  .                                                  (20) 

 

      Where, 
 

𝑑𝑘𝑙 = 𝑎𝑙 (1 + (
𝑏𝑘𝑙𝐼

𝑏𝑘𝑙𝑅
)
2

) , 𝑒𝑘𝑙 = −(𝑏𝑘𝑙𝑅 +
(𝑏𝑘𝑙𝐼)

2

𝑏𝑘𝑙𝑅
).  (21)                                                                                 
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In order to estimate the channel matrix H, We use Algorithm 1, as follows: 
 

Algorithm 1: The MAP estimation’s steps. 
Step 1: Solve the second order equation (19) for 𝑘 = 1 and 𝑙 = 1, 2,… , 𝑛𝑡 (there are two roots for any 𝑘, 𝑙, generally) 

Step 2: Calculate (20) for 𝑘 = 1, 𝑙 = 1, 2, … , 𝑛𝑡 and for both roots of (19) 

Step 3: Calculate ℎ𝑘𝑙 = ℎ𝑘𝑙𝑅 + 𝑗ℎ𝑘𝑙𝐼 for 𝑘 = 1 and            𝑙 = 1, 2, … , 𝑛𝑡 and for both roots of (19) 

Step 4: Calculate the function 

𝑓(𝑘) = ∑ 𝑙𝑛|ℎ𝑘𝑗|
2(𝑚−1)𝑛𝑡

𝑗=1 −
𝑚

Ω
∑ |ℎ𝑘𝑗|

2𝑛𝑡
𝑗=1 − ∑ |𝑦𝑘𝑗−𝑧𝑘𝑗|

2𝑛𝑡
𝑗=1   

for 2𝑛𝑡 combinations of roots obtained in step 3 and choose a combination of roots that maximizes 𝑓(𝑘) 
Step 5: Repeat steps 1-4 for 𝑘 = 2,… , 𝑛𝑡 

 

In Step 4 of the Algorithm 1, we are using the following relation 
 

ln 𝒑(𝐡) + ln𝒑(𝐲|𝐡) = ln C + lnB + ∑ 𝑓(𝑘)
𝑛𝑡
𝑘=1                    (22) 

 

      Where B = 1/𝜋𝑛𝑟 𝑛𝑡 det (𝐂𝐕), and B, C are independent of ℎ𝑘𝑙 .  
 

4.  SIMULATION RESULTS 

In this section, the performance of the MAP estimator is numerically evaluated. To measure the accuracy of the 

channel estimation, we use the normalized mean square error (NMSE) defined as follows 
 

2

2

ˆ{|| || }

{|| || }

F

F

E
NMSE

E




h h

h
                                                           (23) 

 

For simulations, we generate samples of MIMO channels using the Nakagami-m distribution. For the training 

sequences, we use the orthogonal sequences proposed in [6] ad [7]. For each signal-to-noise ratio (SNR), we run 5000 

simulations and average find the NMSE using (23).  

Fig. 1 shows NMSE of the LS estimator [10] and the MAP channel estimator (algorithm 1) with orthogonal training 

versus signal to noise ratio (SNR) for various Nakagami shape parameters when n r= n t=1. As it is expected, the LS 

estimator can not exploit the knowledge of m, a phenomenon that is confirmed in [15]. In [6], [7] and [15] it was shown 

that the LS estimator does not require any knowledge of the channel and that the performance of the LS estimator is 

independent of the channel shape parameter, m, and the correlation coefficients. Here, we use the LS estimator as a 

benchmark for comparison. It is observed that one-sided Gaussian distribution (m = 0.5) is the worst case for the MAP 

estimation, however, the result is still better than LS estimation. Moreover, by increasing m the performance of the MAP 

estimator improves, especially at low SNRs. 

Figs. 2 and 3 show the NMSE of the LS and MAP estimators for higher number of transmitter and receiver antennas. 

As can be seen, at high SNRs, the performances of the MAP estimator for different values of m are similar particularly 

for lower number of transmitter and receiver antennas. It is notable that in the special case of m = 1, i.e Rayleigh fading, 

the MAP estimator is the same as the MMSE estimator of [6] for low correlations.  

Figs. 4, 5, and 6 compare the NMSE of the MAP channel estimator versus SNR for various number of transmitter 

and receiver antennas when m=0.5, m = 0.75, and m=1, respectively. As expected, increasing the number of transmitter 

and receiver antennas results in higher channel estimation error. 

 

 
 

Fig. 1. NMSE of the LS and MAP estimators vs. SNR for various Nakagami shape parameters and  𝑛𝑟 = 𝑛𝑡 = 1. 
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Fig. 2. NMSE of the LS and MAP estimators vs. SNR for various Nakagami shape parameters and  𝑛𝑟 = 𝑛𝑡 = 2. 

 
 

 
 

Fig. 3. NMSE of the LS and MAP estimators vs. SNR for various Nakagami shape parameters and  𝑛𝑟 = 𝑛𝑡 = 3. 

 
 

 
 

Fig. 4. NMSE of the MAP estimator vs. SNR for various number of antennas 𝑛𝑟 = 𝑛𝑡 and m = 0.5. 
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Fig. 5. NMSE of the MAP estimator vs. SNR for various number of antennas 𝑛𝑟 = 𝑛𝑡 and m = 0.75. 

 

 
 

Fig. 6. NMSE of the MAP estimator vs. SNR for various number of antennas 𝑛𝑟 = 𝑛𝑡 and m = 1. 

 

5.  CONCLUSIONS 

This paper introduces the MAP estimator for estimating Nakagami fading in uncorrelated MIMO channels with m 

< 1. The proposed approach yields a set of second-order nonlinear equations characterized by complex coefficients. An 

algorithm is employed to solve these equations and obtain the channel coefficients. As anticipated, an increase in the 

Nakagami shape parameter contributes to an enhancement in channel estimation accuracy. Remarkably, the MAP 

estimation results outperform classical LS estimation, even under severe fading conditions, such as when m=0.5. In the 

special case where m=1, corresponding to the Rayleigh fading model, the MAP approach presented in this paper aligns 

with the MMSE technique from [6] for uncorrelated channel scenarios. It is noteworthy that for m > 1, the channel 

follows a Rician distribution and experiences less severe fading. Previous work in [15] has addressed the estimation of 

this channel type, and the results align with the findings presented in this article. Nakagami fading is recognized as a 

suitable model for wireless environments, with the Nakagami-m distribution often providing the best fit for land-mobile 

and indoor-mobile multipath propagation. 
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INTRODUCTION 

Networks play an important role in today's human societies, and since the data in many different fields can be 

naturally converted into graph structure, it can be claimed that this network is present in all fields. [1]. Many of the 

above systems and networks can be modeled as a network, where the links of the networks represent the relationships 

between the internal components of the system (nodes). In different domains, network links can represent different types 

of relationships such as human friendship, organizational structure, physical proximity of animals, infrastructure 

connections, web links [2]. Technological networks, including the Internet, electricity networks, telephone networks and 

road networks are an important part of daily life. Some of the popular networks include social media and online social 

networking sites like Facebook. 

In general, one of the things that we see a lot in nature and has existed since the beginning of creation, is the existence 

of different communities (groups). A community, also known as a module or cluster, is a collection of nodes that are 

almost interconnected and have an inherently network-specific structure. Identifying Nodes that belong to the same 

community frequently exhibit similar characteristics, such as sharing common functions, interests, or goals. Therefore, 

the detection of communities is a significant consideration in network analysis [3]. Therefore, the study of various 

aspects of these networks has been taken into consideration by many researchers. An important topic in the analysis of 

social networks is the exploration of group identification. A significant aspect of social networks involves understanding 

their formation. This has led to the emergence of clusters at the graph level. A cluster is a collection of vertices with a 

higher number of internal edges than external edges linking these vertices to vertices in other clusters. [4]. 

So far, Numerous algorithms have been suggested for identifying communities, and these algorithms can be broadly 

categorized as either general or local methods. [5]. General methods have high complexity [6]. Hence, the local group 

detection methods have been developed as a solution for the unavailability of social networks and the complexity of 

calculations. Local algorithms are less accurate than general algorithms due to the use of local information. Also, getting 

stuck in local minima (maxima) is one of the most important problems faced by this group of algorithms, and for this 

reason, these algorithms often do not recover all the vertices of a group and stop after recovering a limited number of 

vertices. Therefore, having an efficient method to overcome these shortcomings is strongly felt. 

ABSTRACT: 
In today's world, networks play a very important role in people's lives. One of the important issues related 
to networks is the issue of detecting communities. These communities are also called groups and clusters. 
Communities include nodes that are closely related to each other. Most of the nodes that are members of 
a community have common properties. In social networks, it is important to detect the community in order 
to analyze the network and it is a very important tool to understand the information of the network and its 
structure. Studying community detection has garnered significant interest in last few years, leading to the 
development of numerous algorithms in this area. this research, we used the gray wolf meta-heuristic 
algorithm and improved it with operators such as mutation, combination, and local search, and also 
improved the final solution of the gray wolf algorithm with the label propagation algorithm to detect 
communities. Experiments showed that the proposed method has high accuracy and also due to the 
applied techniques, the problem converges to the best solution very quickly. 
 
KEYWORDS: Community Detection, Gray Wolf Algorithm, Label Propagation Algorithm, Optimization. 
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In this research, our goal is to present a meta-heuristic algorithm method and improve it with mutation and 

combination operators and local search and integrate it with the label propagation algorithm with the aim of faster 

convergence and better performance to detect communities in social networks. 

 

LITERATURE  

Studying community detection has garnered significant interest in last few years, leading to the development of 

numerous algorithms in this area. The first algorithm presented in community detection was the GN algorithm proposed 

by Girvan and Newman, which was based on the idea of graph partitioning. In this algorithm, it uses the concept of 

connection centrality to find adjacent edges. Despite the improvements, the algorithm has a high time complexity. [7]  

Clauset  et al introduced a fast greedy algorithm that works with modularity. [8] At first, each node is assigned to a 

cluster. Then, the amount of modularity change ΔQ ij in the combination of clusters is calculated. The combinations that 

have the highest increase are merged and become a new cluster. Modularity change is calculated only for clusters that 

have been affected. Once again, the combination with the highest value is merged. This process continues until all nodes 

become several large communities. This process is both memory efficient and fast in terms of time. This is because the 

modularity change is only updated for the affected clusters. The time complexity of the algorithm is close to linear. Zhao 

et al presented the CL Anet method, which is used for modularity maximization along with a local limiter using learning 

automata. [9]. An article by Panizo et al. [10] titled "Genetic Algorithm with Local Search Based on the label 

Propagation for detecting dynamic communities" was published. The idea used in this article is to combine the label 

propagation algorithm with the genetic algorithm. In 2022, an article [11] titled "An algorithm based on gray wolf 

optimization and balanced modularity for community detection in social networks" was published by Ehsan Jokar et al. 

In this paper, to improve the gray wolf algorithm, they used the label propagation algorithm to generate the initial 

population and applied the local search operator to the best solution of the algorithm. Fatemeh Besharatnia et al. [12] 

used the gray wolf algorithm to detect communities in static networks. In their method, they used the modularity criterion 

as the objective function. The comparison of the results of their method with other famous algorithms showed that their 

method has good performance and accuracy. 

Raghavan [13] was the first one who used the label propagation algorithm for the problem of community detection. 

The purpose of this algorithm is to divide the network without knowing the size and number of communities. The steps 

of the standard algorithm are as follows: First, all the nodes are given a unique initial label. Then a random visit list is 

generated for all nodes. The label of each node is updated according to the label of neighboring nodes. The tag that has 

the highest number of repetitions in the neighbors is tied to it, and if there are several tags with the same number of 

repetitions, the tag is randomly selected from among them. This operation of updating labels will continue until the label 

of each node is equal to the label of most of its neighbors. Finally, the nodes that have the same label are placed in a 

community. The time complexity of the label propagation algorithm is close to linear, and hence it is a suitable candidate 

for detecting communities in social networks. 

 

RESEARCH METHODOLOGY 

Our goal in this research is to introduce a new model for detecting communities using the meta-heuristic algorithm 

of the gray wolf optimizer in social networks and improve it with mutation and combination operators and local search 

and combine it with the label propagation algorithm that has linear time complexity [14] and is one of the famous and 

fast algorithms in the issue of community detection with the aim of detecting common nodes. In the following, the 
performance of this algorithm has been evaluated by applying it to the problem of community detection and 
evaluating the quality of communities. 

 

GRAY WOLVES METAHEURISTIC ALGORITHM 

Inspired by the social life and hunting of gray wolves, The gray wolf algorithm employs four categories of wolves 

to model hierarchical leadership patterns. Gray wolves demonstrate a highly structured social hierarchy, with the alpha 

pair consisting of one male and one female serving as leaders. The alpha is primarily tasked with making decisions 

related to hunting, resting locations, and wake-up times, and their directives are followed by the rest of the group. 

However, instances of democratic behavior have been noted, wherein the alpha defers to other pack members. During 

group assemblies, the alpha's status is affirmed as the rest of the pack holds its tail down in recognition. Because the 

group is required to comply with the alpha's commands, only alpha wolves have the privilege of selecting a mate within 

the pack. It is intriguing to note that the alpha is not always the most physically dominant group member, but rather 

excels in group management. This serves to demonstrate that the organization and discipline within a group hold greater 

significance than sheer power. [15, 18]. 
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The gray wolf hierarchy's second tier is occupied by the beta, who serves as the advisor to the alpha and organizes the 

group's activities. The beta then ensures the implementation of the alpha's directives across the group and provides 

feedback to the alpha. Within the gray wolf structure, the omega holds the lowest rank and assumes the role of the 

victim, being the last among the wolves to partake in eating. Any wolf not classified as an alpha, beta, or omega is 

referred to as a subordinate (or delta in certain sources). The delta wolf is required to report to the alpha and beta, but 

holds dominance over the omega. 

 

 
Fig. 1. Schematic diagram of GWO. [19]. 

 

 

In addition to the social hierarchy, gray wolf hunting has three stages: tracking, chasing and approaching the prey. 

To model the social hierarchy of wolves, we consider alpha as the best answer and beta and delta as the second and third 

among the best solutions. We consider the rest of the candidate solutions to be Omega. Optimization is driven by alpha, 

beta and delta and the fourth group follows these three groups. The modeling of wolves' siege behavior uses relations 1 

and 2: 

 

 

 

 

 

Where, t is the current iteration number, A and C are coefficient vectors, Xp is the position vector of the prey and X 

is the position vector of a wolf. To calculate vectors A and C, relations 3 and 4 are used. 

 

  

 

 

The vector a decreases from 2 to 0 linearly during the iteration period in both exploration and exploitation phases. R 

is a random vector between 0 and 1. Due to the randomness of the vectors r1 and r2, wolves can change their position in 

the space containing the prey randomly and using relations 5 and 6. This idea can be expanded to apply to an n-

dimensional search space, where the gray wolves navigate around the optimal solution found in a greater number of 

dimensions compared to the dimensions of a cube. 

Alpha wolves typically lead gray wolf hunts, with occasional participation from beta and delta wolves. To emulate 

this behavior, we store the three best solutions acquired and compel other search agents to adjust their position based on 

the location of the top search agents according to equation 7. 

In this algorithm, the implementation of the exploit or attack phase, which happens when the prey is stopped, is done 

by reducing the value of the variable a from 2 to 1. The value of A is also dependent on a, so it decreases. 
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As the value of A decreases, wolves are forced to attack prey. An identification phase is also provided to avoid 

getting stuck in the local minimum trap. Wolves move away from each other to search for prey and come close to each 

other to attack and cooperate. To simulate this divergence, we use vector A with random values larger than 1 or smaller 

than -1 as shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Attacking prey versus searching for prey. 

 

Another influencing factor is the process of identifying the C value. The value of this random numerical vector is in 

the interval of [0, 2] and this random value intensifies (C>1) or weakens (C<1) the influence of the position of the prey 

in determining the distance. This vector can also be considered as the effect of obstacles that prevent approaching the 

prey in nature. 

 
Fig. 3. Pseudo code of the GWO algorithm. 

 

 

THE PROPOSED ALGORITHM 

Detecting communities is very important and vital in extracting the network format. A large number of proposed 

algorithms are known to date, one of their most important problems is the scalability of these types of algorithms. In 

this research, gray wolf meta-heuristic algorithm has been used along with applying techniques such as: mutation, 

combination and local search operators and its combination with label propagation algorithm, so that our proposed 

method converges to the best possible solution with better speed and accuracy than other algorithms. 

 

EVALUATION CRITERIA 

The quality of communities obtained by the algorithm is obtained using the modularity criterion provided by Girvan-

Newman. 

 

 

 

 

Where A is the adjacency matrix of the network, ki represents the degree of node i, and m is the number of edges in 

the network. The function δ has a value of one for two vertices inside a community and zero otherwise. If the number 
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of outcluster edges is as many random graphs, then Q will be zero. Q values close to 1 indicate a strong community 

structure. In practice, this value is between 0.3 and 0.7 for the structure of strong communities. [16,20]. 

 

DATASET 

The specifications of the dataset used in this research are as follows. 

 

Table 1. Test network specifications 

Dataset The number of nodes The number of edges 
The number of 
communities 

Oriented 

Dolphin Social Network 62 159 2 No 

 

DOLPHIN BOTTLENOSE NETWORK 

The Bottlenose Dolphins network consists of 62 nodes and 159 edges that reflect the social behavior between 

dolphins. The network was created by David Lusseau, a biologist who spent 7 years scrutinizing dolphin behavior and 

mining data for the network. In this way, if a connection is established between two dolphins, a connection is created. 

The figure below shows the basic template of the Dolphin Network community [17]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                  Fig. 4. Dolphin network graph. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

                        Fig. 6. Algorithm test result. 

 

 

 

 

 

 

                                                                                                                        Fig. 5. Summary of the proposed method. 
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RESEARCH FINDINGS 

In this article, by using the gray wolf meta-heuristic algorithm and applying several techniques on it to improve the 

algorithm, we were able to achieve better performance and modularity than other methods. 

In the implementation of our proposed method (GWO-LP), we created the gray wolf algorithm along with the 

changes we considered to improve it in the form of a function called GWO. Before calling the GWO function, it is 

necessary to create the adjacency matrix of the desired graph in the form of a two-dimensional matrix. After creating 

the adjacency matrix of the desired data set, it is enough to call the GWO function to perform the community detection 

operation. After the gray wolf algorithm is fully implemented, we apply the label propagation algorithm to the labels 

obtained by the gray wolf algorithm, with the aim of increasing the modularity. 

In this step, we traverse all the nodes of the graph by the label propagation algorithm. In the label propagation 

algorithm, we relabel nodes that overlap, that is, nodes that can belong to multiple communities, if possible, based on 

the importance of neighboring nodes. After changing the labels by the label propagation algorithm, if we reach a higher 

modularity, we accept the labels of the label propagation algorithm as the final solution. 

The results obtained from running the algorithm on the Dolphin dataset are reported in the table below. Also, the 

images of the convergence diagram and the discovered communities are specified below. 

 

Table 2. Results of running the algorithm on the dolphin dataset 

Dataset 
The number of 

repetitions 
The number of gray wolves Modularity 

dolphin 100 80 
0.5277 

 

 
Table 3. Test results 

 Newman 
NLPSO-

D 

Ga-

net 
CNM MODPSO BGLL 

GWO-

LP 

Dolphins 0.465 0.5144 0.4946 0.4950 0.5268 0.526 0.5277 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. The structure of communities detected in Dolphin graph. 

 

CONCLUSION  

So far, many algorithms have been presented for the topic of community detection, most of them have problems 

such as unstable results, lack of scalability, long execution time, etc. In this research, we proposed an improved gray 

wolf algorithm for community detection. We also used the label propagation algorithm, which is considered a fast 

algorithm, to improve the solution obtained by the gray wolf algorithm. By examining the results, we have come to the 

conclusion that the presented model achieves higher modularity than other meta-heuristic algorithms. Also, due to the 

use of existing edges, between graph nodes in the construction of the initial population and the use of various operators 

such as mutation, combination and local search, etc., the algorithm has faster convergence than other methods. 
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1. INTRODUCTION 

     Combining the traditional Ultra-wideband (UWB) antennas with modern integrated systems is not feasible due to the 

complicated systems and big dimensions. The low-profile planar antennas are a favorite in UWB applications. Therefore, 

the surface antennas are taken into consideration when they are fed by a coplanar waveguide based on their significant 

competencies e.g., broadband frequency ranges, compact size, simple matching with integrated circuits, and stable 

radiation patterns. Several structures of the monopole antenna have been studied in wideband applications including 

circular, square, elliptical, trapezoidal, rectangular, and mixed-shape structures [1]-[7]. Various approaches have been 

suggested to improve the antenna bandwidth. Printing parasitic elements around the main monopole antenna can increase 

the bandwidth of the planar antenna [8]-[12]. The triangular monopole antenna in previous studies had a good impedance 

bandwidth but needs to be enhanced to achieve better performance [13]-[14]. Another way to improve the antenna 

bandwidth is to shape the ground plane. In [16], the slots are cut from the circular monopole antenna and ground plane. 

A trapezoid monopole antenna with a sleeve and slots embedded in the ground plate to increase the bandwidth was 

presented in [17].  

     This work introduces a new triangular radiator with two-pair sleeves ranging from 2.45-11 GHz. Finally, the ground 

plane of the suggested antenna is modified circularly. 

 

2. ANTENNA STRUCTURE 

     Fig. 1 presents the suggested antenna. As shown, the ground plate is truncated and parasitic elements are extensions 

of ground planes as sleeves. The substrate is FR-4 with 𝜀r=4.3. The two-pair sleeves are parallel to the monopole radiator 

and have grown out of the ground plane. The printed-strip sleeve lengths and spacing are denoted as LS1, LS2, WS1, and 

WS2, respectively. The variables include the monopole height (hm), sleeves lengths (LS1, LS2), monopole, sleeves flare 

angle (𝜃), sleeves widths (WS1, WS2), and spacing between the sleeves and the monopole (S1, S2). 

ABSTRACT: 
This paper proposes a monopole antenna with two-pair sleeves that is fed through a coplanar waveguide. 
The new structure is composed of a triangular radiator and sleeves in size of 40× 40×1.6 mm3. The 
suggested structure is constructed on an FR-4 PCB layer with a dielectric constant of Ԑ r=4.3. The best 
results are obtained by parameters sweep study with the CST simulator. According to the results, the 
bandwidth range is 2.45-11 GHz, expressing that the compact design covers an ultrawide bandwidth. The 
optimized antenna is manufactured and the measurement outcome of the return loss is compared with the 
CST simulator results at various frequencies, representing a satisfactory consistency of simulation and 
measurement results. 
 
KEYWORDS: Sleeve Antenna, Triangular Monopole, Coplanar Waveguide-Fed, Ultra-Wideband. 
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Fig. 1. Geometry of proposed triangular sleeves monopole antenna. 

 

3. ANALYSIS AND SIMULATION 

     The appropriate structure of the antenna is designed and simulated with the genetic algorithm (GA) optimizer at the 

CST simulator. The aim of the optimization process was to determine the antenna dimensions which resulted in a return 

loss of less than -10dB. The GA is a method of random search; thus, it is not accurate. Therefore, the results of the model 

were improved by Sweep parameters. The strip and gap width are set to 2.6 mm and 0.28 mm respectively to reach the 

50ohm CPW feed. The optimal selected parameters are shown in Table 1. 

 

Table 1. The best parameters of the antenna. 

parameters Value(mm) 

hm 10.8 

LS 2.8 

WS 1.3 

l 25 

S1 1.2 

S2 4 

𝜃 0.72(rad) 

W 40 
 

      As displayed in Fig. 2, the antenna bandwidth is 2.5-5.1 GHz without the sleeves, which denotes a relatively small 

bandwidth. Through adding two-pair sleeves to the printed triangular radiator, the bandwidth is improved, covering the 

2.5-7.5 GHz range (return loss ≤ −10 dB), however, two-pair sleeves sound more efficient because of the wide 

impedance bandwidth from 2.45 to 11 GHz. Furthermore, we study three pair sleeves surrounding the monopole antenna, 

which leads to increased antenna size, without improving the bandwidth. 
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Fig. 2. The results of the simulation of the S11 of the designed antenna without the sleeve, with one and two-pair 

sleeves. 

 

4. PARAMETRIC STUDY AND DISCUSSION 

      Fig. 3 shows the simulations of the current distributions from the suggested structure at the frequencies of 5.5, 7.5, 

and 9.5 GHz respectively. It represents a strong current distribution around the sleeves and curved ground.  

 

 
(a) 

 
(b) 
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(c) 

Fig. 3. Simulation of the current distributions for the suggested structure at, a) 5.5 GHz, b) 7.5 GHz, c) 9.5 GHz. 

 

       Fig. 4 presents the effect of flare angle (𝜃) on the return loss. It is a main parameter at the return loss of the structure. 

The optimum return loss for flare angle is about 𝜃 =0.72 rad.  

 
Fig. 4. Simulation results of the return loss for several flare angles (𝜃). 

 

      The return loss curves shown in Fig. 5 are derived through simulations of various monopole heights. The monopole 

height affects lower frequencies of bandwidth. The optimum return loss is about hm=10.8 mm for monopole height. 

 

 
Fig. 5. Simulated return loss for several monopole heights (hm). 
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      The spacing between sleeves and the main radiator effect the higher frequency of bandwidth, as shown in Fig. 6.  
The best results are obtained for S1 (spacing between the main radiator and the near sleeve) = 1.2 mm and S2 (spacing 

between the main radiator and farther sleeve) = 4 mm. 

 
(a) 

 
(b) 

Fig. 6. The results of the simulation of the S11 for several values of spacing between the main radiator and sleeves; a) 

the near sleeves (S1), b) the farther sleeves (S2). 

 

      Fig. 7 illustrates the simulation of the return loss for several sleeve-length LS. The sleeve length affects all over the 

bandwidth, as observed. LS=2.8 mm has the best bandwidth. 
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Fig. 7. The Simulation results of the S11 for several values of sleeves length (Ls). 

 

      The simulation results of the S11 for various amounts of sleeve width are plotted in Fig. 8. All of the values control 

good bandwidth, but WS =1.3mm holds the better result. 

 

 
Fig. 8. The Simulation results of S11 for sleeves width (WS). 

 

Fig. 9 displays the peak gain of the suggested sleeve structure. The peak gain is almost 6.8 dBi at 10.7 GHz frequency. 

 
Fig. 9. The peak gain of the suggested sleeve monopole antenna. 

 

5. FABRICATION AND MEASUREMENTS 

      An experimental evaluation of the optimized antenna was conducted by implementing and testing the proposed 

antenna. For this purpose, the printed sleeves monopole antenna is manufactured on an FR-4 PCB substrate. Fig. 10 

shows the manufactured proposed antenna. 

 

 
Fig. 10. The manufactured sleeves monopole antenna. 
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      The return loss curves of the measuring and simulation results of the designed structure are plotted in Fig. 11. The 

10-dB bandwidth reaches 2.45 - 11 GHz to meet the requirements of the UWB application. According to equations 1 

and 2, the bandwidth efficiency is 127.14%. 
  

𝐵𝑊(%) =
𝑓𝐻−𝑓𝐿

𝑓𝐶
                                                                         (1) 

𝑓𝐶 =
𝑓𝐻+𝑓𝐿

2
                                                                                 (2) 

 

      Where 𝑓𝐻, 𝑓𝐿, 𝑓𝐶 are the operation band's upper, lower, and center frequency, respectively. The simulation 

corresponds to measurement fairly. 

 
Fig. 11. Results of simulation and measuring of return loss. 

 

The radiation profiles measured in the x-y E and H planes at 5.5 GHz are shown in Fig. 12. 

 

 
(a) 

 
(b) 

2 4 6 8 10 12
-35

-30

-25

-20

-15

-10

-5

0

S
1
1
(d

B
)

freq.(GHz)

 

 
meas

cst



Majlesi Journal of Telecommunication Devices                        Vol. 13, No. 1, March 2024 
 

24 

 

 
(c)  

 
(d) 

Fig. 12. The measuring results of the radiation patterns from the designed structure at 5.5 GHz; a) Co polarization in 

E-Plane, b) Cross polarization in E-Plane, c) Co polarization in H-Plane, d) Cross polarization in H-Plane. 

 

      Finally, a comparison proposed antenna with recent monopole antennas are in Table 2. This table verifies the 

improvement in the bandwidth of our proposed antenna. 

 
Table 2. Comparison between monopole antennas 

Reference 
Frequency 

range (GHz) 
Bandwidth 

(%) 
Dimensions 

(mm3) 

[18] 0.24-0.95 119.3 30×30×320 

[19] 3.92-7.52 62.94 30×32×1.6 

[20] 2.87-11.44 119.7 22×18×1.6 

[21] 0.47-0.9 63 185×45×1.6 

[22] 0.2-0.51 86 530×150×50 

[23] 2.4-7.6 104 
40.5×30.5×1.

6 

Proposed 
antenna 

2.45-11 127.14 40×40×1.6 

 

6. CONCLUSION 

      The printed sleeve triangular monopole antenna was proposed. The CPW-fed characteristics, circular ground plane, 

and       loading two-pair sleeves are tuned to the input impedance matching. The low profile of the designed structure 

is appropriate for integrated systems. The proposed structure has achieved an ultra-wide bandwidth. The accuracy of the 
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result has been verified by the agreement between the simulation and measurement results. Also, the measurement 

results of the radiation patterns of the designed structure show the omnidirectional antenna. This design is a potential 

alternative for future UWB devices based on the results. 
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1. INTRODUCTION 

In 1966, Linear Predictive Coding (LPC) was presented and in 1978 this method was completed [1]. LPC is one of 

the most common audio coding methods that converts analog audio to digital at 2400 bps. 

LPC is one of the powerful methods of high-quality audio encoder analysis that provides very accurate estimates of 

audio parameters. The way LPC works is that speech-like audio signals are produced by a noise, and sounds with 

frequencies have successively added to them alternately. This method is the closest approximation to the real sound. 

The Code Excited Linear Predictive (CELP) was presented in 1985 [2]. CELP is a linear speech encoder 

programming algorithm that converts analog audio to digital audio at 4800 bits per second. This method is high quality 

and is used in MPEG-4 audio speech encoder. 

The Mixed Excitation Linear Predictive (MELP) was registered in 1995 based on LPC. This audio speech coder was 

standardized in 1997[3]. This method is one of the most common audio encoding methods that converts analog audio to 

digital at 2400 bits per second. This method is mainly used in military applications and satellite communications, secure 

voice transmission, and the safety of radio communications. 

 

ABSTRACT: 
This article compares the quality and complexity of LPC, CELP, and MELP standard audio encoders. 
These standards are based on linear predictive and are used in sound (speech) processing. These 
standards are powerful high-quality speech coding methods that provide highly accurate estimates of 
audio parameters and are widely used in the commercial (mobile) and military (NATO) communications 
industries. To compare LPC, CELP, and MELP audio encoders in two male and female voice modes and 
four voice models: quiet, Audio recorded without sound by the microphone, MCE, office, and two noise 
models 1% and 05% were used. The simulation results show the complexity of MELP is higher than LPC 
and CELP in terms of both processor and memory requirements. The MELP analyzer requires 72% of its 
total processing time. This additional memory is, due to the vector quantization tables MELP uses for the 
linear spectral frequencies (LSFs) and the Fourier magnitude. Also, According to the quality comparison 
test using the MOS index, MELP has the highest score, followed by CELP and LPC. 
. 
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2. LPC 

The working method of LPC is that sound signals similar to speech are produced by noise and sounds with alternating 

frequencies are successively added to it. This method is the closest approximation to the real sound. LPC analyzes the 

speech signal by estimating the forms, removing their effects from the speech signal, and estimating the intensity and 

frequency of the residual noise. The process of eliminating these forms is called inverse filtering, and the remaining 

signal after subtracting the filtered modeled signal is called the remaining signal. Since the speech signals are different, 

this process is done in short pieces of the speech signal, which are called frames. In general, LPC compresses the speech 

signal at 30 to 50 frames per second. 

  Because LPC is often used to transmit spectrum information, it must be tolerant of transmission errors. Transferring 

the filter coefficients directly is undesirable because they are very sensitive to error.  

In other words, a very small error can change the entire spectrum 

 

2.1. Bit Allocation 
Bit allocation of LPC frame should be according to the following table [4]. 

 

Table 1. Bit Allocation of LPC Encoder. 

Unvoiced Voiced Bit Unvoiced Voiced Bit Unvoiced Voiced Bit 

R-6* RC(8)-1 37 RC(3)-3 RC(3)-3 19 RC(l)-0 RC (l)-0 1 

RC(1)-6* RC(5)-1 38 RC(4)-2 RC(4)-2 20 RC(2)-0 RC(2)-0 2 

RC(2)-6* RC(6)-1 39 R-3 R-3 21 RC(3)-0 RC(3)-0 3 

RC(3)-7* RC(7)-2 40 RC(l)-4 RC(l)-4 22 P-0 P1-0 4 

RC(4)-6* RC(9)-0 41 RC(2)-3 RC(2)-3 23 R-0 R2-0 5 

P-5 P-5 42 RC(3)-4 RC(3)-4 24 RC(l)-1 RC(l)-1 6 

RC(1)-7* RC(5)-2 43 RC(4)-3 RC(4)-3 25 RC(2)-1 RC(2)-1 7 

RC(2)-7* RC(6)-2 44 R-4 R-4 26 RC(3)-1 RC(3)-1 8 

Unused RC(10)-1 45 P-3 P-3 27 P-1 P-1 9 

R-7* RC(8)-2 46 RC(2)-4 RC(2)-4 28 R-1 R-1 10 

P-6 P-6 47 RC(3)-5*3 RC(7)-0 29 RC(l)-2 RC(l)-2 11 

RC(4)-7* RC(9)-1 48 R-5* RC(8)-0 30 RC(4)-0 RC(4)-0 12 

RC(1)-8* RC(5)-3 49 P-4 P-4 31 RC(3)-2 RC(3)-2 13 

RC(2)-8* RC(6)-3 50 RC(4)-4 RC(4)-4 32 R-2 R-2 14 

RC(3)-8* RC(7)-3 51 RC(1)-5* RC(5)-0 33 P-2 P-2 15 

RC(4)-8* RC(9)-2 52 RC(2)-5* RC(6)-0 34 RC(4)-1 RC(4)-1 16 

R-3* RC(8)-3 53 RC(3)-6* RC(7)-1 35 RC(1)-3 RC(1)-3 17 

Synch. Synch. 54 RC(4)-5* RC(10)-0 36 RC(2)-2 RC(2)-2 18 

 

3. CELP 

CELP is essentially Analysis with Synthesis (AbS) meaning that coding (analysis) is performed with perceptual 

optimization of the decoded signal (synthesis) in a closed loop, the high complexity of CELP was initially an impractical 

proposition. However, many ways to speed up the coding process have been found and CELP has become a practical 

reality [5]. 

                                                           
1 P = Pitch  

2 R = RMS Amplitude  

3 * = Error Control Bit  

Bit 0 = least significant bit of data  
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3.1. Bit Allocation 
Bit allocation of CELP frame should be according to the following table [4]. 

Table 2. Bit Allocation of CELP Encoder. 

Bit Description Bit Description Bit Description Bit Description Bit Description Bit Description 

1 PG(4)-44 25 PG(3)-1 49 LSP 1-2 73 PD(l)-4 97 PG(l)-2 121 LSP 7-2 

2 PD(3)-45 26 PD(4)-5 50 PG(3)-2 74 CG(3)-2 98 CG(3)-4 122 CI(4)-2 

3 LSP 1-16 27 CG(l)-3 51 HP-1 75 LSP 7-1 99 LSP 10-2 123 PD(l)-1 

4 CG(2)-47 28 CI(3)-5 52 PD(3)-1 76 CI(2)-7 100 CI(4)-5 124 PG(2)-4 

5 CI(3)-38 29 LSP 7-O 53 CG(4)-3 77 CI(3)-O 101 CI(2)-O 125 CG(3)-3 

6 CI(l)-8 30 CI(2)-1 54 LSP 8-1 78 PD(2)-5 102 PD(l)-2 126 LSP 3-1 

7 PD(4)-O 31 PD(3)-7 55 PG(3)-O 79 LSP 4-1 103 LSP 5-1 127 CI(l)-7 

8 LSP 8-O 32 CI(l)-O 56 CI(2)-8 80 CG(l)-O 104 SP-O9 128 PD(3)-2 

9 PG(2)-3 33 PG(4)-O 57 PD(4)-1 81 PG(4)-3 105 PG(4)-2 129 CI(2)-6 

10 CG(3)-O 34 LSP 4-3 58 CI(4)-O 82 LSP 9-1 106 CG(2)-3 130 LSP 9-2 

11 PD(l)-5 35 CG(3)-1 59 LSP 3-2 83 PD(3)-6 107 LSP 2-1 131 PG(4)-1 

12 LSP 3-3 36 CI(l)-5 60 PG(2)-O 84 CI(l)-4 108 PD(4)-4 132 CG(l)-1 

13 CI(2)-3 37 PD(2)-O 61 PD(l)-6 85 CG(2)-1 109 CI(l)-2 133 PD(2)-4 

14 CI(4)-4 38 CI(4)-1 62 CG(2)-O 86 LSP 6-2 110 PG(2)-1 134 HP-3 

15 PD(2)-1 39 LSP 9-O 63 CI(3)-6 87 CI(4)-3 111 CI(3)-7 135 LSP 6-O 

16 LSP 10-0 40 CI(3)-8 64 LSP 10-1 88 PG(2)-2 112 LSP 4-O 136 PG(3)-3 

17 PG(l)-3 41 PG(l)-4 65 PG(l)-1 89 PD(4)-3 113 CI(2)-5 137 CI(4)-6 

18 CG(4)-O 42 CG(2)-2 66 CI(4)-7 90 LSP 1-0 114 PD(l)-7 138 PD(l)-O 

19 LSP 5-2 43 PD(l)-3 67 PD(3)-3 91 CG(4)-2 115 PG(l)-O 139 LSP 2-3 

20 PD(3)-O 44 LSP 6-1 68 CG(l)-2 92 LSP 8-2 116 CG(4)-4 140 CG(4)-1 

21 HP-O10 45 CI(3)-4 69 LSP 5-3 93 CI(2)-4 117 LSP 5-O 141 CI(3)-2 

22 CI(l)-1 46 CI(2)-2 70 CI(l)-6 94 HP-2 118 PD(4)-2 142 LSP 4-2 

23 CI(4)-8 47 CG(l)-4 71 LSP 2-O 95 PD(2)-2 119 CI(l)-3 143 PD(3)-5 

24 LSP 2-2 48 PD(2)-3 72 PG(3)-4 96 LSP 3-O 120 CI(3)-1 144 SY11 

                                                           
4 PG(n)-i = Adaptive Code Gain 

5 PD(n)-i = Adaptive Code Index 

6 LSP j-i = Line Spectral Parameter (LSP), 

where j =   LSP number 

7 CG(n)-i = Fixed, Stochastically-derived Code Gain 

8 CI(n)-i = Fixed, Stochastically-derived Code Index 

9 SP = Expansion Bit 

10 HP-i = Parity 

11 SY = Synchronization Bit 

Note: i = bit number, with O being the least significant bit 

n = subframe number 

https://doi.org/10.30486/mjee.2023.1979949.1074
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4. MELP 

MELP is based on the traditional LPC model and uses additional features such as mixed excitation, non-periodic 

pulses, adaptive spectrum enhancement, pulse dispersion filter, and Fourier magnitude modeling to improve 

performance. Adding these features allows the encoder to better match the features of the input speech. [6]. 

 

4.1.  Bit Allocation 
Bit allocation of MELP frame should be according to the following table [6]. 

 

Table 3. Bit Allocation of MELP Encoder. 

Unvoiced Voiced Bit Unvoiced Voiced Bit Unvoiced Voiced Bit 

G(1)-1 G(1)-1 37 LSF(1)-7 LSF(1)-7 19 G(2)-1 G12(2)-1 1 

FEC(1)-3 BP-3 38 LSF(4)-6 LSF(4)-6 20 FEC13(1)-1 BP14-1 2 

FEC(1)-2 BP-2 39 P-4 P-4 21 P-1 P15-1 3 

LSF(2)-2 LSF(2)-2 40 LSF(1)-6 LSF(1)-6 22 LSF(2)-1 LSF16(2)-1 4 

LSF(3)-4 LSF(3)-4 41 LSF(1)-5 LSF(1)-5 23 LSF(3)-1 LSF(3)-1 5 

LSF(2)-3 LSF(2)-3 42 LSF(2)-6 LSF(2)-6 24 G(2)-4 G(2)-4 6 

LSF(3)-3 LSF(3)-3 43 FEC(1)-4 BP-4 25 G(2)-5 G(2)-5 7 

LSF(3)-2 LSF(3)-2 44 LSF(1)-4 LSF(1)-4 26 LSF(3)-6 LSF(3)-6 8 

LSF(4)-4 LSF(4)-4 45 LSF(1)-3 LSF(1)-3 27 G(2)-2 G(2)-2 9 

LSF(4)-3 LSF(4)-3 46 LSF(2)-5 LSF(2)-5 28 G(2)-3 G(2)-3 10 

FEC(4)-3 AF17 47 LSF(4)-5 LSF(4)-5 29 P-5 P-5 11 

LSF(4)-2 LSF(4)-2 48 FEC (4)-1 FM18-1 30 LSF(3)-5 LSF(3)-5 12 

FEC(3)-3 FM-5 49 LSF(1)-2 LSF(1)-2 31 P-6 P-6 13 

FEC(3)-2 FM-4 50 LSF(2)-4 LSF(2)-4 32 P-2 P-2 14 

FEC(3)-1 FM-3 51 FEC(2)-3 FM-8 33 P-3 P-3 15 

FEC(4)-2 FM-2 52 FEC(2)-2 FM-7 34 LSF(4)-1 LSF(4)-1 16 

G(1)-3 G(1)-3 53 FEC(2)-1 FM-6 35 P-7 P-7 17 

SYNC SYNC 54 G(1)-2 G(1)-2 36 LSF(1)-1 LSF(1)-1 18 

 
 

5. COMPARISON 

Audio encoder standards LPC, CELP, and MELP were thoroughly reviewed.  It is necessary to compare their 

performance in terms of quality, Intelligibility, Communicability, Recognizability, and complexity for two different 

types of speech (male and female) in order to conclude which one performs better. 

 

5.1. Quality 
For quality testing, we use MOS19 for benign noise conditions [7]. Quality testing is often used to supplement or 

replace comprehensibility testing. It provides a picture of the listeners' personal opinions about the signal sent by the 

communication systems or processed by the algorithms under test. 

 MOS test has been done in four audio noise conditions and two-channel conditions. The two error environments 

                                                           
12 Gain 

13 Forward Error Correction Parity Bits 

14 Band pass Voicing 

15 Pitch voicing 

16 Line Spectral Frequencies 

17 Aperiodic Flag 

18 Fourier Magnitude 

Note: Bit 1 = least significant bit of data set 

19 Mean Opinion Score 
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tested are: a 1% random bit error channel and a 0.5% random block error channel. Block error contains 50% error in a 

35 ms block. Q-H250 is Audio recorded without sound by the microphone 

 "MCE" is a mobile command environment. The office is recorded in a modem office. Quiet is a soundless 

environment [8]. 

The MOS test results for LPC, CELP, and MELP audio encoders are shown in Figs. 1 to 4.  

 

 

 
Fig. 1. MOS Test Result for LPC. 

 

 
Fig. 2. MOS Test Result for CELP. 
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Fig. 3. MOS Test Result for MELP. 

 
 

 

Fig. 4. MOS Comparison. 

 

Relative coder ranking is easily seen in Figure 4. In all environments, MELP shows the highest MOS score, followed 

by CELP, and LPC. 

      MELP and LPC coders scored higher overall for male speakers than female speakers. Only in the 0.5% block error 

condition did the female MELP score exceed the male score, but this variance was within the standard error. The CELP 

coder, in contrast, scored higher overall for female speakers than for male speakers. This was especially bad in the office 
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environment. CELP on QH250 also showed significantly higher scores for female speakers [8]. Table 4 shows the 

simulation results obtained from each of the standards in different modes.  

 

Table 4. MOS simulation results. 

. 5% 1% MCE Office Q-H250 Quiet Bit 

3.50 2.07 2.57 2.95 3.16 3.30 MELP 

3.08 1.96 2.38 2.87 3.01 3.16 CELP 

2.31 .98 1.09 2.08 1.98 2.20 LPC 

6. COMPLEXITY 

Complexity was measured using MIPS20, read only memory (ROM) and random access memory (RAM) 

measurements. 

 

Table 5. Complexity Comparison [8]. 

Coder MIPS RAM ROM 

MELP 20.43 98.2K 128K 

CELP 17.0 14.8K 128K 

LPC 8.7 12.93K 128K 

    

 As Table 5 shows, MELP complexity exceeds, LPC, and CELP in both processor and memory requirements. The 

MELP analyzer requires 72% of its total processing. These additional memory requirements are due to vector 

quantization tables which MELP uses for both line spectral frequencies (LSFs) and Fourier magnitudes [8]. 

 

7. SUPPORT 

Adapted from Saeed Talati's doctoral thesis at comprehensive Imam Hossein University entitled "Recognition of 

digital audio steganography in LPC10, CELP, and MELP audio encoder standards". 
 

8. CONCLUSION 

      In this article, Standard audio Encoders LPC, CELP, and MELP are compared in the two areas of quality and 

complexity. These audio coding techniques are powerful audio coding standards that are widely used in the mobile, 

commercial and military industries (official NATO standard). The quality comparison test using different sounds is 

given in figure 4. The obtained results show that MELP has the highest score, followed by CELP and LPC. Quality 

comparison using the MOS index shows that MELP has the highest score, followed by CELP and LPC. The complexity 

comparison test using different voices is shown in Table 4. The obtained results show that the complexity of MELP is 

higher than LPC and CELP in terms of both processor and memory requirements. The MELP analyzer requires 72% of 

its total processing time. This additional memory is, of course, due to the vector quantization tables that MELP uses for 

the linear spectral frequencies (LSFs) and the Fourier magnitude. 
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1. INTRODUCTION 

Since 1950, network science has become a living and interdisciplinary field. Today, networks play an important role 

for research in various fields, including social sciences, economics and psychology, biology, physics and mathematics 

[1,2] and as a forward-looking concept, it is used to describe the interactions of many systems. Several network models 

have been developed that have statistical properties consistent with real-world networks. In particular, we can mention 

random networks or René camp, small world network in network science. 

Real-world networks such as brain networks, electrical networks, etc. [3] are characterized by a high clustering 

coefficient. Also, despite the large size, there is often a relatively short path between both nodes. Strugats presented a 

model with small-world network [3] that exhibits both features, small shortest path length and high clustering factor. 

These features are known as the small world feature, which consists of a regular network and is rewired with the 

probability 𝑝 of edges, which is from 0.005 to 0.05 and is between the regular network (𝑝 = 0) and the random network 

(𝑝 = 1).  

One of the main topics of network dynamics is synchronization [4,5]. Synchronization can be seen in many different 

contexts. In computer science, such as synchronization has been used to extract data in a large database [6]. Other 

applications in engineering where synchronization or asynchrony are important, such as wireless communication 

networks [7] and electric networks [8]. 

By simulating his model, Winfrey [9] found that spontaneous synchronization appears as a threshold process, a 

phenomenon similar to phase transition, and in his studies and Kuramoto [10], it is stated that the start of synchronization 

in Oscillating populations represent phase transitions; Below the transition point, the individual movement of oscillators 

in a group is uncorrelated. As their interactions become stronger, the connections between the dynamic modes of the 

ABSTRACT:  
Synchronization was investigated in Watts-Strogats small world network with inhibited and excitable 
oscillators. According to the Kuramoto model in the small world network, with the increase in the limited 
number of inhibited oscillators, the synchronization in the system will be accompanied by network defects, 
and with their increase, the synchronization will also increase, and after reaching its maximum value, it will 
begin to decrease. That is, with a certain ratio of inhibitory oscillators to excitation depending on the 
coupling strength, network synchronization is maximum. As the coupling strength of the oscillators 
increases, the interval of the number of inhibitions for which the network is in synchronization decreases. 
This result is not related to a specific small world network and has been observed by repeating it in different 
small world networks. Excitatory and inhibitory oscillators are in phase up to a certain percentage of 
inhibitory oscillators in the network (depending on the coupling strength).  
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oscillators in one part of the set are established and the frequencies of these oscillators become the same. Near the 

transition point, the size of the coherent oscillator group is small, but the group grows and the number of interacting 

oscillators increases. 

      The size of this group can be chosen as a synchronization parameter. Based on Winfrey's method, The Kuramoto 

model consists of a population of phase oscillators whose interaction is determined by differential equations [11,12] and 

expresses the rotation of oscillators with heterogeneous natural frequency that are coupled in the form of phase difference 

sinusoids. 

The paper is organized as follows. In Sect. II, we define the model and the numerical methods of quantifying the 

synchronization. Sect. III represents the results and discussion and sect. IV is devoted to the concluding remarks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. MODEL AND METHOD 

We used the Kuramoto model in a network with N oscillators at the nodes of the network, which include two groups. 

One group (excitatory oscillators) has positive coupling and tries to be in phase with its neighbor, and another group 

(inhibitory oscillators) tries to be in the opposite phase (π) with it. 

Therefore, in the Kuramoto equations: 
 

 

 

 

 

 

In this equation, 𝜃𝑖 is the phase of the 𝑖th oscillator, 𝜔0 is the intrinsic frequency of the oscillators, which are equal and 

zero without losing any generality. 𝑎𝑖𝑗  are the elements of the adjacency matrix, where 𝑎𝑖𝑗 = 1, if oscillator 𝑖 and 𝑗 are 

connected, otherwise 𝑎𝑖𝑗 = 0, and  𝑘𝑖  is the degree of node 𝑖th. 𝜆𝑖
𝑠  is the coupling constant of the 𝑖th oscillator (𝑠 indicates 

excitatory and inhibitory) which 𝜆𝑗
𝑒𝑥𝑐𝑖𝑡  is positive if the oscillator is excitatory and 𝜆𝑗

𝑖𝑛ℎ𝑖𝑏  is negative if the oscillator is 

inhibitory. Assuming 𝑄 > 0 and 𝜆𝑗
𝑒𝑥𝑐𝑖𝑡 , we will have: 𝜆𝑖

𝑖𝑛ℎ𝑖𝑏 = −𝑄𝜆𝑖
𝑒𝑥𝑐𝑖𝑡 , also 𝜏 = 𝜆𝑖

𝑓
𝑡. 

We determine the degree of synchronization of all oscillators in each time interval by the order parameter: 

 

𝑟(𝜏) =
1

𝑁
∑ 𝑒𝑥𝑝 (𝑖𝜃𝑗(𝜏))
𝑁
𝑗=1                                                                          (2) 

  

 

 

 

 

 

                                    (1) 

𝑑𝜃𝑖
𝑠 𝑑𝑡⁄ = 𝜔0 + (1 𝑘𝑖⁄ )∑𝑎𝑖𝑗𝜆𝑗

𝑠

𝑁

𝑗=1

𝑠𝑖𝑛(𝜃𝑗 − 𝜃𝑖
𝑠),  

  𝑖 = 1, … , 𝑁  
 

Fig. 1. (Color online) Stationary order parameters verses fraction of inhibitory oscillators for the excitatory-

inhibitory model for Q = 0.5, Q = 1 and Q = 1.5 for small world (with the probability of rewiring 0.03) 

networks of N = 1000 oscillators and mean degree 〈k〉 = 10. The error bars indicate the standard error of 

mean (SEM). 
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                           (a)                                                        (b)                                                        (c)  

 

Fig. 2. (Color online) correlation matrix of inhibitory and excitatory oscillators   for (a) p=0.03, (b)p=0.09 and 

(c)p=0.18 in a small world  networks of N=1000 oscillators, mean degree 〈k〉=10 and Q=0.5. 𝑝 is the fraction of 

inhibitory to excitatory oscillators. 

 

We define the longtime averaged order parameter in the stationary state as: 

 

𝑟∞ = 𝑙𝑖𝑚
∆𝜏→∞

1

∆𝜏
∫ 𝑟(𝜏)𝑑𝜏
𝜏𝑠 +∆𝜏

𝜏𝑠
                                                                       (3) 

 

       in which 𝜏𝑠 is the time of reaching a stationary state.  

 

3. RESULTS AND DISCUSSION 

We considered the model for a small world network with 1000 nodes and an average degree of 10. Note that all 

edges are bidirectionally selected and we denote the ratio of inhibitory oscillators to excitatory oscillators by 𝑝. To 

obtain the time evolution of the oscillators, we used the fourth-order Rangkota method with a time step of 0.1 and 

considered the initial phase of the oscillators from the box diagram in the interval [𝜋, -𝜋], and the natural frequency 

distribution of the oscillators follows the Lorentz distribution function.  

We obtained the average order parameter for 150 runs for the small world network and different initial conditions 

and 30 runs for 10 different networks and different initial conditions. ∽8×105time step calculations have been done and 

from this number, 1000 final steps have been kept and averaged. In the calculations, it can be seen that the time step of 

the network is about ∽6x105 and reaches a stable state. 

As it is thought, the power of coupling of inhibition and excitation oscillators can be effective in the order parameter 

and thus network synchronization by increasing the number of inhibition oscillators in the network up to a certain 

percentage. In Fig. (1), three states are considered for 𝑄: 𝑄 < 1, 𝑄 = 1, 𝑄 > 1. By setting γ=0 in the model, the order 

parameter is drawn in terms of p. For all three modes, the initial phase of the oscillators is the same. With the increase 

of inhibitory nodes in the network, the order parameter increases and then decreases, and the higher the coupling strength 

of the nodes, the faster this decrease and the resistance of the network for synchronization is lower. This turning point 

depends on the value of 𝑄 and decreases with increasing 𝑄. 

It can also be seen in Fig. 1 when there is no inhibitory oscillator in the network, the network has not reached full 

synchronization and what is shown in this figure is the average of 10 initial conditions. By increasing the inhibited 

oscillators in the small world network in a certain range, not only the order parameter does not decrease, but the order 

parameter increases up to a certain percentage of the inhibited oscillators. 

For a better review, the correlation matrix for 𝑄 = 0.5  is drawn in Fig. 2. In this figure, it can be seen that network 

defects are seen for percentages of the inhibited oscillator which is the maximum order parameter. At first, when the 

percentage of inhibited oscillators in the network increases from zero, the network defects decrease and in fact the 

network becomes more regular. Then, with the increase of inhibitory oscillators, network defects increased and for 

higher percentages (for network with 𝑄 = 0.5  , for 𝑝 > 0.18, for network with 𝑄 = 1, for 𝑝 > 0.1 and for network 

with 𝑄 = 3, for 𝑝 > 0.03) disappears. In fact, around the maximum order parameter, the oscillators are divided into two 

groups that are in opposite phase (π). 

With the investigation, we came to the conclusion that the group of oscillators that are in opposite phase with other 

oscillators and cause network defects, are not only inhibited oscillators and include both inhibited and excited oscillators. 

The presence of a small percentage of the inhibited oscillator causes a number of oscillators to be in opposite phase with 

the rest of the oscillators and even for a certain percentage, they create a higher order in the network. 
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. 

   
(a) (b) (c) 

Fig. 3. (Color online) The probability density function of the phase of inhibitory and excitatory oscillators for 

(a) p 0.03,(b)p=0.09 and (c)p=0.18 in a small world networks of N=1000 oscillators, mean degree 〈k〉=10 and 

Q=0.5. p is the fraction of inhibitory to excitatory oscillators. 

 

The phase density of the oscillators after the network reached a stable state, separately (inhibitory and excitatory) is 

drawn in Fig. 3 for Q=0.5 in the small world network for the percentages presented respectively in Fig. 2. As can be 

seen in these figures for the percentage of inhibition oscillators that we observed network defects, the phase density 

diagrams of inhibition and excitation oscillators are in phase. 

 

4. CONCLUSION 

In summary, using the Kuramato model in the small world network and defining inhibitory and excitatory oscillators, 

we found that the excitatory and inhibitory oscillators are always in phase. We also observed an increase in synchrony 

by increasing the fraction of inhibitors in the SW network, where the number of inhibitory oscillators to maximize 

synchrony depends on the coupling strength of the oscillators. 
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1. INTRODUCTION 

In today's world, vehicles are considered as the most used means of transportation. Unfortunately, the popularity of 

this widely used tool has come with several issues such as security and environmental issues. Therefore, in order to 

reduce vehicle accidents, several programs, which are generally related to the intelligent system of vehicles, have been 

started in Japan, America and some European countries and they have attracted the attention of many scientific and 

industrial researchers. The result of this research was the introduction of ADAS (advanced driver assistance system) [1 

and 2]. Furthermore, wireless networks were expanded and made it possible to establish wireless IVC (Inter-Vehicle 

Communications) communication between vehicles. The main purpose of these communications was to increase the 

security of the vehicle network and its management by exchanging information between nearby vehicles [2]. For 

example, IVC provides the ability to notify vehicle occupants (through nearby vehicle) of an accident that has occurred 

on the road ahead of them, or to notify them of an incident in the area. Thus, there is a fundamental difference between 

Advanced Driver Assistance System (ADAS) and IVC. ADAS provides the ability to analyze data based on information 

stored on an external memory, while IVC supports and implements IVC during movement [3 and 4]. 

IVC inter-vehicle wireless communication based on standards such as IEEE802.11p or UWB provides the ability to 

support wireless network communication with a short range (several hundred meters), and a bandwidth of about 

megabits/second. [5] Based on the use of such wireless communication technology, network nodes are able to share 

information related to accidents, parking space, traffic level, etc. [4, 6]. While there are networks with a wide range and 

ABSTRACT: 
Data exchange between vehicles as network nodes, like other ad-hoc networks, due to the lack of stability 
infrastructure and central management, and the complete distribution of the network platform, have led to 
attract many parts of today's researches. In this article, an improved method has been presented in order 
to evaluate the encounter of the vehicle with the incident, and the interaction of data related to the incidents 
for use in the vehicle ad-hoc networks. The proposed method has been developed based on the basic 
indicators of evaluating the node's encounter with events in vehicle ad-hoc networks and has been 
strengthened based on the advantages and capabilities of fuzzy logic, so that the desired and expected 
result is obtained from the output of the set. In order to evaluate the performance of the proposed method, 
developments and implements were based on the OPNET simulator and this method was compared with 
the VESPA and VESPA-DM methods as the most important researches in this field. The simulation results 
indicated the superiority of the proposed method over past researches. 
 
KEYWORDS: Vehicle Ad Hoc Networks, Evaluation of Vehicle Encounters with Events, Event Sharing 
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high throughput such as GPRS, UMTS (mobile phone networks), but these types of networks do not support the dynamic 

characteristics of nodes in the network [7]. On this basis and for the quick exchange of information between two vehicles, 

they will not be effective and practical in order to prevent an accident. Often, these types of technologies can be used in 

applications such as finding different places, etc. 

In vehicle ad hoc networks, in very high mobility and the non-uniform and random movement of nodes [8 and 9], 

information management is considered a very important and big challenge that the some of these challenges related to 

this topic will be addressed below:  

• Is it necessary to report the information to the driver or send a warning to the driver depending on the location of 

the vehicle in relation to the information exchanged (shared event). 

• What necessary information is reported and what information needs to be provided to other vehicles; 

• How should the sharing of information related to events be done (what time and place) so that, in addition to being 

effective, it does not negatively affect network resources. 

In relation to these concepts and challenges, the place and time dimension (the vehicle in relation to the published 

event) is very important, and correct and optimal decision-making in this connection can play a useful and effective role 

in improving performance. The high importance of this topic in vehicle networks shows the necessity of providing 

effective research to improve this field. 

In this article, an improved method has been introduced based on the basic indicators of evaluating the vehicle's 

encounter with the event, focusing on the performance of fuzzy sets. The proposed method consists of two stages of 

evaluating the encounter of the vehicle with the event and re-sharing the event message. Based on these two stages, it is 

tried to evaluate the encounter and manage the sharing of events in a favorable way in the context of vehicle networks. 

The proposed method, based on the operational framework of its stages, provides the ability to evaluate the node's 

encounter with the event with high accuracy and tries to share the received events with other nodes in the network. 

The parts of the article are: the second part is related work, the third part is the approach of the article, the fourth part 

is the introduction of the proposed improved method, the fifth part is the simulation, the experimental results and the 

efficiency analysis of the proposed method, and finally, in the sixth part, the summary of the article is presented.. 

 

2. RELATED WORK 

According to what was presented and considering the importance of the subject of evaluating the vehicle 

confrontation with the event and its sharing in the vehicle networks, so far, several researches have been presented in 

this basic field. In this part of the article, we will review some of the most important ones. The purpose of this review is 

to show the importance of the present article in order to improve the open challenges in the field of evaluating the vehicle 

encounter with the event and its sharing. Most of the presented articles suffered from neglecting the important and basic 

indicators of evaluating the vehicle confrontation with the event.  

In [10 and 11], crash warning assistant systems have been proposed with the aim of improving the problem of outside 

the line of sight. In this research, an attempt has been made to evaluate the two factors of the time of encountering an 

accident and the time of preventing an accident. In [12], methods for message propagation with the aim of minimizing 

packet delivery delay, which is considered essential in the safety applications of vehicle ad hoc networks, have been 

proposed. The introduced method works in accordance with congestion control policies and based on the release of 

safety-emergency packets [13]. In [14 and 15], techniques based on multi-hop propagation of packets with the aim of 

preventing chain accidents have been proposed. In [16], the traffic visibility of vehicles on multi-lane roads has been 

investigated. In this work, three types of protocols contain propagation by nodes in the same direction, propagation by 

nodes moving in the opposite direction, and propagation by nodes moving in both agreeing and opposing directions, are 

used to analyze the rate of receiving data and the average error rate and [17]. In [18], opportunistic methods derived 

from medical science are proposed, in such a way that information acts like a disease vector and is transmitted to nearby 

nodes. In [19-21], other opportunistic methods have been proposed. In these methods, time indicators, and the optimal 

space are taken into consideration. In the following, three classic storm strategies, epidemic strategy, and proximity are 

examined. In [22], a method for scaled broadcast based on node position, time condition and information condition is 

proposed. In [23-25], the probability of an accident and encounter of node with the desired accident have been 

investigated, and a solution has been suggested for how to pass the accident. In this work, fuzzy logic has been used to 

evaluate the encounter with an accident. In [26], based on the segmentation of the network platform (city), publications 

are made in an intelligent manner, based on the importance of the message. In method of [27], the network is divided 

into separate areas, and based on this, network releases are made so that an implicit control is applied on the release. In 

[4] and [28], methods aimed at classifying events, evaluating the probability of a node encountering an event, and 

managing its re-release are proposed. These evaluations have been strengthened in [28], focusing on the advantages of 

using digital maps in order to increase the accuracy of calculations. In [29-30], the issue of places with low density of 

vehicles and disruptions in sending messages has been discussed.  
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In [31] addresses these challenges by proposing a decentralized Blockchain based trust management framework (BC-

TMF) aiming to compute trust metrics for vehicles. These trust metrics rely on the authenticity of the messages. 

Periodically each miner aggregates the received trust metrics into global trust metrics, then packs them in a block.  

In [32] proposed an Artificial Intelligence (AI)-based Sugeno fuzzy inference system. The proposed Artificial 

Intelligence (AI)-based Sugeno fuzzy inference system provides network security, reduces end-to-end delay, and 

increases packet delivery ratio and throughput. S Nagpal el al. 2022 [33] is focusing on assorted assaults on the VANET 

environment so that a detailed view of vulnerabilities can be analysed. In addition, the assorted security mechanisms 

and approaches are underlined and explained to guard against the assaults effectively with a higher degree of 

performance. In year of 2023 [34] quantifies VANETs to improve their reliability and availability, essential for 

integrating urban advanced mobility (UAM)  into urban infrastructures  This research is significant for monitoring UAM 

systems in future cities, presenting a cost-effective framework over traditional methods and advancing VANET 

reliability and availability in urban mobility contexts. In [35] proposed a security system based on intrusion detection 

called Detection of Anomalous Behaviour in Smart Conveyance Operations (DAMASCO). They used a statistical 

approach to detect anomalies in vehicle-to-vehicle communication (V2V).  In [36] discussed the detection and a deep 

analysis of affects of malicious nodes on the network performance as throughput, average latency, and packets drop in 

the network. They presented an approach to detect malicious data with Artificial Neural Networks as well as malicious 

nodes with Support Vector Machines in VANETs. In E Al-Ezaly et al. 2023 [37] used vehicular ad-hoc networks 

(VANETs) for VANET traffic light recognition (VTLR). Information exchange as well as monitoring of the TL status, 

time remaining before a change, and recommended speeds are supported. 

The past researches suffered the lack of evaluating the variety of events, and some limitations such as increasing the 

error coefficient of linear equations, and the accuracy of calculations. In this article, the focus has been on providing a 

method based on important indicators in evaluating the node's encounter with the event and its re-release. These 

indicators are developed based on the performance of multi-level fuzzy logic to improve the disadvantages and problems 

of linear and threshold-based decision making. Also, an attempt has been made to use other new indicators in order to 

improve the accuracy of decision-making and the performance of the proposed method based on wider indicator. 

 

3. PROPOSED METHODS 

The proposed fuzzy set is a multi-level set and it is based on Mamdani's fuzzy logic, which is based on a series of 

if and then rules to derive outputs based on inputs (Fig. 1). 

 

 
Fig. 1. Overall performance of the proposed multi-level fuzzy set 

 

Finally, based on the function of fuzzy logic, the final result of evaluating the node's encounter with the event is 

deduced. The final output membership functions are shown in Fig. 2. The higher the output value or encounter 

probability tends to one (VHigh), the higher the encounter probability. 

 

 
Fig. 2. The final output functions of the proposed fuzzy set. 

 

 

In relation to the results obtained from the proposed two-stage fuzzy set, if the fuzzy output is obtained in VLow 

mode, it means that the vehicle will not encounter an event in terms of all the valuable criteria. Therefore, the event 
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message is worthless in this situation, and the desired node ignores its re-broadcast in order to prevent unnecessary 

traffic injection into the network and to prevent the negative effects of unnecessary message dissemination. The 

flowchart of the proposed method along with its operational components is shown in Fig. 3. 

 

 
Fig. 3. The flowchart of the proposed method and its operational components. 

  
 

4. SIMULATION AND EXPERIMENTAL RESULTS 

 In order to show the effectiveness of the proposed method in the area covered by the article, it has been simulated 

with the OPNET simulator software. A vehicle ad-hoc network has been designed and simulated using physical layer 

protocols and MAC (media access control) in IEEE802.11p in the OPNET simulator, and the methods under comparison 

have been developed based on it. The parameters related to the simulation scenarios are according to the parameters 

presented in table (1). The proposed method has been compared to VESPA [4] and VESPA-DM [15] for the purpose of 

comparisons and evaluation.  

 

Table 1. Parameters related t 

Parameter Value 

Simulation time 900 s 

Start of simulation time 100 s 

Vehicle number 100, 150, 200 

Network area 10000 m * 10000 m 

Vehicle mobility model Random way point in identified route 

The type of traffic sent after the event Constant Bit Rate (CBR)/UDP 

The volume of event packets 1024 byte 

Operating mode 802.11p 

Transfer rate 27 Mb/s, 6 Mb/s 

The speed of node mobility Randomly between 0-33 m/s (120 km/h) 

Create an event In constant period of time 
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Fig. 4 shows the rate of receiving published events and Fig. 5 shows the network loading rate in different scenarios. 

The reception rate is the average number of received event messages and the network loading rate, including the total 

amount of traffic sent in the network platform for the publication of events. It is reasonable to improve the network 

resources, including overhead, unnecessary traffic injection, increased calculations and loading, etc. If the compared 

methods, including the VESPA and VESPA-DM methods have an increase in the error coefficient (error coefficient 

Astana) and the lack of purposeful decision-making in the accompanying publications, due to the neglect of some 

important criteria for confrontation evaluation, the use of linear calculations and threshold-based decision-making, 

which has led to an increase in unnecessary sharing and an increase in network workload and unnecessary traffic 

injection into the network. 

 

 
Fig. 4. The rate of receiving published events in the compared methods in different scenarios 

 

 
Fig. 5. Network loading rate in the compared methods under different scenarios 

 

Fig. 6 shows the propagation delay and Fig. 7 shows the network efficiency in different scenarios. Event propagation 

delay is the average delay required to propagate events in the vehicles of the relevant area. The network efficiency 

includes the evaluation of the correct encounter of the node with the event and the management of the occurrences and 

will change related to the amount of network load and the propagation delay. These criteria will be improved according 

to how the methods work in the amount of calculations and the speed of calculations. If the number of releases and 
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updates are optimized and done with higher management, the delay of releases will decrease and the efficiency rate will 

increase. The performance of the proposed method based on the use of multi-level fuzzy logic and the stated application 

criteria has increased the speed of decision-making, and has led to the improve and manage the publication of messages 

related to events at the vehicle network level and optimize sharing of information with the vehicles, which has ultimately 

reduced the delay and increased the efficiency of the network. In the both VESPA and VESPA-DM methods, due to 

neglecting some important criteria for confrontation evaluation, and due to the use of applied linear equations in their 

research, with the lack of optimal sharing and the increase of the error coefficient related to Linear calculations have 

been associated, which have been associated with increasing delay and decreasing efficiency. On the other hand, the 

VESPA-DM method, based on the increase in accuracy in performance, based on a digital map, has been more efficient 

than the VESPA method, especially in relation to moving events, and has been associated with improvement. 

 

 
Fig. 6. Delay of sharing and propagation of events in the compared methods in different scenarios. 

 

 
Fig. 7. Network efficiency in the compared methods in different scenarios 

 

5. CONCLUSION AND FUTURE WORK 

In this article, a mechanism for assessing the node's encounter with the event and its re-release was introduced with 

the aim of increasing the accuracy in the calculations of encounter with the published event, and optimizing the 

exchanges of vehicular networks. The performance of the proposed method has improved the criteria related to the 

evaluation of the encounter and the exchange management of car networks compared to the previous methods. In the 
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future works, we are trying to make the proposed method more optimal and practical by using predictive criteria such 

as Markov chain and other criteria related to the evaluation of the vehicle's encounter with the event in the vehicle 

networks. 
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1. INTRODUCTION 

      Perishability from esophageal cancer remains high against advances in medical treatment. Although the propagation 

of esophageal squamous cell carcinoma stays unchanged, the propagation of esophageal adenocarcinoma has 

incremented over time. Gastroesophageal reflux disease (GERD) and obesity are factors in the development of Barrett's 

esophagus and subsequent adenocarcinoma . Early detection of this disease can lead to the removal of esophageal cancer 

before lymphatic vascular invasion occurs[1-3]. Various methods have been performed for correction. Precancerous 

lesions and esophageal cancer Primary[4]. Chromondoscopy, narrow-band imaging, and endoscopic ultrasound 

examination are commonly used to evaluate primary lesions of the esophagus and stomach. Video endoscopy is a 

standard gastrointestinal screening method[5]. It is a less aggressive procedure used for early detection of gastric 

diseases. Manual search of large numbers of gastric frames is a comprehensive and time-consuming task and requires 

expertise. Conversely, several computer-aided detection systems have been suggested by researchers to deal with the 

problem of manual inspection of large volumes of frames[6-12]. Artificial intelligence (AI) is considered as a potential 

solution to reduce detection challenges. In recent years, artificial intelligence has made significant progress in 

endoscopic image diagnosis, including colorectal polyp detection, detection of Helicobacter pylori infection [13-16], 

and upper gastrointestinal cancer diagnosis [14] . In the method based on machine learning, pattern recognition processes 

are used. In this category of methods, after applying pre-processing on the image, numerous features including textural, 

spectral, geometric and statistical features are extracted from the desired image[10, 17-19]. These features are reduced 

in another step with the help of methods based on principal component analysis (PCA), independent component analysis 

(ICA). At this stage, feature selection methods can be used to select the most effective features [19-16] . Several 

researches have been presented in order to diagnose breast cancer. Rodriguez-Diaz and Singh [٠2] proposed a method 

based on good criteria for diagnostic purposes. Veronese et al [17] suggested a computer-aided research for gastric 

ABSTRACT: 
Stomach cancer destroys the tissues of the digestive system. This cancer is one of the deadliest diseases. 
Endoscopic imaging is used to diagnose cancer. In endoscopy, the diagnosis of gastric cancer is difficult 
due to the similarity of the tissues, the low contrast of the image and the background. In order to overcome 
these problems, discrete wavelet transform has been used to detect stomach cancer. In the proposed 
method, there are data registration, data preprocessing, feature extraction, dimensionality reduction, and 
classification. The features are extracted with the help of discrete wavelet transform and then dimension 
reduction is done with the help of principal component analysis. The proposed approach was evaluated 
on datasets collected from five classes, including gastritis, ulcer, esophagitis, bleeding, and healthy. 
random forest has a value above 99% in all evaluation criteria, which represents the advantages of this 
category. RF is ensemble classifier that can perform well in cancer detection The results of this research 
show that this method is accurate and reliable in diagnosis. 
 
KEYWORDS: Diagnosis, Destroyed tissues, Endoscopic Images, Based Stomach. 
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cancer diagnosis based on the use of apparent features in co focal images. In [21]  suggested a method based on HD 

endoscopic images for automatic detection of esophageal lesions. In [22]  suggested a new method that computes local 

texture and color features based on Gabor-filtered original images for automatic early cancer detection in high-resolution 

endoscopic images. In  [23]  illustrated a real-time and computationally efficient bleeding detection technique using 

wireless capsule endoscopy (WCE) technology. In  [24] conducted a study to test the possibility of classifying 

Adenocarcinoma in endoscopic images. In [25] used Endoscopic ultra sonography (EUS) to diagnose esophageal cancer. 

In  [26]  used computer vision techniques to correctly predict the presence of dysplastic tissue in VLE images. In [24]  

presented deep learning on adenocarcinoma and BE disease images applied to the given dataset. In [27]  introduced 

restricted Boltzmann machines in the field of classification of the "MICCAI 2015" dataset. Using a convolutional neural 

network (CNN), Liu et al. proposed to automatically classify esophageal cancer (EC) and distinguish it from 

premalignant lesions [28] Chen et al. have used deep learning to detect esophageal cancer [29] . In the last decade, there 

are many tendencies towards feature extraction with thin representation. Because in this representation, there are almost 

only a small number of non-zero coefficients, or they have been thinned after applying transformations on the image. 

This trend seems to be due to the potential to reconstruct a signal or image from a smaller number of measurements than 

conventional methods to reconstruct an entire signal. The features extracted in thin transformations are more unique. 

One of the notable thin transforms is the use of wavelet transform. The purpose of wavelet transform is a desirable 

strategy to establish an optimal balance between time accuracy and frequency accuracy[36]. At higher frequencies, the 

wavelet transform gains temporal information at the cost of losing frequency information. While at lower frequencies, 

it gains frequency information at the cost of losing temporal information. This favorable approach to information 

exchange is useful for digital signal processing and music applications. Because events that happen at high frequencies 

and events that happen at high frequency usually need high frequency accuracy. Early detection of gastric cancer is 

important to improve patient survival, but accurate diagnosis of superficial neoplasms in the stomach is difficult even 

for experienced doscopists. It is believed that the computer-aided diagnostic system is an important method to provide 

accurate and rapid assistance to endoscopists in the diagnosis of gastric cancer. In this research, a new method based on 

thinning transformations using multiple classifications will be developed to detect gastric cancer using endoscopic 

images, and the purpose of our study will be to evaluate the system's ability. In the following, this article is divided as 

follows. In the second part, the wavelet transform will be introduced as a thinning transform. In the third part, the 

proposed method is presented. In the fourth part, the evaluation of the proposed method will be done. Finally, in section 

5, the conclusion of the article will be presented. 
    

1.1. Discrete Wavelet Transform   
Wavelet transform is a desirable strategy to establish an optimal balance between time accuracy and frequency 

accuracy. At higher frequencies, the wavelet transform gains time-domain information at the cost of losing frequency-

related information. While at lower frequencies, it gains frequency information at the cost of losing temporal information 

[36]. This favorable approach to information exchange is useful for digital signal processing and music applications. 

Also, events that occur at high frequency usually require high frequency accuracy. As the Fourier transform is defined 

based on an integral, the wavelet transform can also be defined based on an integral as follows(1) 

 

 

(1) 

      In the above integral, the input signal x(t) is related to the wavelet by means of the transfer parameter u and the 

coherence parameter s. This transform transforms a signal into coefficients that represent time-frequency information. 

These coefficients have more time accuracy at high frequencies and more frequency accuracy at low frequencies. The 

homogeneity parameter enables the wavelet to exchange information in frequency events. One of the fast ways to 

calculate the wavelet transform is to use filters. The input signal is passed to two filters, H and G: these filters produce 

two sets of coefficients, both of which are sampled by a factor of two. As seen in Figure 1, this method is successively 

applied to a set of coefficients that come out of the H filter [37]. 

𝑊𝑋(𝑆  𝑈 ) =  𝑋(𝑡)𝛹𝑠   𝑢

+∞

−∞

(𝑡)𝑑𝑡                        (1) 
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Fig. 1. Fast Wavelet Transformation using Filters [3٠] . 

 

      The DWT method overcomes the drawbacks and weaknesses of the fast Fourier transform (FFT). Signal analysis 

based on FFT works well when its frequency spectrum is not dependent on time, in other words, it is statistically 

stationary, but many signals are non-stationary in nature[38]. Time-frequency representation of time series signals is an 

attractive way to capture frequency information at low frequencies and time information at high frequencies. The DWT 

method is one of the techniques based on multi-resolution analysis [39]. For the X(t) signal, the wavelet transform is 

defined as follows: [31] . 

 

 

(2) 

 

      In equation (2), x(t) and Ψ are the initial signal and the wavelet transform function, respectively, and also the 

transmission parameter and j
a

0
 is the scale parameter. where j represents the wavelength. Usually 2

0
a , so scales 

are sampled during a binary sequence. The sample time domain is specified using 
0

kb . 

      At each level of analysis, approximation coefficients CA and detail coefficients CD are created by passing the X(n) 

signal through the high-pass H and low-pass L filters [40]. Approximation coefficients and detail coefficients are 

obtained by the following equations: 

 

(3) 

 

(4) 

      After separating the signal into high and low frequencies in the first level, only the low frequency part of the wavelet 

transform is taken in the next steps. By putting together the coefficient of approximation of the last level and the detail 

coefficients of all levels, it is reconstructed [3٠] . 

 

2. PROPOSED METHOD 

Machine learning-based methods should distinguish healthy from unhealthy tissues, including gastritis, ulcers, 

esophagitis, and bleeding. In machine learning, there are stages of image preprocessing, feature extraction, feature 

selection and finally classification. In this article, filter-based methods are used for the pre-processing of stomach images 

obtained from endoscopy. Then the features based on discrete wavelet transform will be extracted. It is suggested in the 

reduction after PCA. Finally, the selected features will be classified with the help of support vector machine, K nearest 

neighbor and random forest classifiers. Figure 2 depicts the proposed method. In the following, the proposed method 

will be explained in detail. A two-way filter is used for the pre-processing of endoscopic images. This filter is used as 

an edge preservation tool in image enhancement applications [42]. Along with a low-pass spatial kernel (which helps 

with smoothing), it uses a kernel to prevent smoothing near edges. As a result, the filter is able to smooth homogeneous 

areas and preserve sharp edges at the same time. In feature extraction, useful information is drawn in the space of low-

dimensional features. In other words, the unique characteristics of an event such as an endoscopic image are calculated 

during different processes[41]. Usually, the extracted segments have smaller dimensions than the signal. Image thinning 

features are based on multi-resolution transformations called discrete wavelet transformation. Wavelet bases are 

𝑊𝑇𝑋 (𝑗  𝑘) =
1

√𝑎0
𝑗

 𝑥(𝑡)𝛹∗  
𝑡 − 𝑘𝑎0

𝑗
𝑏0

𝑎0
𝑗

  𝑑𝑡   

𝐶𝐴𝑗 = ∑ 𝑋𝑗−1

∞

𝑛=−∞

(𝑛)𝑙(𝑛 − 2𝑘) 

𝐶𝐷𝑗 (𝑘) = ∑ 𝑋(𝑛)𝑙(𝑛 − 2𝑘)

∞

𝑛=−∞

 



Majlesi Journal of Telecommunication Devices                      Vol. 13, No. 1, March 2024 
 

52 

 

efficient in wavelet transformation for non-stationary endoscopic image analysis. Many researchers have used DWT to 

analyze endoscopic images. Basically, the Dubichse basis creates orthogonal wavelet filters. It has been used to analyze 

endoscopic images. Several classes of wavelet filters have been used to analyze non-stationary signals. The choice of a 

particular wavelet filter depends on the given application and the type of signal to be analyzed. Daubechies orthogonal 

wavelet filters are considered as a suitable choice for analyzing pre-processed endoscopic images in this research. This 

wavelet filter base has maximum smoothness or regularity. Daubechies wavelet filter banks are optimally designed for 

accurate signal analysis. Figure 3 shows a wavelet transform of an image at a level. As can be seen from Figure 3, with 

the increase in the number of wavelet conversion levels, the signal information in the high frequency (detail) and low 

frequency (approximation) sections decreases[44]. In this research, high frequency and low frequency information is 

used at level one. 

 
Preprocessing Image dataset

Morphological features

Discrete wavelet transform

Feature selection

results

Feature 
vector

 
Fig. 2. Block diagram of the proposed method. 

 

      It has been used for reduction after principal opponents analysis. For a data matrix with zero empirical mean, where 

each row is a set of observations and each column is data corresponding to an index [45]. 

 

 
Fig. 3. Wavelet transform at a level on stomach image. 

 

      In order to reduce the dimension and remove duplicate information, principal component analysis has been used in 

this research. Finally, the features of the given dimension cache will be classified by three classes of support vector 

machine, K nearest neighbor and random forest. 

 

3. EVALUATION 

In this article, four classes of stomach disease are diagnosed along with the healthy class. In the proposed method, 

after pre-processing, the features of the multi-day field were extracted based on the discrete wavelet transform. Then 

dimension reduction was done using PCA method. In the end, classification is done with support vector machine, random 

forest and k nearest neighbor. In this research, the identification rate criterion was used to evaluate the proposed method. 

The measures used are recall rate (Equation 5), precision (Equation 6), accuracy (Equation 7), and f-criterion (Equation 

8)[43]. 
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   In these equationships, true positive is shown by TP, true negative is shown by TN, false positive is FP and false 

negative is FN. A standard dataset for esophageal carcinoma pathology reporting was developed based on International 

Collaboration on Cancer Reporting (ICCR) approach with the aim of improving cancer patient outcomes and 

international benchmarking in cancer management. The ICCR convened an international multidisciplinary expert panel 

to identify the best evidence-based clinical and pathological parameters for inclusion in the gastric cancer [32] . In order 

to evaluate the proposed method, the relevant features are extracted and then with the help of the desired classification 

types in the mode without feature selection and with the feature selection, the classification and diagnosis of the disease 

type is done. At first, each feature will be applied to the category input without selecting the feature. Then, these features 

are combined in series by applying feature selection. In the following, these evaluations have been made in the criteria 

presented in the research. To evaluate the absolute value of the size of the features of high frequency details and 

approximation in low frequency, the discrete wavelet transform has been extracted based on the Daubechies filter bank. 

The number of extracted features is 300 in the second level wavelet transform. The parameters of recall rate, precision, 

accuracy, specificity and f-criterion are evaluated in three categories: SVM, KNN and RF. Figure 4 shows the detection 

results of the detection results for the ICCR database on the wavelet transform features at the first level. Similar to what 

happened in the morphological features, this time the RF classification has shown the best result in the diagnosis of the 

disease in the endoscopic image. This superiority in the criteria of recall rate, accuracy, specificity and f-criterion is 

established as an approximation. This time, in wavelet features as well as morphological features, the evaluation criteria 

of diagnosis has reached 90% in the best case. It should be noted that the results obtained in the multi-resolution features 

of wavelet transform were much better than the morphological features. The much larger number of features and also 

the use of Daubechies filter bank in the disease in the endoscopic image is the cause of this difference in the result. In 

the feature criterion and F criterion, the measured value in the RF category, which has the best result, has reached 95%. 

Although the desired result is acceptable, due to the large number of features, there is a possibility of over-training and 

over-fitting. 

 

 
Fig. 4. Detection results for ICCR database in wavelet transform features. 

 

3.1. The Vector of the Series of Features 
      In this evaluation, the extracted morphological features and wavelet transformation are placed next to each other in 

series and the corresponding feature vector is made. The length of the feature vector is 325. The parameters of recall 

rate, precision, accuracy, specificity and f-criterion are evaluated in three categories: SVM, KNN and RF. Figure 5 

shows the results of disease diagnosis in the endoscopic image in the ICCR database in the feature series vector. As 

shown in the results in Figure 5, similar to what happened in the morphological characteristics and discrete wavelet 

transform, the RF classification has shown the best result in the diagnosis of the disease in the endoscopic image, as in 
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the previous three cases. This superiority in the criteria of recall rate, accuracy, specificity and f-criterion is established 

as an approximation.This time, like the morphological characteristics, the diagnostic evaluation criteria has reached 90% 

in the best case. It should be noted that the results obtained in the multi-resolution features of wavelet transform were 

much better than the morphological features. The much larger number of features and also the use of Daubechies filter 

bank in the disease in the endoscopic image is the cause of this difference in the result. In the feature criterion and F 

criterion, the measured value in the RF category, which has the best result, has reached 99%. Although the desired result 

is acceptable, due to the large number of features, there is a possibility of over-training and over-fitting. For this purpose 

and to avoid over  fitting in this research, a dimension reduction based on PCA is presented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Recognition results for the ICCR database in the reduction after the feature series vector. 

 

3.2. Comparison of Detection Time 
By selecting the feature, the speed of diagnosing the disease in the endoscopic image will increase. While the feature 

vector length is 325 numbers in the series mode, only 65 features are selected in the feature selection mode. Choosing a 

smaller number of features, in addition to preventing over fitting of the classifications, also improves the evaluation 

criteria proposed in the research for diagnosis. Also, less number of features can improve the detection speed. In order 

to evaluate the detection time, the ric-toc command is used. This order is placed before and after the categories. Table 1 

shows the comparison of classification and diagnosis time in different          categories. The detection time is measured 

with the system used for simulation. Based on the results obtained in this table, the SVM classifier has a higher speed 

in diagnosis. Although the RF classifier has shown a better result from the point of view of other evaluation criteria, but 

because it is in the group classifiers, it has a weaker performance in response and recognition time. 

 

Table 1. Samples of times roman type sizes and styles   used for formatting a technical work. 
After 

selecting 
 the 

(feature 
seconds) 

Before 
feature 

(selection 
seconds) 

Class 
type 

Database 

0.1500 0.1902 SVM ICCR 
Database 

0.1803 0.2314 KNN 

0.2408 0.2996 RF 
 

3.3. Comparison with Other Researchers 
The best result obtained in this research belongs to the RF category. Therefore, the results obtained in this research 

will be compared with other studies that have used a similar database (ICCR database). In these articles, some criteria 

are reported and others are not reported. The results and criteria reported in these articles will be presented. As can be 

seen from Table 2, the proposed method shows superior results compared to the presented methods. 

 

 

\ 

 

Table 2. Comparison with other researches. 
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Reference Methodology/WL Performance 

[33] Hybrid Deep 
Learning Model 

Sen:94% 

[34] Texture and 
Color 

Enhancement 
Imaging 

Spec:91% 

Sen: 94.45% 

[35] Deep Learning 

Model for Disease 

Prediction Using 

Gastrointestinal-

Endoscopic Images 

Spec:93.8% 

Acc:96/2% 

Sen: 94.1% 

 

4. CONCLUSION 

In this article, the proposed method was evaluated in the diagnosis of gastric cancer in the endoscopic image. Multi-

resolution features based on wavelet transform were extracted with Daubechies filter bank. The parameters of recall 

rate, precision, accuracy, specificity and f-criterion are evaluated in three categories: SVM, KNN and RF. RF classifier 

has the best result with numerical values higher than 99% in the proposed method in feature selection based on PCA 

algorithm, the result in disease diagnosis in endoscopic image in ICCR database. The detection speed was also checked 

in the proposed method in the detection in all three databases. The SVM classifier has classified the disease in the 

endoscopic image in the shortest time compared to other classifiers in the database. 
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