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Abstract
For a connected simple graph G, the inverse degree index and forgot-
ten index are defined as F (G) =

∑
uv∈E(G)[d

2
u + d2v] and ID(G) =∑

u∈V (G)
1
du

respectively, where du represents the degree of vertex u
in G. In this paper, we use some graph transformations and determine
the minimum and maximum values of forgotten index and inverse de-
gree index on the class of bicyclic graphs and characterize their corre-
sponding extremal graphs.

1. Introduction

During the last years a large number of topological
indices were introduced and found some applications in
applied and numerical chemistry [8, 11, 15, 16 and 19].
A topological index is a type of molecular descriptor that
is calculated based on the molecular graph of a chemi-
cal compound. Topological indices are major invariant
to characterize some properties of the graph of a mole-
cule. Several topological indices have been defined and
many of them have been found applications as means
to model chemical, pharmaceutical and other properties
of molecules. Topological indices are generally classi-
fied into three kinds: degree-based indices [4, 5, 10],
distance-based indices [2] and spectrum-based indices
[3]. Topological indices can be used as simple numerical
descriptors to compare chemical, physical or biological
parameters of molecules in Quantitative Structure Prop-
erty Relationships (QSPR) and in Quantitative Structure
Activity Relationships (QSAR).

All graphs considered in this paper are assumed to
be simple and connected. The vertex set and edge set
of a graph G are denoted by V (G) and E(G), respec-
tively. The number of neighbors of a vertex u is said to
be the degree of u and will be denoted by dG(u) = du.
A vertex v ∈ V (G) is said to be pendant, if its neigh-
borhood contains exactly one vertex, i.e. dv = 1. If
e is an edge connecting the vertices u and v, then we
write e = uv. If n is the order of G, then the n − tuple
D = (d1, d2, . . . , dn) of vertex degrees, where di ≥
di+1 for each i = 1, 2, . . . , n, is called the degree se-
quence of G. A path P from u1 to ui in G is a sequence
P : u1, e1, u2, . . . , ei−1, ui of alternating vertices and
edges such that for every j = 1, . . . , i, ej is an edge in-
cident with vertices uj and uj+1 and the length of P is
i− 1. If u1 = ui, then P is a cycle. A path P is simple,
if no vertex occurs twice in P . In addition, Pn and Cn

denote the path and the cycle on n vertices, respectively.
Let G be a simple graph with p vertices and q edges. If
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G has n components, then γ = γ(G) = q − p + n is
called the cyclomatic number of G. A connected graph
with γ = 0 is said to be a tree and graphs with γ = 1, 2
are called unicyclic and bicyclic, respectively.

The study of topological indices goes back to the sem-
inal work by Wiener [17] in which he used the sum of all
shortest path distances nowadays known as the wiener
index of a graph. One of the oldest graph invariants is
the Zagreb indices first introduced in [9] by Gutman and
Trinajstic. For a graph G the inverse degree index was
introduced in [6] as

ID(G) =
∑

uv∈E(G)

(
1

d2u
+

1

d2v
) =

∑
u∈V (G)

1

du
.

In 2006, Zhang [18] introduced the first general Zagreb
index of a graph G as follows:

Mα
1 =Mα

1 (G) =
∑

u∈V (G)

dαu .

Where α is an arbitrary real number. The forgotten index
is just the special case of the first general Zagreb index
for α = 3. Furtula and Gutman, restudied this index and
named it as ”forgotten”, topological index, or F-index
[7]. Thus, F-index is defined as follows:

F = F (G) =
∑

u∈V (G)

d3u =
∑

uv∈E(G)

(d2u + d2v).

In 2017, Bozovic et al. [1] used graph transforma-
tions and obtained extremal values of total multiplica-
tive sum Zagreb index and first multiplicative sum Za-
greb coindex of unicyclic and bicyclic graphs. In [12],
we determined extremal values of the inverse degree and
the forgotten indices on the class of all unicyclic graphs.
In addition, in [13], we found the extremal values of the
inverse degree index and forgotten index on the class of
unicyclic graphs. In this paper, we use some graph trans-
formations and obtain extremal values of the inverse de-
gree index and forgotten index on the class of all bicyclic
graphs.

2. Some graph transformations

Let G be a graph, V1 ⊆ V (G) and E1 ⊆ E(G). The
subgraph of G obtained by removing the vertices of V1
and the edges incident with them is denoted by G− V1.
Similarly, the subgraph of G obtained by deleting the
edges of E1 is denoted by G − E1. Let a, b ∈ V (G),
V1 = {a} and E1 = {ab}. Then the subgraphs G − V1

and G−E1 will be written as G−a and G−ab, respec-
tively. In addition, G · ab is a graph, obtained from G by
the contraction of edge ab onto vertex a. Finally, if a, b
are nonadjacent vertices of G, then G + ab is the graph
obtained from G by adding an edge ab.

Theorem 2.1. Let G and G̃ be two graphs and V (G) =

V (G̃) = V. Suppose that u, v ∈ V (G), where dG(u) =
m, dG(v) = n, dG̃(u) = m+ k and dG̃(v) = n− k, for
some k ≥ 0. If dG(a) = dG̃(a) for each a ∈ V \ {u, v},
then the following statements hold:
(i) k = 0 or k = n−m if and only if ID(G̃) = ID(G),
(ii) k<n−m if and only if ID(G̃)<ID(G),
(iii) k>n−m if and only if ID(G̃)>ID(G).

Proof. We set W = V − {u, v}. Then dG(a) = dG̃(a),
for each a ∈ W . Now, by the definition of the inverse
degree index, we have

ID(G)− ID(G̃) =
∑

a∈V (G)

1

da
−

∑
a∈V (G̃)

1

da

= (
1

dG(u)
+

1

dG(v)
)

−(
1

dG̃(u)
+

1

dG̃(v)
)

=
1

m
+

1

n
− (

1

m+ k
+

1

n− k
)

=
kn2 − nk2 −m2k −mk2

mn(m+ k)(n− k)

=
k(n2 −m2)− k2(n+m)

mn(m+ k)(n− k)

=
k(n+m)(n−m− k)

mn(m+ k)(n− k)
.

Now, it is easy to see that (i), (ii) and (iii)are hold. □

Theorem 2.2. Let G and G̃ be two graphs and V (G) =

V (G̃) = V. Suppose that u, v ∈ V (G), where dG(u) =
m, dG(v) = n, dG̃(u) = m+ k and dG̃(v) = n− k, for
some k ≥ 0. If dG(a) = dG̃(a) for each a ∈ V \ {u, v},
then the following statements hold:
(i) k = 0 or k = n−m if and only if F (G̃) = F (G),
(ii) k<n−m if and only if F (G̃)<F (G),
(iii) k>n−m if and only if F (G̃)>F (G).
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Proof. By the same way as in the proof of Theorem 2.1
and the definition of the forgotten index, we have

F (G)− F (G̃) =
∑

a∈V (G)

d3a −
∑

a∈V (G̃)

d3a

= (d3G(u) + d3G(v))

−[(d3
G̃
(u) + d3

G̃
(v)]

= m3 + n3 − (m+ k)3 − (n− k)3

= 3n2k − 3m2k − 3nk2 − 3mk2

= 3k(n2 −m2)− 3k2(m+ n)

= 3k(m+ n)(n−m− k).

Now, we can see that (i), (ii) and (iii) are hold. □

A graph transfformation converts the information
from the primary graph into a new converted structure.
Now, we present several well-known graph transforma-
tions [1, 14] that will be used to attain our main results.

Pendant-Path (PP) Transformation. Let G be a
nontrivial graph, u, v ∈ V (G) and dG(v) ≥ 3. Sup-
pose that P1 : uu1u2 . . . us and P2 : vv1v2 . . . vt are
two paths, that hang on u and v, respectively. Let G̃ be
the graph achieved fromG by interconnecting P1 and P2

( see Fig. 1). Therefore, the uu1...usv1...vt is a path in
the new graph G̃.

Figure 1. PP Transformation

If we use PP transformation on G, then the degree of
us increases by k = 1 and the degree of v decreases
by k = 1. Also, the degrees of other vertices in G and
G̃ are equal. Therefore, Theorem 2.1 and Theorem 2.2
show that ID(G̃) < ID(G) and F (G̃) < F (G).

Contraction to path (EP) Transformation. Let G
be a nontrivial graph. Consider two adjacent vertices u
and v in G and let dG(u) ≥ 3 and P : uu1u2 . . . us be a
path in G. We remove the edge uv and add the new edge

usv. We denote the new obtained graph by G̃ ( see Fig.
2).

Figure 2. EP Transformation

Let dG(us) = m, dG(u) = n and n ≥ 3. If we
use EP transformation on G, then dG̃(us) = m + 1,
dG̃(u) = n − 1, and the degrees of other vertices in G
and G̃ are the same. Now by Theorem 2.1 and Theorem
2.2, ID(G̃) < ID(G) and F (G̃) < F (G).

Contraction to star (CS) Transformation. Suppose
that G is a graph, u, v ∈ V (G) and u and v have no
shared neighbor. Let dG(u) = m and dG(v) = n, where
m ≥ n ≥ 2. If e = uv, we show (G.e) + uv by G̃ (Fi.
4).

Let u and v be two vertices of a graph G with
dG(u) = m and dG(v) = n. If we use CS transfor-
mation on G, then dG̃(v) = n − (n − 1) = 1 and
dG̃(u) = m+(n−1) and the degrees of other vertices in
G and G̃ are equal. By Theorem 2.1 and Theorem 2.2, if
m ≥ n ≥ 2, then ID(G̃) > ID(G) and F (G̃) > F (G).

Figure 3. CS Transformation
.

Star translation (ST) Transformation. Let G
be a graph, v ∈ V (G) and v1, v2, . . . , vt be
pendant vertices and neighbors of vertex v. If
u ∈ V (G) − {v1, v2, . . . , vt}, then we show (G −
{vv1, vv2, . . . , vvt}) + {uv1, uv2, . . . , uvt} by G̃ (Fig.
4). Now, if dG(u) = m and dG(v) = n, then by Theo-
rem 2.1 and Theorem 2.2 we have
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(a) If t = n − m, then ID(G̃) = ID(G) and
F (G̃) = F (G),

(b) If n − m > t and t>0, then ID(G̃) < ID(G)

and F (G̃) < F (G),
(c) If t > n − m, then ID(G̃) > ID(G) and

F (G̃) > F (G).

Figure 4. ST Transformation
.

3. Maximal and minimal values of inverse degree
and forgotten indices on bicyclic graphs

In this section, we achieve extremal graphs with re-
spect to the inverse degree and the forgotten indices on
the class of all bicyclic graphs, by considering the main
subgraphs of the bicyclic graphs.

If G is a bicyclic graph, then G possesses two inde-
pendent cycles and these cycles are denoted by Cp and
Cq as in [16]. Now, one of the following cases will be
occurred:
(I) The subgraph Cp and Cq in graph G possess exactly
one shared vertex u.
(II) The subgraph Cp and Cq in graph G are connected
by a path of length r, where r>0.
(III) The subgraph Cl+i and Cl+j in G, posses a shared
path of length l, where 0 < l ≤ min{i, j}.
The subgraphs Cp,q , Cp,r,q and Θl,i,j , depending on the
previous three cases, are called main subgraphs of G, re-
spectively (see Fig. 5).

Figure 5. Main subgraphs of bicyclic
graphs

.

If G is a bicyclic graph, we transform each tree of
G into a path by frequentative use of PP transformation.
Then, we transform all the paths with the same trans-
formation into a unique path such as P : w1w2 . . . wt.

Thereupon, we acquire a bicyclic graph G̃ such that the
main subgraph of G̃ is one of the graphs Cp,q , Cp,r,q or
Θl,i,j and it has a unique pendent path P attached at one
of its vertices. According to the main subgraph of G̃, we
consider the following three cases:
Case A : The main subgraph of G̃ is Cp,q

If the path P was connected to the vertex u, then we
displace P and paste it to a vertex in Cp or Cq except
u. Thus, we assume that P is attached to the vertex s,
where s ̸= u. Now, if the EP transformation is used
for s and one of its neighbors of degree 2, we obtain a
graph of type I, where the length of one of its cycles is
increased by the length of P as Fig. 6. Also, we show
that EP transformation decreases the inverse degree and
the forgotten indices.
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Figure 6. Bicyclic graph φ1 of type I
.

Case B : The main subgraph of G̃ is Cp,r,q

If the path P was connected to the vertices
{u, u1, u2, . . . , ur−1, v}, then we displace and paste it
to a vertex s in Cp or Cq except u and v. Now, if the
EP transformation is used for s and one of its neighbors
of degree 2, then we obtain a graph of type II, where the
length of one of its cycles is increased by the length of
P . In addition, the vertices {u1, u2, . . . , ur−1} can be
inserted into one of the cycles Cp or Cq . In this way,
the degree sequence of the graph does not change, so the
inverse degree and the forgotten indices do not change.
Eventually, we achieve a bicyclic graph, where its cycles
are linked by uv as in the Fig. 7.

Figure 7. Bicyclic graph φ2 of type II
.

Case C : The main subgraph of G̃ is Θl,i,j

Similar to the previous cases, if the path P was con-
nected to one of the vertices {g, v1, v2, . . . , vl−1, h},
then we displace and paste it to a vertex s in Cp or Cq

except g and h. Now, if the EP transformation is used for
s and one of its neighbors of degree 2, then we obtain a
graph of type III, where the length of one of its cycles
is increased by the length of P . In addition, the vertices
{v1, v2, . . . , vl−1} can be inserted into one of the cycles
Cp or Cq . In this way, the degree sequence of the graph
does not change, so the inverse degree and the forgotten
indices do not change. Eventually, we achieve a bicyclic
graph of type III, where its cycles are shared in the edge
gh as Fig. 8.

Figure 8. Bicyclic graph φ3 of type III
.

Therefore, every bicyclic graph G can be converted
into one of the graphs φ1 (Fig. 6), φ2 (Fig. 7) or φ3

(Fig. 8). The degree sequences of φ2 and φ3 are the
same. In the next lemma, we compare the inverse degree
and the forgotten indices of φ1 and φ2.

Lemma 3.1. Let φ1, φ2 and φ3 be the simple bicyclic
graphs Fig. 6, Fig. 7 and Fig. 8, respectively. Then

(a) ID(φ1) > ID(φ2) = ID(φ3),
(b) F (φ1) > F (φ2) = F (φ3).

Proof. (a) We can see that the degree sequence of φ1 is
(4,2,2,. . . ,2) and φ2 is (3,3,2,2,. . . ,2). Then by the defi-
nition we have

ID(φ1)− ID(φ2) =
∑

u∈V (G)

1

d́u
−

∑
u∈V (G)

1

du

= (
1

2
+ . . .+

1

2
+

1

4
)

−(
1

2
+ . . .+

1

2
+

1

3
+

1

3
)

=
1

12
.

Thus, ID(φ1)− ID(φ2) > 0 and ID(φ2)<ID(φ1),
for each n ≥ 5.

(b)With a similar argument for the forgotten index ,
we have

F (φ1)− F (φ2) =
∑

u∈V (G)

d́3u −
∑

u∈V (G)

d3u

= (23 + . . .+ 23 + 43)

−(23 + . . .+ 23 + 33 + 33)

= 18.

Therefore, F (φ1)− F (φ2) > 0 and F (φ2)<F (φ1), for
each n n ≥ 5. □
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IfG is a bicyclic graph, then by iterative use of the CS
transformation, G can be converted to a bicyclic graph
G̃, where G̃ consists of two triangles and some hanging
stars and the inverse degree index of G̃ is greater than
the inverse degree index of G and its forgotten index is
greater than the forgotten index of G. Now, we repeat
ST transformation until G converts to ψ1 or ψ2 of Fig.
9. Also, ST transformation increases the inverse degree
and the forgotten indices.

Figure 9. Bicyclic graphs ψ1 and ψ2

In the next lemma, we compare the inverse degree and
forgotten indices of the graphs ψ1 and ψ2.

Lemma 3.2. Let ψ1 and ψ2 be the simple bicyclic
graphs Fig. 9. Then

(a) ID(ψ1) < ID(ψ2),
(b) F (ψ1) < F (ψ2).

Proof. (a) We can see that the degree sequence of ψ1 is
(n-1,2,2,2,2,1,1,. . . ,1) and ψ2 is (n-1,3,2,2,1,1,. . . ,1), so
by the definition we have

ID(ψ1)− ID(ψ2) =
∑

u∈V (G)

1

d́u
−

∑
u∈V (G)

1

du

= (
1

1
+ . . .+

1

1
+

1

2
+

1

2
+

1

2
+

1

2
+

1

n− 1
)

− (
1

1
+ . . .+

1

1
+

1

2
+

1

2
+

1

3
+

1

n− 1
)

=
−1

3
.

Thus, ID(ψ1)− ID(ψ2) < 0 and ID(ψ1)<ID(ψ2),
for each n ≥ 5.

(b)With a Similar argument above for forgotten index,
we have

F (ψ1)− F (ψ2) =
∑

u∈V (G)

d́3u −
∑

u∈V (G)

d3u

= 13 + . . .+ 13 + 23 + 23 + 23 + 23 + (n− 1)3

−(13 + . . .+ 13 + 23 + 23 + 33 + (n− 1)3)

= −12.

Therefore, F (ψ1)− F (ψ2) < 0 and F (ψ1)<F (ψ2), for
each n ≥ 5. □

Now, by the above explanations we can prove the
main results of this section.

Theorem 3.3. Let G be a bicyclic graphs of order n,
where n ≥ 5. Then
(i) ID(φ2) ≤ ID(G) ≤ ID(ψ2),
(ii) F (φ2) ≤ F (G) ≤ F (ψ2).

Proof. (i) If G is a bicyclic graph, then we show that G
can be converted into one of the graphs φ1, φ2 or φ3

of Lemma 3.1, by the PP and EP transformations and
these transformations decrease the inverse degree index.
Therefore, Lemma 3.1 implies that ID(φ2) ≤ ID(G).
Similarly, G can be converted into one of the graphs
ψ1 or ψ2 of Lemma 3.2 by the CS and ST transforma-
tions and these transformations increase the inverse de-
gree index. Therefore, Lemma 3.2 shows that ID(G) ≤
ID(ψ2).

Another part can be proved by a similar argu-
ment. □

4. Conclusion

In this article, we used some well known graph trans-
formations to obtain the extremal graphs with respect
to the forgotten index and the inverse degree index on
the class of all bicyclic graphs. We showed that, if
G is a bicyclic graph of order n, where n ≥ 5, then
n−2
2 + 2

3 ≤ ID(G) ≤ n2−5n+5
n−1 + 4

3 and 8n + 38 ≤
F (G) ≤ n3 − 3n2 + 4n+ 42.
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Abstract
Let Fq be a finite field with q elements, where q = pm, and R = Fq +

uFq denotes the ring Fq [u]
〈u2〉 . For positive integers α and β, a nonempty

subset C of Fαq × Rβ is called an FqFq[u]-additive code if C is an R-
submodule of Fαq ×Rβ . In this paper, we obtain the generator matrix of
these codes and the structure of their dual codes are given. we introduce
Lee weight and homogenous weight over these codes. Also, we give
some bounds on the minimum distance of these codes with respect to
homogenous and Lee weights. At the end, we study one-weight codes
and obtain [q2+q, 2, q2] and [2(q+1), 2, 2q] one-weight optimal codes
over Fq .

1. Introduction

A subgroup of Zα2×Z
β
4 , whereα and β are positive in-

tegers, is called a Z2Z4-additive code [5]. The studies on
Z2Z4-additive codes and their algebraic structures have
attracted many researchers; see [1, 3, 4, 5, 12]. In [12],
Dougherty et al. described one weight Z2Z4-additive
codes. They described the structure and possible weights
for all one weight Z2Z4-additive codes.

Later, these codes were generalized to Z2Z2[u]-
additive codes [2]. These codes have been studied with
respect to Lee weight [6]. In particular, one-Lee weight
Z2Z2[u]-additive codes have been studied in [19]. Also,
cyclic Z2Z2[u]-additive codes have been studied [25].

Recently, Z2Z2[u]-additive codes were generalized to
ZpZp[u]-additive codes, where p is a prime number [21].
Also, these codes have been studied with respect to Lee
weight. In [21], the linear and cyclic structures of these

codes were given. Among other results, some optimal
codes were obtained from a subclass of these codes [21].

In this paper, we give a comprehensive study on
FqFq[u]-additive codes, where q = pm for some prime
number p and a positive integerm. We study these codes
with respect to Lee and homogenous weights. The struc-
ture of this paper is as follows.

In Section 2, we introduce some notations and basic
facts which will be utilized later in our discussion. In
Section 3, we introduce FqFq[u]-additive codes and ob-
tain the generator matrix of these codes in a case that
q is a power of a prime number. Moreover, the struc-
ture of dual codes are given. In Section 4, we generalize
the Lee weight over FqFq[u]-additive codes. Also, we
introduce another weight function, homogenous weight,
over these codes. We obtain some bounds on mini-
mum distance of these codes with respect to these weight
functions. In Section 5, we study one-weight codes
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with respect to Lee and homogenous weights. In this
section, by the Gray image of these codes, we obtain
[q2 + q, 2, q2] and [2(q + 1), 2, 2q] one-weight optimal
codes over Fq . In Section 6, we introduce constacyclic
codes over FqFq[u]-additive codes and we obtain the
structure of these codes.

2. Preliminaries

We begin with some definitions for codes over rings.
From now on, suppose that R is a finite commutative

ring with identity. The Jacobson radical of R is denoted
by rad(R). For an R-module M, left or right, the so-
cle of M, denoted by soc(M), is the sum of all minimal
nonzero submodules of M .

Definition 2.1. [17] Let R be a artinian ring. If
soc(R) ∼= R/rad(R) as right R-modules and as left R-
modules, then R is called a Frobenius ring.

Definition 2.2. [20] A ringR is called a finite chain ring,
if its ideals are linearly ordered by inclusion.

Lemma 2.3. If R be a chain ring, then R is a local ring.

Proof. The proof is clear by the definition of chain
ring. �

A code is a subset of Rn and a linear code over R
is an R-submodule of Rn. In this case we say that the
code has length n. For a code C, we define the rank of
C, denoted by rank(C), to be the minimum number of
generators of C.

The Hamming distance between two vectors u, v ∈
Rn is the number of coordinates in which u and v dif-
fer from one another and it is denoted by dH(u, v).
The Hamming weight of a vector u ∈ Rn, denoted by
wH(u), is the number of non-zero coordinates of u. The
minimum Hamming distance of a code C is denoted
by dH(C) and is given as: dH(C) = min{dH(u, v) :
u, v ∈ C, u 6= v}. The minimum Hamming weight of
a code C, denoted by wH(C), is the minimum value of
wH(u) for u ∈ C \ {0}.

We define the inner product of vectors u and v ∈ Rn
as follows:

u.v =

n∑
i=1

uivi.

Let C be a linear code over R. The dual code of C, de-
noted by C⊥, is defined as follows:

C⊥ = {v ∈ Rn| u.v = 0, for all u ∈ C}.

Lemma 2.4. [26, Theorem 3] Let C be a code of length
n over a finite Frobenius ring. Thus, |C||C⊥| = |Rn|.

The Gray maps, which are defined in each case, have
been used as tools to linked codes over rings and codes
over finite fields. Gray maps from Zn4 to Z2n

2 were effec-
tively used by Sloane, Calderbank, et al. in their work
[14], as a tool to obtain the binary nonlinear Kerdock,
Preparata, and Goethals codes as the Gray images of lin-
ear codes over Z4. Carlet, in [6], extended this map to
Z2k with the homogeneous weight and used this to ob-
tain the generalized Kerdock codes that were non-linear
binary codes with large minimum distances. Several
other authors, like Ling generalized the notion of Gray
maps to more general rings with certain homogeneous
weights defined on them in [18]. In this paper, we use
the Gray map used in paper [16], which is defined for
chain rings.

3. FqFq[u]-additive codes

Throughout this paper, Fq denotes a finite field with q
elements, where q = pm is a power of a prime number p.
The ring Fq+uFq consists of all polynomials of degrees
0 and 1 in an indeterminate u over Fq , and it is closed un-
der polynomial addition and multiplication modulo u2.
Thus Fq + uFq =

Fq [u]
〈u2〉 = {δ + θu : δ, θ ∈ Fq}. It is

easy to see that Fq+uFq is a chain ring with the maximal
ideal m = 〈u〉.

Also, we have the following ring homomorphism:

τ : Fq + uFq −→ Fq, δ + θu 7−→ δ.

Hence Fq is an (Fq + uFq)-module, where for δ + θu ∈
Fq +uFq and c ∈ Fq , the scalar multiplication is defined
as (δ + θu).c = δc ∈ Fq . From now on, we denote
Fq + uFq by R.

In this section, we introduce and study basic facts of
FqFq[u]-additive codes. In particular, the structure of
these codes and their dual codes are given.

Definition 3.1. Let α and β be two positive inte-
gers. A nonempty subset C of Fαq × Rβ is called
an FqFq[u]-additive code if C is an R-submodule
of Fαq × Rβ with the following scalar multiplication,
where for r = δ + θu ∈ R and (aα, bβ) =
(a0, a1, ..., aα−1, b0, b1, ..., bβ−1) ∈ C,

r.(aα, bβ) = (δaα, rbβ) =
(δa0, δa1, ..., δaα−1, rb0, rb1, ..., rbβ−1).
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By the same argument as [21, Theorem 1], the fol-
lowing theorem gives the generator matrix of FqFq[u]-
additive codes.

Theorem 3.2. Let C ⊆ Fαq ×Rβ be an FqFq[u]-additive
code. Then C is permutation equivalent to an FqFq[u]-
additive code with the standard form matrix

G =

 Ik0 A1 0 0 uB
0 A2 Ik1 D1 D2 + uD3

0 0 0 uIk2 uD4

 , (3.1)

where Ik0 , Ik1 and Ik2 denote the k0 × k0, k1 × k1
and k2 × k2 identity matrices. respectively, A1, A2, B,
D1, D2, D3 and D4 are matrices over Fq . Moreover,
|C| = qk0+2k1+k2 .

An FqFq[u]-additive code C ⊆ Fαq × Rβ with the
generator matrix given in Equation 3.1 is said to be of
type (α, β, k0, k1, k2), where k = k0 + k1 + k2 is called
the rank of C and denoted by rank(C).

The inner product for two elements x, y ∈ Fαq × Rβ
is defined as follows:

x.y := u(

α−1∑
i=0

xiyi) +

α+β−1∑
i=α

xiyi.

For an FqFq[u]-additive code C, C⊥ is the dual of C
with respect to the above inner product.

Proposition 3.3. Let C ⊆ Fαq × Rβ be an FqFq[u]-
additive code. Then

(1) |C||C⊥| = |Fαq ×Rβ |.
(2) (C⊥)⊥ = C.

Proof. (1) Define ϕ : Fαq × Rβ −→ Rα × Rβ by
(x, y) 7−→ (xu, y). It is easy to see that ϕ is an injective
R-module homomorphism. Hence, ϕ(C) is a linear code
over R of length α + β, where |ϕ(C)| = |C|. Now, let
ϕ(C)⊥ be the dual of ϕ(C) with respect to the standard
inner product overR. Then, ϕ(C)⊥ = {(a+bu, c+du) :
(a, c + du) ∈ C⊥}. Since b ∈ Fαq , so |ϕ(C)⊥| =

|C⊥||Fq|α = |C⊥|qα. Since R is a Frobenius ring,
by Lemma 2.4, we have |ϕ(C)⊥||ϕ(C)| = |R|α+β =

q2α+2β . Thus, |C⊥|qα = q2α+2β

|ϕ(C)| = q2α+2β

|C| . This shows

that |C⊥||C| = q2α+2β

qα = qα+2β = |Fαq ×Rβ |.
(2) Clearly C ⊆ (C⊥)⊥. Now, by part (1), |C| =

|Fαq×R
β |

|C⊥| and |C⊥| =
|Fαq×R

β |
|(C⊥)⊥| . Thus |C| = |(C⊥)⊥|,

which completes the proof. �

The following theorem gives the generator matrix of
C⊥.

Theorem 3.4. LetC be an FqFq[u]-additive code of type
(α, β, k0, k1, k2) with the standard form matrix defined
in Equation 3.1. Then the generator matrix for C⊥ is
given by

H =

 −At1 Iα−k0 −uAt2
−Bt 0 −(D2 + uD3)t +Dt

4D
t
1

0 0 −uDt
1

0 0
−Dt

4 Iβ−k1−k2
uIk2 0

 .

Proof. Let C̃ be the FqFq[u]-additive code, which is
generated by H . If G be the generator matrix of C,
it is easy to see that HGt = 0. Hence, C̃ ⊆ C⊥.
From the generator matrices of C and C̃, we have that
|C| = qk0+2k1+k2 and |C̃| = qα−k0+2(β−k1−k2)+k2 =
qα+2β−k0−2k1−k2 . By the proposition 3.3, |C⊥| =
|Fαq×R

β |
|C| = qα+2β

qk0+2k1+k2
= |C̃|. Hence, C̃ = C⊥ and

the proof is completed. �

4. Weight functions over FqFq[u]-additive codes

In this section, we introduce two weight functions,
homogenous weight and Lee weight, over FqFq[u]-
additive codes. First, note that R is a chain ring with the
maximal ideal m = 〈u〉, nilpotency index 2, and residue
field R/m = Fq . A homogenous weight over R is de-
fined as follows:

ωhom(t) =

 q − 1, t ∈ R \m;
q, t ∈ m \ {0};
0, t = 0.

Now, the weight function ω over Fαq × Rβ is defined
as ω(x, y) = ωH(x) + ωhom(y), where (x, y) ∈
Fαq × Rβ and ωH denotes the Hamming weight. Also,
the distance between any two codewords is the weight
of their difference; for (x, y), (x′, y′) ∈ Fαq × Rβ ,
dω((x, y), (x′, y′)) = ω(x − x′, y − y′). In partiqular,
for an FqFq[u]-additive code C ⊆ Fαq × Rβ , the non-
zero minimum distance between the codewords in C is
denoted by dhom(C). By [16, Proposition 3.1], there ex-
ists a Gray map from (Rβ , dhom) to (Fqβq , dH), where
dH denotes the Hamming distance on Fqβq . Let ϕhom :

10



N. Mohsenifar et al. / Journal of Optimization of Soft Computing (JOSC), 2(1): 8-18, 2024

Rβ −→ Fqβq be the defined Gray map in [16]. Then the
map (id, ϕhom) : Fαq × Rα −→ Fα+qβq is an isometry
which transforms the homogenous distance in Fαq × Rβ
to the Hamming distance in Fα+qβq . In this paper, we
denote (id, ϕhom) by Φhom.

Example 4.1. LetC be an F5F5[u]-additive code of type
(6, 31, 1, 1, 0) with the following standard form matrix

G =

(
1 0 2 3 4 1 0 0 u B B B
0 1 4 3 2 4 1 D 0 1 2 3

B B B
4 u 1 + u

)
,

where B = (u 2u 3u 4u) and D = (2 3 4 u 1+u).
By Theorem 3.2, |C| = 5k0+2k1+k2 = 53. Also, we can
see that Φhom(C) is a [161, 3, 125] linear code over F5

with respect to Hamming weight.

Now, we introduce another weight function over these
codes. In [21], the Lee weight over FqFq[u]-additive
codes, in the case that q is a prime number, is defined.
We give this weight function on FqFq[u]-additive codes
in general.

The Gray map defined on R can be expressed as fol-
lows:

φ′ : R −→ F2
q, φ

′(a+ bu) = (b, a+ b).

The Lee weight is ωL(a + bu) = ωH(b, a + b). The
map φ′ and the Lee weight ωL generalize over Rβ nat-
urally; for all c := (a1 + b1u, · · · , aβ + bβu) ∈ Rβ ,
we have φ′(c) = (b1, · · · , bβ , a1 + b1, · · · , aβ + bβ) and
ωL(c) = ωH(φ(c)).

A weight function ω′ over Fαq × Rβ is defined as
ω′(x, y) = ωH(x) + ωL(y), where (x, y) ∈ Fαq × Rβ .
Also, the distance between any two codewords is defined
by the argument as homogenous weight. Now, the fol-
lowing map is an isometry which transforms the Lee dis-
tance in Fαq ×Rβ to the Hamming distance in Fα+2β

q .

ΦLee : Fαq ×Rβ −→ Fα+2β
q , (x, y) 7−→ (x, φ′(y)).

From now on, we call this weight function, Lee weight
[21]. In addition, If C ⊆ Fαq × Rβ is an FqFq[u]-
additive code, we denote the non-zero minimum distance
between the codewords in C by dL(C).

Example 4.2. LetC be an F3F3[u]-additive code of type
(4, 2, 1, 1, 0) with the following standard form matrix

G =

(
1 0 1 1 0 u
0 1 1 2 1 0

)
.

By Theorem 3.2, |C| = 3k0+2k1+k2 = 33. Also, one can
see that ΦLee(C) is a [8, 3, 2] linear code over F3 with
respect to Hamming weight.

Lemma 4.3. [24, Theorem 1] Let C be a q-ary code of
parameters (n,M, dH), where M is the size of C. Then,
the Singleton bound is as follows:

dH(C) ≤ n− logq |M |+ 1.

The following theorem gives some bounds on
FqFq[u]-additive codes with respect to homogenous and
Lee weights.

Theorem 4.4. LetC be an FqFq[u]-additive code of type
(α, β, k0, k1, k2). Then

(1) dhom(C)−1
q ≤ α

q + β − k0+2k1+k2
q ;

(2) bdhom(C)−1
q c ≤ α+ β − (k0 + k1 + k2);

(3) dL(C)−1
2 ≤ α

2 + β − k0+2k1+k2
2 ;

(4) bdL(C)−1
2 c ≤ α+ β − (k0 + k1 + k2),

where bxc refers to the greatest integer less than or
equal to x.

Proof. (1) Consider the Gray map Φhom : Fαq ×Rβ −→
Fα+qβq . Since Φhom(C) ⊆ Fα+qβq , thus Φhom(C) is
a code over Fq of length α + qβ. Now by the Sin-
gleton bound, we have dH(Φhom(C)) ≤ α + qβ −
logq |Φhom(C)| + 1. But dH(Φhom(C)) = dhom(C)

and |Φhom(C)| = |C| = qk0+2k1+k2 . This completes
the proof.

(2) Define the map ρ : Fq −→ R by a 7−→ au.
It is easy to see that ρ is well defined and injective.
Now for b + cu ∈ R, ρ((b + cu).a) = ρ(ba) =
bau = (b + cu).au = (b + cu).ρ(a). Hence ρ is
an R-module homomorphism. Also, denote the nat-
ural generalization of ρ on Fαq by ρ. Thus the map
(ρ, id) : Fαq × Rβ −→ Rα+β is an injective R-module
homomorphism. Now ωH(a) = 1 ≤ q = ωhom(au)
for all a ∈ Fq . Therefore (ρ, id)(C) is a linear code
with dhom(C) ≤ dhom((ρ, id)(C)). If A is the max-
imum weight of elements in R, then by [22, Theorem
3.7], bdhom(C)−1

A c ≤ bdhom((ρ,id)(C))−1
A c ≤ α + β −

rank((ρ, id)(C)) = α+ β − rank(C) = α+ β − (k0 +
k1 + k2). But A = q which completes the proof.

(3) Consider the Gray map ΦLee : Fαq × Rα −→
Fα+2β
q instead of the Gray map Φhom in part (1). By the

same argument as part (1), the result is followed.
(4) Consider the map (ρ, id) : Fαq ×Rβ −→ Rα+β in

part (2). Then ωH(a) = 1 ≤ 2 = ωH(a, a) = ωL(au)

11
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for all a ∈ Fq . Also, the maximum Lee weight of ele-
ments in R is equal to A = 2. Now, by the same argu-
ment as part (2), the result is obtained. �

5. One-weight FqFq[u]-additive codes

An FqFq[u]-additive code is said to have one-Lee (or
homogenous) weight if every non-zero codeword has
the same Lee (or homogenous) weight. In this sec-
tion, we study the properties of one-Lee weight and one-
homogenous weight FqFq[u]-additive codes. We give
the exact structure of some large classes of one-weight
codes. In particular, we introduce two classes of one-
weight codes that their Gray images are [q2 + q, 2, q2]
and [2(q + 1), 2, 2q] one-weight optimal codes over Fq .

One-homogenous weight codes
Now, we study one-homogenous weight FqFq[u]-

additive codes.

Lemma 5.1. Let C ⊆ Fαq × Rβ be an FqFq[u]-additive
code. Then∑

c∈C ω(c) = |C|(q−1)
q (α+ qβ).

Proof. We write the codewords of C as rows of a matrix
G. Consider the column j of G, where α + 1 ≤ j ≤
α+ β. Let J be the ideal of R generated by all elements
of the column j. Since R is a chain ring and m is the
maximal ideal of R, so J = m or J = R. Now, we
consider the following two cases:

Case 1 (J = m = 〈u〉). Since C is an R-submodule,
any element of J is an element of the column j. Now we
show that any two elements of J have the same repetition
number in the column j. Let au and bu be two elements
of J with the repetition numbers na and nb, respectively.
Then au = ab−1(bu) and hence na ≥ nb. By the same
argument, nb ≥ na. So na = nb. Therefore, the sum of
the weights of all elements of the column j is equal to

|C|
|J |

(
∑
s∈J

ωhom(s)) =
|C|
|J |

(q|J \ {0}|) =

|C|
q

(q(q − 1)) = |C|(q − 1).

Case 2 (J = R). In this case, there exists an invert-
ible element cj in the column j. If c′j is an element of
J , then c′j = (c′jc

−1
j )cj . Thus any element of J = R

is an element of the column j. Now, let c1 = a1 + b1u
and c2 = a2 + b2u be two elements of J . We show
that c1 and c2 have the same repetition number in the

column j. If a1 and a2 are non-zero elements, then
c1 and c2 are invertible. Hence c1 = (c1c

−1
2 )c2 and

c2 = (c2c
−1
1 )c1. This shows that c1 and c2 have the

same repetition number. If a1 = a2 = 0, then by the
same argument as case 1, nc1 = nc2 . Now, let a1 be
a non-zero element and a2 = 0. Then c1 is invertible.
We have that c2 = (c2c

−1
1 )c1 which proves nc2 ≥ nc1 .

Also, c1 = (a1c
−1
j )cj + (b1b

−1
2 )c2 which shows that

nc1 ≥ nc2 . Thus, the elements of J have the same repe-
tition number |C||J| = |C|

q2 .
Therefore, the sum of the weights of all elements of

the column j is equal to

|C|
q2

(
∑

s∈R\m

ωhom(s) +
∑

s∈m\{0}

ωhom(s)) =

|C|
q2

((q2 − q)(q − 1) + (q − 1)q) = |C|(q − 1).

If 1 ≤ j ≤ α, then the ideal J of R generated by all
elements of the column j is equal to Fq . Since all ele-
ments of Fq are invertible, they have the same repetition
number. Hence, the sum of the weights of all elements
of the column j is equal to

|C|
|Fq|

(
∑
s∈Fq

ωH(s)) =
|C|
q

(q − 1).

Therefore, ∑
c∈C ω(c) = |C|(q−1)

q (α+ qβ).

�

Theorem 5.2. Let C ⊆ Fαq ×Rβ be a one-homogenous
weight FqFq[u]-additive code with weightm. Then there
exists a unique positive integer λ such that m = λ |C|q
and α+ qβ = λ( |C|−1q−1 ).

Proof. By the lemma 5.1, we have∑
c∈C

ω(c) =
|C|(q − 1)

q
(α+ qβ).

On the other hand, the sum of the weights of all code-
words is (|C|−1)m. Hence, |C|(q−1)q (α+qβ) = (|C|−
1)m. Since |C| = qk0+2k1+k2 , gcd( |C|q , (|C| − 1)) = 1.
Therefore, there exists a positive integer λ such that
m = λ |C|q , and hence (q−1)(α+qβ) = λ(|C|−1). �

The following theorem, determines a class of one-
homogenous weight codes.
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Theorem 5.3. Let C ⊆ Fαq ×Rβ be a one-homogenous
weight FqFq[u]-additive code with weight m. If m is
odd, and q = 2s for some positive integer s, then
C = {(θ, ..., θ︸ ︷︷ ︸

α

, θu, ..., θu︸ ︷︷ ︸
β

) : θ ∈ Fq}.

Proof. Clearly, C = {(θ, ..., θ, θu, ..., θu) : θ ∈ Fq}
is a one-homogenous weight code of weight α + qβ.
Now, we show that any one-homogenous weight code
has this form. By the Theorem 5.2, m = λ |C|q . Since
m is odd and q = 2s, λ should be an odd integer and
|C|
q = 1. Hence, m = λ = α + qβ. Let (a, b) =

(a1, ..., aα, b1, ..., bβ) be a codeword in C. If ai = 0 for
some i, or bj /∈ m, then ω(a, b) < α + qβ; a contra-
diction. Hence, ai is a non-zero element of Fq for all
1 ≤ i ≤ α, and bj = θju where θj is a non-zero element
of Fq for 1 ≤ j ≤ β. Clearly, (δa, δb) ∈ C for any
δ ∈ Fq . Thus, if ai 6= θj for some i 6= j, |C| > q; is a
contradiction. Hence, C = {(θ, ..., θ︸ ︷︷ ︸

α

, θu, ..., θu︸ ︷︷ ︸
β

) : θ ∈

Fq}. �

Now, we introduce a class of optimal one-
homogenous weight codes. The following lemma gives
the well-known Griesmer bound for linear codes.

Lemma 5.4. [15, Theorem 2.7.4] Let C be a q-ary code
of parameters [n, k, dH ], where k ≥ 1. Then the Gries-
mer bound is as follows:

n ≥
k−1∑
i=0

ddH
qi
e.

Definition 5.5. If a linear code C over a finite field Fq
meets the Griesmer bound, then C is called optimal.

Suppose that Fq = {0, f1 = 1, f2, ..., fq−1}. The
following theorem gives a class of optimal codes.

Theorem 5.6. LetC be an FqFq[u]-additive code of type
(q, q, 1, 0, 1) with the following standard form matrix:

G =

(
a 0 b
0 u d

)
,

where a = (1, 1, · · · , 1︸ ︷︷ ︸
q times

), b = (u, u, · · · , u︸ ︷︷ ︸
(q−1) times

) and d =

(f1u, f2u, · · · , f(q−1)u). Then C is a one-homogenous
weight code with weight m = q2. Also, Φhom(C) is
an optimal one-Hamming weight code with parameters
[q2 + q, 2, q2].

Proof. Let c be a codeword in C. Then by the defini-
tion of FqFq[u]-additive codes and the structure of G,
c = (δa 0 δb) + (0 δ′u δ′d) = (δa δ′u δb + δ′d)
for some δ, δ′ ∈ Fq . But the weight of c is equal to

ω(c) = ωh(δa) + ωhom(δ′u) + ωhom(δb + δ′d) =

q + q + ωhom(δb + δ′d).

Since Fq is a field, there exists only one element θ ∈ Fq
such that δ + θ = 0. But Fq(δ′) = Fq . Hence, there ex-
ists only one integer 1 ≤ i ≤ q−1 such that δ+fiδ

′ = 0.
This shows that ωhom(δb+ δ′d) = (q− 2)q. Therefore,
ω(c) = q2. It is easy to see that Φhom(C) is a one-
Hamming weight code with parameters [q2 + q, 2, q2].
Now, q2 + q = d q

2

1 e+ d q
2

q e. �

Example 5.7. LetC be an F5F5[u]-additive code of type
(5, 5, 1, 0, 1) with the following standard form matrix:

G =

(
1 1 1 1 1 0 u u u u
0 0 0 0 0 u u 2u 3u 4u

)
.

Then C is a one-homogenous weight code with weight
m = 25. Also, |C| = 5k0+2k1+k2 = 52, and hence
λ = 5. Moreover, Φhom(C) is a one-Hamming weight
[30, 2, 25] code over F5 which is an optimal code.

One-Lee weight codes
Now, we study one-Lee weight FqFq[u]-additive

codes.

Lemma 5.8. Let C ⊆ Fαq × Rβ be an FqFq[u]-additive
code. Then∑

c∈C ω
′(c) = |C|(q−1)

q (α+ 2β).

Proof. By the same argument as Lemma 5.1, write the
codewords of C as rows of a matrix G. Consider the
column j of G, where α + 1 ≤ j ≤ α + β. Let J be
the ideal of R generated by all elements of the column j.
Then J = m or J = R. Hence, we have the following
two cases: Case 1 (J = m = 〈u〉). Clearly, any element
of the column j is of the form bu for some b ∈ Fq \ {0}.
By case 1 of Lemma 5.1, any element of J is an element
of the column j. Also, any two elements of J have the
same repetition number in the column j. Hence, the sum
of the weights of all elements of the column j is equal to

|C|
|J |

(
∑
s∈J

ωL(s)) =
|C|
|J |

(2|J \ {0}|) =

|C|
q

(2(q − 1)) =
2|C|
q

(q − 1).

13
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Case 2 (J = R). By case 2 of Lemma 5.1, any ele-
ment of J = R is an element of the column j and all ele-
ments have the same repetition number. Now, let a+ bu
be an element of the column j. Then, we have the fol-
lowing cases:

(1) a = 0, b 6= 0;
(2) a 6= 0, b = 0;
(3) a, b 6= 0 and a = −b;
(4) a, b 6= 0 and a 6= −b.

Hence, the sum of the weights of all elements of the
column j is equal to

|C|
q2

(2(q − 1) + q − 1 + q − 1 + 2(q − 1)(q − 2)) =

|C|(q − 1)

q2
(4 + 2(q − 2)) =

2|C|
q

(q − 1).

If 1 ≤ j ≤ α, then by the same argument as Lemma
5.1, the sum of the weights of all elements of the column
j is equal to

|C|
|Fq|

(
∑
s∈Fq

ωH(s)) =
|C|
q

(q − 1).

Therefore,∑
c∈C ω

′(c) = |C|(q−1)
q (α+ 2β).

�

Theorem 5.9. Let C ⊆ Fαq × Rβ be a one-Lee weight
FqFq[u]-additive code with weight m. Then, there ex-
ists a unique positive integer λ such that m = λ |C|q and

α+ 2β = λ( |C|−1q−1 ).

Proof. It is proved by the same argument as Theorem
5.2. �

Now, we determine the structure of one-Lee weight
codes in the case that m is odd.

Theorem 5.10. Let C be a one-Lee weight FqFq[u]-
additive code of type (α, β, k0, k1, k2) with weight m,
wherem is odd. Then, k1 = 0 and according to Theorem
3.2, the generator matrix of C is given by the following

G =

(
Ik0 A1 0 0 uB
0 0 0 uIk2 uD4

)
.

Proof. Let k1 6= 0 and c be a vector in
(0 A2 Ik1 D1 D2 +uD3). since C is an R-submodule
of Fαq ×Rβ , by the Definition 3.1 we have:

u.c ∈ u(0 A2 Ik1 D1 D2 + uD3) =

(0 0 uIk1 uD1 uD2).

Thus, C contains a non-zero vector of even weight and
it is a contradiction. �

The following theorem gives the exact structure of
one weight codes with odd distances if q is an even inte-
ger.

Theorem 5.11. Let C ⊆ Fαq × Rβ be a one-Lee weight
FqFq[u]-additive code with weight m. If m is odd,
and q = 2s for some positive integer s, then C =
{(θ, ..., θ︸ ︷︷ ︸

α

, θu, ..., θu︸ ︷︷ ︸
β

) : θ ∈ Fq}.

Proof. Clearly, C = {(θ, ..., θ, θu, ..., θu) : θ ∈ Fq}
is a one-Lee weight code of weight α + 2β. Now, we
show that any one-Lee weight code has this form. By
the above theorem, m = λ |C|q . Since m is odd and

q = 2s, λ should be an odd integer and |C|
q = 1.

Hence, m = λ = α + 2β. Now, let (θ, δ + θu) =
(ε1, ..., εα, δ1 + θ1u, ..., δβ + θβu) be a codeword in C.
Since m = α + 2β, εi 6= 0 for all i and we have the
following two cases:

(1) δi = 0, θi 6= 0;
(2) δi, θi 6= 0 and δi 6= −θi.

But |C| = q. Hence, δi = 0 for all i, and εi = θj for
all 1 ≤ i ≤ α and 1 ≤ j ≤ β. This completes the
proof. �

Now, the following theorem gives a class of one-Lee
weight optimal codes.

Theorem 5.12. Let C be an FqFq[u]-additive code of
type (2, q, 1, 0, 1) with the following standard form ma-
trix

G =

(
a 0 b
0 u d

)
,

where a = (1, 1), b = (u, u, · · · , u︸ ︷︷ ︸
(q−1) times

) and d =

(f1u, f2u, · · · , f(q−1)u). Then C is a one-Lee weight
code with weight m = 2q. Also, ΦLee(C) is an opti-
mal one-Hamming weight code with parameters [2(q +
1), 2, 2q].

14
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Proof. It is proved by the same argument as Theorem
5.6. �

Example 5.13. Let C be an F3F3[u]-additive code of
type (2, 3, 1, 0, 1) with the following standard form ma-
trix

G =

(
1 1 0 u u
0 0 u 2u u

)
.

Then C is a one-Lee weight code with weight m = 6.
Also, |C| = 3k0+2k1+k2 = 32, and hence λ = 2. More-
over, ΦLee(C) is a one-Hamming weight [8, 2, 6] linear
code over F3 which is an optimal code.

6. Constacyclic FqFq[u]-additive codes

Recently, Qian et al.[21] have studied the cyclic codes
over ZpZp[u]-additive codes. In this section, we intro-
duce constacyclic FqFq[u]-additive codes and obtain the
structure of these codes.

Constacyclic codes over R
To obtain the structure of constacyclic additive codes

over Fq × R, we need the structure of linear consta-
cyclic codes over Fq and R. There are many researches
about linear constacyclic codes over Fq and the structure
of these codes for arbitrary length has been given; see
[8, 23]. In this section, we remind some results about
linear constacyclic codes over R.

Since R is a chain ring, all elements of R \ m are
unit. Hence, R has precisely q(q − 1) units, which are
of the form δ + θu, where δ ∈ Fq \ {0} and θ ∈ Fq .
Let λ = δ + θu be a unit of R. Consider the following
correspondence:

pλ : Rn −→ R[x]/〈xn − λ〉,
(a0, a1, ..., an−1) 7−→ a0 + a1x+ ...+

an−1x
n−1 + 〈xn − λ〉.

Clearly pλ is an R-module isomorphism. Also, it is
easy to see that C is a λ-constacyclic code if and only
if pλ(C) is an ideal of R[x]/〈xn − λ〉. We will identify
(R)n withR[x]/〈xn−λ〉 under pλ and for simplicity, we
write the polynomial a0 +a1x+ ...+an−1x

n−1 instead
of the residue class a0+a1x+...+an−1x

n−1+〈xn−λ〉.
By this correspondence, to obtain the structure of λ-
constacyclic codes over R, we determine the ideals of
R[x]/〈xn − λ〉.

In this paper, we denote the residue ring R[x]/〈xn −
λ〉 by Rn,λ. Also, for the non-zero elements δ, θ ∈ Fq ,
the residue rings Fq[x]/〈xn − δ〉 and (Fq)2[x]/〈xn −

(δ, θ)〉 are denoted by (Fq)n,δ and (Fq)2n,(δ,θ) respec-
tively.

The following theorem determines a class of consta-
cyclic codes over R.

Theorem 6.1. [13, Theorem 4.13] Let C be a λ-
constacyclic code over R of length n such that
gcd(n, p) = 1. Then C = 〈g0(x), ug1(x)〉 ⊆ Rn,λ,
where g1(x)|g0(x)|(xn − λ).

There are many studies about linear constacyclic
codes over R of length n which is not coprime to p; see
[7, 9, 10, 11]. We recalled the structure of these codes of
length ps from [9].

Theorem 6.2. [9, Theorem 4.4] Let C be a (δ + θu)-
constacyclic code over R of length ps such that δ, θ ∈
Fq \ {0} and s = am+ r for non-negative integers a, r
with 0 ≤ r ≤ m−1. ThenC = 〈(δ0x−1)i〉 ⊆ Rps,δ+θu
for some i ∈ {0, 1, · · · , 2ps}, where δ0 = δ−p

m−r
.

The above theorem gives the structure of (δ + θu)-
constacyclic codes of length ps in the case that δ and
θ are non-zero elements in Fq . In the following theo-
rems, we have the structure of these codes in the case
that θ = 0. First let (δ+θu) = 1. Hence, we have cyclic
codes.

Theorem 6.3. [9, Theorem 5.4] Cyclic codes of length
ps over R, i.e., ideals of the ring Rps,1, are

1) Type 1 (trivial ideals): 〈0〉, 〈1〉.
2) Type 2 (principal ideals with non-monic polyno-

mial generators): 〈u(x− 1)i〉, where 0 ≤ i ≤ ps − 1.
3) Type 3 (principal ideals with monic polynomial

generators): 〈(x−1)i+u(x−1)th(x)〉, where 1 ≤ i ≤
ps − 1, 0 ≤ t ≤ i, and either h(x) is 0 or h(x) is a unit,
where it can be represented as h(x) =

∑
j hj(x − 1)j ,

with hj ∈ Fq , and h0 6= 0.
4) Type 4 (nonprincipal ideals): 〈(x − 1)i +

u
∑ω−1
j=0 cj(x− 1)j , u(x− 1)ω〉, where 1 ≤ i ≤ ps − 1,

cj ∈ Fq , and ω < T , where T is the smallest integer
such that u(x− 1)T ∈ 〈(x− 1)i + u

∑i−1
j=0 cj(x− 1)j;

or equivalently, 〈(x− 1)i + u(x− 1)th(x), u(x− 1)ω〉,
with h(x) as in Type 3, and deg(h) ≤ ω − t− 1.

Now, by the structure of cyclic codes in the Theorem
6.3 and the ring isomorphism in the following theorem,
we have the structure of δ-constacyclic codes.

Theorem 6.4. [9, Proposition 6.1] Let δ0 be defined such
as Theorem 6.2. Then the map φ : Rps,1 −→ Rps,δ
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given by f(x) 7−→ f(δ0x) is a ring isomorphism. In
particular, for A ⊆ Rps,1, B ⊆ Rps,δ if φ(A) = B, then
A is an ideal ofRps,1 if and only ifB is an ideal ofRps,δ
. Equivalently, A is a cyclic code of length ps over R if
and only if B is a δ-constacyclic code of length ps over
R.

Constacyclic FqFq[u]-additive codes
Now, by the definition of constacyclic codes in

the above subsection, we define constacyclic FqFq[u]-
additive codes.

Definition 6.5. Let α and β be two positive integers
and (λ1, λ2) ∈ Fq × R. An FqFq[u]-additive code
C ⊆ Fαq × Rβ is called (λ1, λ2)-constacyclic if

(λ1sα−1, s0, ..., sα−2, λ2rβ−1, r0, ..., rβ−2) ∈ C,

whenever (s0, s1, ..., sα−1, r0, r1, ..., rβ−1) ∈ C.

Consider the map π(λ1,λ2) : Fαq × Rβ −→
(Fq)α,λ1 × Rβ,λ2 with the following definition
(s0, s1, ..., sα−1, r0, r1, ..., rβ−1) 7−→ (s0 + s1x+ ...+
sα−1x

α−1 + 〈xα − λ1〉, r0+r1x + ... + rβ−1x
β−1 +

〈xβ − λ2〉). It is easy to see that π(λ1,λ2) is an R-
module isomorphism. We will identify Fαq × Rβ with
(Fq)α,λ1 × Rβ,λ2 under π(λ1,λ2) and for simplicity,
we write (s0 + s1x + ... + sα−1x

α−1, r0+r1x + ... +
rβ−1x

β−1) for above residue class.

Lemma 6.6. A subset C of Fαq × Rβ is a (λ1, λ2)-
constacyclic code if and only if π(λ1,λ2)(C) is an R[x]-
submodule of (Fq)α,λ1 ×Rβ,λ1 .

Proof. Clearly, (Fq)α,λ1
× Rβ,λ2

is an R[x]-module.
Since π(λ1,λ2) is an R-module isomorphism, C is
an R-submodule if and only if π(λ1,λ2)(C) is an
R-submodule. Now, for an element (sα, rβ) =
(s0, s1, ..., sα−1, r0, r1, ..., rβ−1) ∈ C, let σ(sα, rβ) =
(λ1sα−1, s0, ..., sα−2, λ2rβ−1, r0, ..., rβ−2). Thus

σ(sα, rβ) ∈ C ⇔ xπ(λ1,λ2)(sα, rβ) =

π(λ1,λ2)(σ(sα, rβ)) ∈ π(λ1,λ2)(C).

This completes the proof. �

We identify C with π(λ1,λ2)(C). Now, we find the
generator polynomials of C.

Theorem 6.7. A subset C of (Fq)α,λ1
× Rβ,λ2

is
a (λ1, λ2)-constacyclic code if and only if C =
〈(g, 0), (h1, f1), ..., (hr, fr)〉R[x] such that

(1) C1 = 〈g〉 is a λ1-constacyclic code over Fq of
length α,

(2) C2 = 〈f1, ..., fr〉R[x] is a λ2-constacyclic code
over R of length β,

(3) g|xα − λ1 over Fq ,
(4) h1, ..., hr are elements of (Fq)λ1,α,
(5) |C| = |C1||C2|.

Proof. Let C ⊆ (Fq)α,λ1
× Rβ,λ2

be a (λ1, λ2)-
constacyclic code. Clearly, the projection map φ :
C −→ Rβ,λ2 is an R[x]-homomorphism. Hence,
Im(φ) is an R[x]-submodule of Rβ,λ2 . As 〈xβ −
λ2〉.Im(φ) ⊆ 〈xβ − λ2〉.Rβ,λ2

= 0, Im(φ) is an
ideal of Rβ,λ2 . In other words, Im(φ) is a linear λ2-
constacyclic code over R of length β, say C2. Let
C2 = 〈f1, ..., fr〉R[x] = 〈φ(h1, f1), ..., φ(hr, fr)〉R[x].
Now, kerφ is an R[x]-submodule of C. Let C1 = {g ∈
(Fq)α,λ1 : (g, 0) ∈ kerφ}, then clearly C1 is an R[x]-
submodule of (Fq)α,λ1

. But the map τ : R −→ Fq , in
the R-module structure of Fq , is surjective. Hence, C1 is
an Fq[x]-submodule of (Fq)α,λ1

. Since 〈xα−λ1〉.C1 ⊆
〈xα − λ1〉.(Fq)α,λ1

= 0, C1 is an ideal of (Fq)α,λ1
.

In other words, C1 is a λ1-constacyclic code over Fq
of length α. If C1 = 〈g〉, then kerφ = 〈(g, 0)〉R[x].
Therefore, C = 〈(g, 0), (h1, f1), ..., (hr, fr)〉R[x]. Since
φ is an R[x]-homomorphism, C

kerφ
∼= C2, hence |C| =

| kerφ||C2| = |C1||C2|. �

Proposition 6.8. With the assumptions of Theorem 6.7,
let

C = 〈(g, 0), (h1, f1), ..., (hr, fr)〉R[x]

be a (λ1, λ2)-constacyclic code. Then, we can assume
that deg hi < deg g for all i; 1 ≤ i ≤ r.

Proof. Since the coefficients of g are invertible, we as-
sume that g is monic. Let deg hi ≥ deg g for some
i; deg hi − deg gj = ` ≥ 0. Also, let a ∈ Fq be
the leading coefficient of hi. Then (hi, fi) = (hi −
ax`g, fi) + ax`(g, 0). Thus, 〈(hi, fi), (g, 0)〉 = 〈(hi −
ax`g, fi), (g, 0)〉. Hence, we can use hi − ax`g instead
of hi. By this method we can reduce deg hi. �

Proposition 6.9. Let

C = 〈(g, 0), (h1, f1), ..., (hr, fr)〉R[x]

be a (λ1, λ2)-constacyclic code. Then g | (xβ − λ2)hi,
for all i = 1, 2, ..., r.

Proof. Consider the projection map φ : C −→ Rβ,λ2

in the proof of Theorem 6.7. Then C1 = 〈g〉 = {f ∈
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(Fq)α,λ1
: (f, 0) ∈ kerφ}. Now, (xβ − λ2)(hi, fi) =

((xβ − λ2)hi, 0) ∈ kerφ. Hence, (xβ − λ2)hi ∈ 〈g〉.
This completes the proof. �

Remark 6.10. If (λ1, λ2) = (1, 1) as in Definition 6.5,
then we have cyclic FqFq[u]-additive codes. Hence,
by above results, we can obtain the structure of cyclic
FqFq[u]-additive codes.

Now, we give the exact structure of constacyclic
FqFq[u]-additive codes for some special lengths.

Corollary 6.11. Let C ⊆ (Fq)α,λ1
× Rβ,λ2

be a
(λ1, λ2)-constacyclic code. If α and β are coprime to
p, then C = 〈(g, 0), (h1, f1), (h2, uf2)〉R[x] such that
g|(xα − λ1) and f2 | f1|(xβ − λ2)

Proof. It follows from Theorems 6.1 and 6.7. �

Let b ∈ Fq and s be a positive integer. If s = am+ r
for non-negative integers a, r with 0 ≤ r ≤ m− 1, then
define b0 = a−p

m−r
. The following theorem determines

all constacyclic FqFq[u]-additive codes in the case that
α and β are powers of p.

Theorem 6.12. Let C ⊆ (Fq)α,λ1 × Rβ,λ2 be a
(λ1, λ2)-constacyclic code. Assume that α = ps1 , β =
ps2 , λ1 = γ and λ2 = δ + θu. Then C = 〈((γ0x +
1)i, 0), (h, (δ0x − 1)j)〉 for some i ∈ {0, 1, · · · , ps1}
and j ∈ {0, 1, · · · , 2ps2}.

Proof. By [9, Theorem 3.4], C1 = 〈(γ0x + 1)i〉, for
some i ∈ {0, 1, · · · , ps1}. Also, by Theorem 6.2, C2 =
〈(δ0x − 1)j〉, for some j ∈ {0, 1, · · · , 2ps2}. Now, by
Theorem 6.7, we have the result. �

Theorem 6.13. With the assumptions of the Theorem
6.12, let θ = 0 and C ⊆ (Fq)α,λ1

× Rβ,λ2
be a (γ, δ)-

constacyclic code. Then,

C = 〈(g, 0), (h1, f1), ..., (hr, fr)〉R[x],

such that
(1) C1 = 〈g〉 = 〈(γ0x + 1)i〉 for some i ∈

{0, 1, · · · , ps1},
(2) C2 = 〈f1, ..., fr〉R[x] = φ(I) where φ :

Rps,1 −→ Rps,δ is given by f(x) 7−→ f(δ0x) and I
is an ideal of Rps2 ,1 defined in Theorem 6.3.

Proof. It follows from Theorems 6.3, 6.4 and 6.7. �

7. Conclusion

In this paper, we studied the structure of FqFq[u]-
additive codes. We obtained the generator matrix of
these codes and described their dual codes. We de-
fined Lee weight and homogenous weight over FqFq[u]-
additive codes and studied one-weight codes with re-
spect to these two weight functions. Finally, by the Gray
image of these codes, we obtained [q2 + q, 2, q2] and
[2(q + 1), 2, 2q] one-weight optimal codes over Fq .
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 Multiple sclerosis (MS) is a disease that affects the central nervous 

system, during which the myelin present on the nerve fibers that have a 

protective role is destroyed, and therefore the conduction of electric 

current is disturbed and the symptoms of MS disease appear. In this 

disease, the white blood cells that play a defensive role in the body 

attack the myelin, which is a protection for nerve fibers, as a foreign 

agent, and each time these blood cells attack the nerve fibers of one of 

the organs of the patient's body. Which is unclear, that organ will have 

problems. The best way to diagnose MS is to examine brain MRI 

images. Therefore, the existence of a fast and accurate method to 

evaluate changes in brain atrophy or the creation and increase of 

lesions (plaques) caused by this disease is a key component in 

diagnosing and evaluating the progress of the disease and the 

effectiveness of its treatment courses. Manual detection of changes in 

lesions (plaques) and brain atrophy caused by this disease usually 

requires a trained specialist and is very slow and difficult, and the 

results are somewhat subjective. Therefore, the existence of an 

automatic system for extracting and checking these changes is 

essential. Although many automatic methods have been proposed, the 

segmentation results are not accurate enough. As a result, there is a 

great need to develop a strong, fast, and accurate method to diagnose 

MS and brain lesions caused by it. In this article, by combining two 

fuzzy methods and the controlled watershed algorithm, we propose a 

fast method with high accuracy to diagnose MS from brain MR 

images. 
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1. Introduction 

Paying attention to MS or multiple sclerosis is 

very important and necessary because we still do 

not know its treatment. However, scientists are 

working on it and hopefully in the near future we 

will be able to successfully assess its behavior and 

eventually treat it. We now know that the 

protective covering of axons is made of myelin, a 

white fatty substance, which is lost in patients 

suffering from MS. As a result, they experience 

severe sensory or motor impairment. There are 

different types of MS and different stages of the 

disease. Some patients report that their condition 

keeps going back and forth. This is because 

relapsing-remitting MS is a condition where the 

myelin sheath is destroyed but can be repaired, 

but unfortunately, it is destroyed again after a 
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while. On the other hand, progressive MS leads to 

neuronal death caused by axonal damage, which is 

an irreversible state. A review of past works 

shows that the most important factor in the 

process of treating the disease is the rapid 

diagnosis of the disease. Rondinella, A. (2023) 

and colleagues in their article have used a U-Net 

structure reinforced with a convolutional short-

term memory layer to more accurately segment 

and measure multiple sclerosis lesions detected in 

magnetic resonance images. To cope with inter- 

and intra-observer variability and reduce the 

burden and complexity of lesions identification 

for clinicians, a large number of techniques have 

been proposed in the literature for the automatic 

segmentation of MS lesions (see Garcia-Lorenzo 

et al., 2013; Valverde et al., 2017; Danelakis et 

al., 2018 for reviews). Several challenges have 

been proposed to evaluate the performances of 

these methods (e.g., Carass et al., 2017; 

Commowick et al., 2021 to cite the most recent 

ones). Moreover, recently Bonacchi et al. (2022) 

proposed an overview of Artificial Intelligence 

applications for MS clinical practice. Initial 

studies mainly enrolled patients with longstanding 

severe progressive multiple sclerosis, when 

inflammatory features are less prominent and 

neurodegeneration is the main underlying 

mechanism (Trapp and Nave, 2008). Benefit 

generally was modest, although some patients 

exhibited sustained slowing or stabilization of 

disability, but improvement in neurologic function 

was rarely seen (Burt et al., 2015; Mancardi et al., 

2015). Also, patients with more severe neurologic 

disability had increased risk of adverse events 

(Mancardi and Saccardi, 2008). More recent 

studies (Table 1) focused on relapsing-remitting 

multiple sclerosis and demonstrated that patients 

with active inflammatory features appear to derive 

the most benefit from this approach (Burt et al., 

2012; Saccardi et al., 2012; Muraro et al., 2017). 

In this article, we present a new method of 

rapid diagnosis of MS disease by examining 

changes in brain lesions and atrophy from MRI 

images using fuzzy methods. 

 

2. Materials and Methods 

Please be sure your sentences are complete and 

that there is continuity within your paragraphs. 

Check the numbering of your graphics and make 

sure that all proper references are included. 

 

3. Page Layout  

Since image noise and heterogeneity have major 

effects on non-brain tissue such as skull and fat, 

non-brain tissue is removed from the patient's MR 

image in order to reduce calculation time and 

increase efficiency. In MR brain image slices, by 

using two important factors to recognize the skull, 

i.e. thresholding on the intensity of light and also 

considering the approximate width of the skull, 

we reach very good results for removing the skull. 

In order to remove the skull, we first extract the 

image from each slice by considering a suitable 

threshold limit for only the skull, and then by 

comparing it with the original image, we separate 

the skull from the image in all slices of the MR 

image. Because MR images encounter different 

types of noise such as Gaussian, Poisson, 

Rayleigh and impact noise (pepper-salt). 

Therefore, the use of noise reduction and removal 

methods to improve the quality of these images 

will be vital for better diagnosis of diseases. 

Therefore, in the next step, using morphological 

operators, the noise is reduced as much as 

possible and the image quality is improved. First, 

by using the opening operation, a part of the 

broken narrow paths or small protrusions caused 

by fluctuations or non-linear effects are removed 

from the image. Then, in order to further reduce 

and eliminate noise, we use the combined 

opening-closing operation. By doing this, the 

effects of the remaining noise on the edges and 

also on the edges of the narrow edges of the image 

will be removed from the image, and an image 

will be obtained in which the edge noise has 

almost disappeared and the edges will be easily 

distinguishable. Figure 1 shows the result of 

removing the skull with this method from the 

middle slice of the T1-w weighted MR image. 

 

 
Figure 1: Removing the skull from a slice of an MRI 

brain image 

After removing the skull using two factors of 

approximate width and thresholding, the area of 

each slice is measured and recorded so that they 

can be compared with each other over time and in 

periodic MRIs of the patient. Also, we consider 

the effect coefficient of each slice on the brain 
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volume based on the area of each slice. We 

calculate the coefficient of 1 for the slice that has 

the largest area, and the effect coefficient of the 

rest of the slices is calculated by dividing the area 

of that slice by the area of the largest slice. Since 

the lesions (plaques) in MS occur only in the 

white area of the brain, in order to increase the 

accuracy of the system, first, the white, gray and 

cerebrospinal fluid areas of the brain are extracted 

using the fuzzy c-mean algorithm. Now, if the 

detected lesion is in the white area of the brain, 

then the segmentation is correct and the lesion is 

accepted and goes to the next stage, otherwise the 

lesion is removed. Another factor is measuring 

and comparing the area of each of the white, 

cerebrospinal, and gray areas of the brain, which 

should be evaluated over time on periodic MRIs 

of patients. 

C means clustering algorithm: 

In this algorithm, the number of C clusters is 

specified in advance. The objective function 

defined for this algorithm is as follows: 
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In equation 1, m is a real number greater than 1, 

which is chosen as 2 for m in most cases. is the 

kth sample and is the representative or center of 

the ith cluster. It shows the membership of the i-th 

sample in the k-th cluster. The symbol ||*|| The 

degree of similarity (distance) of the sample with 

(from) the center of the cluster, which can be used 

any function that expresses the similarity of the 

sample and the center of the cluster. A U matrix 

can be defined from and its components can take 

any value between 0 and 1. If all the components 

of the matrix U are 0 or 1, the algorithm will be 

similar to k average, although the components of 

the matrix U can take any value between 0 and 1 

but the sum of the components of each of the 

columns must be equal to 1 and we have: 
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This condition states that the membership of each 

sample to c clusters must be equal to 1. Using this 

condition and minimizing the objective function, 

we will have: 
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In this algorithm, the initial values for c, m and 
0U  are done, the initial clusters are guessed and 

the centers of the clusters are calculated. Then the 

membership matrix is obtained from the 

calculated clusters. Now, if equation 5 is true, the 

algorithm ends, and otherwise, the algorithm 

returns to the previous step. 

 

 111 UU
                                                                                                                              

Equation 5 
 

The use of the fuzzy algorithm makes the curve of  

the membership function smoother than the 

classical k-means algorithm, and the border 

between the clusters is not defined accurately and 

definitively. In order to segment the brain in the 

proposed algorithm, the number of clusters is 

considered equal to 3, which includes white area, 

cerebrospinal fluid and gray area of the brain. 

After clustering, the gray area and CSF are 

removed so that only the white area of the brain 

remains and the search space is limited to this 

area. Figure 2 shows the results of this clustering. 

In the testing phase of the system, after the lesions 

are detected, only the lesions located in the white 

area of the brain are accepted, and otherwise they 

are removed. 

 

 

Figure 2 : The results of clustering by the c-means fuzzy 

algorithm by selecting three clusters 
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In the next step, in order to optimally separate the 

brain regions, the average brightness intensity of 

each image slice is taken and the corresponding 

coefficients are obtained according to the average 

so that an optimal threshold is applied to the 

corresponding slice for each MR image. By 

comparing the results of the implementation of the 

proposed system of images used in two cases, 

once with noise removal by Gaussian filter and 

once without noise removal, it was determined 

that due to the removal of noise, some of the 

information related to the texture was also 

removed or They change, so noise removal 

methods should not be used as much as possible. 

Diagnosis of lesioned hemispheres 

In the diagnosis of hemispheres with MS lesions, 

the main idea is the asymmetry of the histogram 

between the healthy and lesioned hemispheres. 

Therefore, the hemispheres of the brain must be 

extracted first. Dividing the brain into two 

hemispheres is done by finding the diameter of the 

oval containing the brain. The advantage of this 

method is its resistance to head rotation and 

patient movement during imaging. For this 

purpose, after the complete extraction of the brain, 

the obtained image becomes binary. The resulting 

mask has an area that can be separated from the 

right and left hemispheres by determining the 

ellipse containing the area and considering its 

large diameter as the midline of the brain. 

(Nabizadeh and Kubat, 2015) Figure 3 shows the 

separation of the right and left hemispheres of all 

slices of an MR image. 

 

4. Diagnosis of lesioned hemispheres 

In the diagnosis of hemispheres with MS lesions, 

the main idea is the asymmetry of the histogram 

between the healthy and lesioned hemispheres. 

Therefore, the hemispheres of the brain must be 

extracted first. Dividing the brain into two 

hemispheres is done by finding the diameter of the 

oval containing the brain. The advantage of this 

method is its resistance to head rotation and 

patient movement during imaging. For this 

purpose, after the complete extraction of the brain, 

the obtained image becomes binary. The resulting 

mask has an area that can be separated from the 

right and left hemispheres by determining the 

ellipse containing the area and considering its 

large diameter as the midline of the brain. 

(Nabizadeh and Kubat, 2015) Figure 3 shows the 

separation of the right and left hemispheres of all 

slices of an MR image. 

 
Figure 3: Separation of the right and left hemispheres of 

all slices of an MR image 
After separating the right and left hemispheres of 

the brain, in the next step, we want to determine 

the hemisphere containing MS based on histogram 

information. In the algorithm used in this article, 

both training and test data, the number of slices 

for all samples in the neural network are selected 

equally. In this case, the corresponding slices 

from different samples represent the same part of 

the brain and therefore have the same structure. 

Due to this, it will be possible to create a standard 

histogram for healthy hemispheres for all slices 

using the training data. The standard histogram of 

all slices is extracted using the average histogram 

of the healthy hemispheres and fitting the 

Gaussian function in the training phase. In the 

system test phase, the obtained standard histogram 

is compared with the histogram of the test data 

and the hemisphere with the lesion is determined. 

To check the histograms, the sum of squared 

errors was used. Figure 5 shows the standard 

histogram extracted from the middle slice of the 

MR image and the histograms for the left and 

right hemispheres of this slice of the brain, which 

is slice number 255 of the database images of a 

40-year-old healthy woman. 

 

 

Figure 4 : The standard histogram extracted from the 

middle slice of the MR image and the histograms related 

to the left and right hemispheres of this slice from the 

brain of a 40-year-old healthy woman 

 

In Figure 5, as can be seen, the standard histogram 

and the histogram of the left and right 

hemispheres of the middle slice for a 45-year-old 

female patient with MS have one peak, but the 

histogram of the hemisphere with a lesion has 
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another peak, which is actually related to the 

brightness of the lesion. 

 

 

Figure 5: Standard histogram,histogram related to the 

left and right hemispheres of a 47-year-old female patient 

with MS. 

 

In this method, by using the neural network by 

comparing between the hemispheres and 

comparing it with the histogram samples of 

healthy people, in addition to distinguishing sick 

from healthy people, it is possible to identify the 

hemisphere that is more involved in MS disease 

from the peaks created on the histogram. can be 

identified. Therefore, the search space of our 

segmentation step is reduced in this method. Since 

the number of slices in the samples may not be 

equal according to the imaging diameter, in this 

case it is possible to identify the disease separately 

for that person by comparing the histogram of the 

two hemispheres of the same person. In this case, 

if the two histograms are different from each 

other, it means that the person has MS. But it is 

not possible to accurately determine the 

hemisphere containing the lesion, so both 

hemispheres should be examined after 

segmentation. 

At the end, in the evaluation stage of the neural 

network, we first obtain the distance between the 

standard histogram and the histogram of the 

investigated hemisphere by the sum of squared 

error method, and by considering a suitable 

threshold limit, we determine the presence or 

absence of a lesion in the hemisphere. The size of 

the lesion determined by this method is dependent 

on the determined threshold value, if this value is 

high, small lesions will be easily recognized, but 

some false positive error will increase, because 

some healthy slices have a diagnosis lesion. will 

be given On the other hand, a smaller threshold 

value reduces the amount of false positive error, 

but it will no longer be possible to detect small 

plaques related to MS. Therefore, in order to fully 

extract the images with lesions, the threshold 

value is considered to be relatively small so that 

the hemispheres in which there is a high 

probability of having MS can go to the next stage 

and be examined more closely, on the other hand, 

the images that are rejected in this stage are very 

unlikely to have MS. In other words, the false 

negative rate of the system will decrease. In order 

to extract the feature, we first sweep each 

hemisphere by a sliding window. We have 

considered the distance between the central pixel 

location of the window and the next location to be 

5 pixels to increase the processing speed. As a 

result, the window will overlap at the current and 

next location. In the training phase, the 

hemispheres containing the lesion and healthy are 

cut and windows are obtained from them. In each 

window, the features are extracted and the target 

class is trained based on whether each training 

window has a lesion or not. In the test phase, a 

window of the same size as the window of the 

training phase is considered and moved 

throughout the brain and background area. The 

features are extracted and classified in this 

window and in any place where it is placed. Based 

on the classification results, the center of the 

window based on belonging to the lesion site or 

healthy brain tissue is marked. In order to 

determine the appropriate size of the window, two 

windows with sizes of 8 x 8 and 16 x 16 are 

considered. 

After the automatic diagnosis of patients' images 

with the help of neural network, to determine the 

progress of the disease, it is necessary to extract 

MS plaques from the image slices and provide 

them to the doctor. Considering that MS plaques 

are part of the brain tissue, their accurate 

segmentation and separation will be of great help 

in the treatment of the disease by the doctor. In 

this article, in order to increase the accuracy in the 

separation of MS plaques, the water conversion 

method of marker-controlled diffusers and the 

integration of similar areas have been used. At 

first, the change is applied by applying a 6x6 

Gaussian Laplacian edge filter to calculate the 

approximation accuracy of the gradient 

amplitudes. In the segmentation stage, the marker-

controlled water spreader (MCWS) method is 

applied to the gradient domain of the obtained 

image. Finally, the over-segmented areas are 

selected and merged using histogram similarity. 

To obtain a better filtered image, we have used the 

functions of illumination and dilation, and to 

improve the results, opening and closing are used. 

In the proposed algorithm, since the image is of 

gray scale type, the domain gradient is used as a 

segmentation function. The results of the 

segmentation function result in an image that has 

the foreground and background markers that we 

target for segmentation. In the segmented output 

of the final diffuser, the original image of cerebral 

MS plaques is extracted from the original MRI 
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image. In the figure below, images of plaque 

extraction from slices for a 47-year-old female 

patient can be seen. In this figure, inside the 

yellow dots, you can see the plaques that were 

correctly extracted from the image by this method, 

and the black dots inside the red circles are the 

points that were wrongly detected as plaques. 

 

 

Figure 6: How to extract plaques from the middle eight 

slices of the MR image of a 47-year-old female patient 

with MS 

 

This processing was done on 55 people including 

28 female patients and 27 male patients. The 

images were used from the archives of Pars 

Imaging Center and Hajar Shahrekord Hospital. In 

total, 98.7% accuracy was recorded for the 

separation of MS plaques with this method. In 

similar methods used in other articles, the 

accuracy of separation of MS plaques was 94.8%, 

which shows that the method used in this article 

has a much higher accuracy.[3,5,10,14] 

 

5. Conclusion  

MS disease occurs at a young age, usually 

between 20 and 40 years old and because its 

complications affect patients from a young age to 

the end of life, therefore, its rapid diagnosis is 

necessary to start treatment in the early stages of 

affected patients. It prevents further progress and 

prevents severe complications in the patient's 

body. The proposed method in this article, 

considering that it is able to automatically 

diagnose the disease with high speed and 

accuracy, can be of great help to patients. The 

combination of fuzzy methods with the controlled 

watershed algorithm has enabled us to quickly 

diagnose the disease by comparing the histogram 

of the two hemispheres of the brain and to extract 

the plaques caused by the disease using the 

controlled watershed method. In the next step, 

after starting the treatment and repeating the MR 

imaging, we can use this method to evaluate the 

changing status of the plaques over time. The use 

of this method can be important in the process of 

examining the patient's condition in a long period 

of time and the effectiveness of the treatment 

process by the doctor.  
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1. Introduction 

In the case where convection heat dissipation is 

considered, the Nusselt number is expressed as a 

function of the dimensionless numbers of 

Reynolds, Groshof and Prandtl, as well as the 

aspect ratio and the characteristic length of the 

object [1]: 
),Pr,,,(Re LARGrfNu LLL        (1) 

If the Reynolds number and Grashof tend to zero, 

the heat transfer from the body to the surrounding 

environment takes place only through conduction: 
),( LARfNuL        (2) 

In this case, the value of the Nusselt number is 

called the conduction limit. Two methods can be 

used to calculate the conductivity limit of an 

isothermal object. In the first method, the 

temperature distribution around the object is 

calculated according to the solution of the Laplace 

equation; Then, the conductivity limit value is 

obtained by obtaining the temperature gradient on 

the boundary of the object. In the second method, 

the amount of heat transferred from the boundary 

of the object can be calculated without referring to 

the temperature distribution around it, and 

according to this value, the temperature of the 

boundary of the object and the temperature of the 

surrounding environment, the conductivity limit 

value can be obtained [2]. 

According to the definition, the amount of heat 

transferred through conduction with the 

surrounding environment is as follows: 
)(  TTKSQ o       (3) 

In the above relation, S is called the shape 

coefficient of conduction. According to the 

definition, the value of the conduction limit will be 

as follows: 

ATTK

Q

A

S
S

o

A
)( 






 

     (4) 

In fact, the panel method is used to obtain Q in the 

above relationship. 

 

2. The general steps of doing the work 

For a better understanding of the method, in this 

section, the work process is divided as follows [3]: 

- Object boundary paneling: 

The advantage of using the panel numerical 

method compared to other numerical methods, 
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such as finite difference, is that, instead of gridding 

the whole object, only the boundary of the object is 

gridded. Also, in the panel method, because it 

works on the boundary of the object, the panels are 

linear or surface (depending on whether the 

problem is two-dimensional or three-dimensional). 

Therefore, to calculate the conduction limit using 

the panel method, the boundary of the object is 

modeled with several panels, and according to the 

geometric coordinates of each panel, a control 

point is assigned to it to perform calculations [4]. 

- Picking thermal springs: 

In this part, according to the panelization of the 

boundary of the body, a heat source is placed on 

each panel, the distribution of each of which is 

fixed on its panel. Therefore, with the content that 

will be explained in the following parts, the method 

of calculating the power of the springs is 

investigated, from which the amount of transferred 

heat can be obtained. 

- Calculation of temperature distribution around a 

point source: 

It was mentioned in the previous part that the power 

of thermal springs on a panel is a constant value. 

Therefore, a panel's differential element can be 

considered a point source whose temperature 

distribution around it satisfies the Laplace 

equation. In this way, solving this differential 

equation around a point source is be easy.  

- Calculation of the thermal effect of the control 

points due to a thermal spring: 

      The temperature increase of the desired control 

point can be calculated by calculating the thermal 

effect of an element on a control point and then by 

integrating this value on the panel. 

- Calculate the temperature of the control points: 

To calculate the temperature of control points, by 

using the law of sum of effects, the temperature of 

the desired control point can be obtained by 

summing the effects of all panels on a control point. 

- Calculation of transferred heat: 

In order to calculate the heat transferred from the 

surface of the object, the power of the thermal 

springs on each panel should be calculated. 

According to the boundary conditions of constant 

temperature, a system of linear equations appears; 

this system of linear equations can be solved with 

the help of the Gauss elimination method, and the 

power of the panels can be calculated. By 

calculating the heat transferred from the boundary 

of the object using the law of conservation of 

energy for the steady state, it can be said that the 

heat transferred from the surface of the object is 

equal to the algebraic sum of the heat exchanged 

from the boundary of the panels. 

 

- Calculation of conductivity limit: 

Having the heat transferred from the boundary of 

the body and knowing the temperature of the 

surface and the environment, the value of the 

conductivity limit can be calculated according to 

equation 4. 

 

3. Mathematical steps of the work method 

The surface of the object must first be modeled 

with surface panels to calculate the conduction 

limit of three-dimensional objects (for example, a 

cube or a flat plate). Then, a control point i is added 

to each of these panels, which is considered in the 

middle of them, and a boundary point j is assigned, 

which represents the number of the panel. Now, if 

the number of panels on the surface of the object is 

considered to be equal to m and the area of each of 

them is equal to sj, and the power per unit of the 

panel surface is equal to qj/k, the temperature 

distribution for a differential element dsj from 

panel j, according to Laplace's equation, becomes 

as follows [1,4]: 

𝛻2𝛹𝑗 = 0 (5) 

In this regard, Ψj is defined as follows: 

 TTj  (6) 

By solving the above equation, the thermal effect 

of the differential element dsj, at the control point 

i, is equal to:                  

ij

jj

ij
R

ds

k

q
dT

4


 
(7) 

By integrating the above equation on the surface sj, 

it is possible to calculate the increase in the 

temperature of the control point i due to the effect 

of panel j:    

jijij qCT 
 (8) 

which in the above relation Cij is equal to: 

     


js ij

j

ij
R

ds

k
C

4

1

 
(9) 

According to the law of sum of effects, in order to 

calculate the temperature of the control point i, the 

sum of the effects of all panels should be obtained 

as follows:  





m

j

ijj

m

j

ij TqC
11  

(10) 

By applying the boundary condition of constant 

temperature Ti=T0, the sum of the effects of the 

panels at a control point is equal to T0 - T∞, so the 

above relationship becomes the following 

relationship: 





 TTqC o

m

j

jij

1  
(11) 

With the values of T0 and Cij known to calculate the 

values of qj, if the above relation is used for the 
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values i=1,2,...,m, a system of linear equations will 

appear in the form of the following relation: 









TTqCqCqC

TTqCqCqC

ommmmm

omm

12211

1212111

...

...





 

(12) 

The above equation is shown in matrix form as 

follows [5]:  

    ijij BqC 
 (13) 

In the above equation, i=1,...,m and j=1,...,m and  

Bi = T0 - T∞. 

As was said before, to calculate the values of qj, the 

system of linear equations above should be solved 

using the Gauss elimination method. 

With the power of the panels, the heat transferred 

from the boundary of the body according to the law 

of conservation of energy in a steady state becomes 

as follows:      





m

j

jj sqQ
1  

(14) 

It is worth mentioning that with Q and (T0 - T∞), 

the value of the shape coefficient of conduction can 

be calculated from the following equation: 

)( 


TTK

Q
S

o  
(15) 

Obviously, using the above relation, the conduction 

limit becomes dimensionless as follows:  

A

S
NuS

AA


 
(16) 

Considering that obtaining Cij is of special 

importance for calculating the conductivity limit, 

the method of its calculation will be explained in 

the next part. 

 
3.1. Calculation of the coefficient Cij 
For three-dimensional objects, the Cij coefficient 

(according to Figure 1) is shown as follows [6]: 



js ij

j
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R

ds

k
C

4

1

 

(17) 

where the integral can be calculated as follows: 


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
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(18) 

The calculation of this integral has been done 

analytically for panels that are in one plane, as shown in 

the figure 2; the coordinate axes are transferred so that 

the z-axis is always perpendicular to the plane of the 

panel. With this, the above integral will be in the 

following form: 
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(19) 

 

 
Figure 1- Paneling of a three-dimensional object 

 

 

 

 
Figure 2- How to place the coordinate axes in a plane 

 
In the relation above, ω is the length, and γ is the width 

of panel j. By calculating this value, the Cij coefficient is 

obtained [7,8]. 

For panels not on the same plane, panel j is divided into 

m parts and the distance of each part to control point i is 

calculated using geometric relations. Finally, the 

coefficient Cij is approximated with a sum in the 

following form: 







m

k ik

k
ij

R

s

k
C

14

1


 

(20) 

To calculate the coefficient Cij, the following points 

should be taken into account [9]: 

1- To calculate the effect of a panel on itself, it must be 

calculated analytically to eliminate the effect of 

individual points. 

2- The length to width ratio of the panels should be as 

close as possible to a square panel. 

3- The average distance value can be used to calculate 

Cij. 

The next part will discuss the results obtained using the 

above method for the pages examined in this research. 
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4. Result and Discussion   
- Two-sided active square plates  

To calculate the conductivity limit of square plates like 

the one shown in Figure 3, we panelize the surface of the 

plate [10]. 

As shown in figure 3, the panels are selected as square 

because the plate is square and according to the point 

mentioned in the previous section. Because the screen is 

active on both sides, the back is also paneled similarly. 

 
Figure 3- How to panel the square plates of the figure 

 

By using the method explained in the previous section, 

the computer program related to the page of the two 

active sides is written, the results of which can be seen 

in figure 4. 

 

 
Figure 4 - The results obtained for the square plate with 

two active sides 

 

As shown in the diagram above, the conduction limit 

tends to constant value with the increase in the number 

of panels. In the diagram above, it can be seen that the 

value of this number is equal to 3.2118. 

Using a numerical method, Yovanovich [11,12] 

obtained the conductivity limit value for a square plate 

with two active sides with a small thickness. The value 

obtained using his method is 3.205. 

The error between the values obtained from these two 

methods is around 0.2%, which is small. 

- One-side active square plates 

The working method in this part is the same as the 

previous part, with the difference that only one side of 

the square surface is paneled here. 

With the increase in the number of panels, the 

conduction limit tends to be constant. This number 

equals 3.5422 for the square plates of one active side. 

- Two-sided active circular plates 

To calculate the conduction limit of circular plates like 

the one shown in figure 5, we panelize the surface of the 

plate. 

In this part, the working method is the same as explained 

in the previous sections. The difference is that here, 

because the panels are not rectangular, it is not possible 

to use equation 19 for the panels on one page. Instead, 

equation 20 is used to examine the effect of panels on 

one page. 

 

 
Figure 5- How to panelize the circular plates of the figure 

 

The limit value obtained using this method tends to be 

3.2053 by increasing the number of panels. 

- One-side active circular plates 

Here, the conduction limit tends to the number 3.5330 

with increased panels. 

- Two-sided active triangular plates 

To calculate the conduction limit of triangular plates like 

the one shown in Figure 6, we panelize the surface of the 

plate. 

 

 
Figure 6- How to panel the triangular plates of the figure 

 

As explained for the circular plates, relation 19 cannot 

be used and relation 20 must be used. 

the conductivity limit tends to 3.3305 with the increase 

of panels. 

- One-side active triangular plates 

Here, the conductivity limit tends to 3.71 with the 

increase of panels. 

 

5. Conclusion  
As it can be seen, the values obtained for triangular 

plates are higher than those for the other two cases, but 

their difference is not great. Therefore, one value can be 

used as a conduction limit for all plates (by accepting a 

small error value). In addition, this difference is so small 

that it does not have much effect on the calculation of 

the Nusselt number. 
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1. Introduction 

Networking environments are becoming 

increasingly complex and dynamic, with the 

proliferation of diverse services and applications. 

Service Function Chaining (SFC)[3,7,10] has 

emerged as a key technology to enable the 

efficient delivery of services in such environments 

by defining the sequence of service functions that 

data packets must traverse. By chaining service 

functions together, SFC enables the creation of 

customized service paths tailored to specific 

requirements, leading to improved performance, 

flexibility, and scalability. 

In recent years, there has been growing interest in 

the research and development of SFC, driven by 

the increasing demand for network virtualization, 

automation, and orchestration. This paper 

provides a comprehensive review of the current 

state of research and development in the field of 

SFC, covering key concepts, architectures, 

challenges, and trends. The rest of the paper is 

organized as follows: Section 2 introduces the 

concept of SFC and its importance in networking 

environments. Section 3 discusses different SFC 

architectures and their advantages and drawbacks. 

Section 4 analyzes the challenges and 

opportunities in the deployment of SFC in real-

world scenarios. Finally, Section 5 discusses the 

emerging trends and future directions in the field 

of SFC. 

2. Service Function Chaining: Concepts and 

Importance 

Service Function Chaining (SFC) is a networking 

technology that enables the sequential traversal of 

service functions by data packets to provide end-

to-end services. A service function is a network 

function that performs specific tasks on data 

packets, such as firewalling [16, 19], load 

balancing, and encryption. By chaining service 

functions together, SFC allows for the creation of 
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customized service paths tailored to specific 

requirements. 

The importance of SFC in networking 

environments stems from its ability to improve 

service delivery, performance, and flexibility. 

Traditional networking architectures rely on static 

service paths that are predefined and inflexible, 

leading to suboptimal service delivery and 

resource utilization. In contrast, SFC enables 

dynamic service chaining based on real-time 

requirements, allowing for on-demand allocation 

of service functions and resources. This flexibility 

is critical in modern networking environments 

characterized by diverse services, applications, 

and traffic patterns [11]. 

Moreover, SFC enables the decoupling of service 

functions from the underlying network 

infrastructure, leading to improved scalability, 

manageability, and cost-effectiveness. By 

virtualizing service functions and orchestrating 

their deployment, SFC minimizes the reliance on 

dedicated hardware appliances and facilitates the 

introduction of new services and functionalities. 

This decoupling also enables service providers to 

offer customized service chains to meet the 

specific needs of their customers, leading to 

enhanced service differentiation and customer 

satisfaction. 

Overall, SFC plays a crucial role in the evolution 

of networking architectures towards virtualization, 

automation, and orchestration. By defining service 

chains dynamically based on real-time 

requirements, SFC enables more efficient and 

flexible service delivery, improving the overall 

performance and user experience in networking 

environments. 

3. SFC Architectures: Advantages and 

Drawbacks 

Several SFC architectures have been proposed in 

the literature to implement service function [17] 

chaining in networking environments. These 

architectures vary in terms of their design 

principles, deployment models, and scalability. In 

this section, we discuss some of the most common 

SFC architectures, highlighting their advantages 

and drawbacks. 

3.1. Overlay SFC Architecture 

Overlay SFC architectures involve the 

deployment of virtualized service functions on top 

of the existing network infrastructure. In this 

architecture, service function instances are 

abstracted from the underlying physical network, 

allowing for greater flexibility and scalability. 

Overlay SFC architectures leverage virtualization 

technologies, such as network function 

virtualization (NFV)[1,6,9] and software-defined 

networking (SDN)[2,4,8,12,13,14,15], to 

instantiate and orchestrate service functions 

dynamically. 

One of the key advantages of overlay SFC 

architectures is their capability to decouple service 

functions from the underlying network 

infrastructure, leading to improved manageability 

and agility. By virtualizing service functions, 

overlay SFC architectures enable on-demand 

allocation and deployment of service functions, 

eliminating the need for dedicated hardware 

appliances. This virtualization also facilitates the 

chaining of heterogeneous service functions 

across different administrative domains, 

enhancing service flexibility and interoperability. 

However, overlay SFC architectures also have 

some drawbacks, such as increased overhead and 

complexity. The additional layer of abstraction 

introduced by virtualized service functions can 

lead to performance degradation and resource 

inefficiency. Moreover, the heterogeneous nature 

of service functions and network environments 

can pose challenges in terms of interoperability, 

security, and quality of service. Despite these 

drawbacks, overlay SFC architectures remain a 

popular choice for implementing service function 

chaining in networking environments [18] due to 

their flexibility and scalability. 

3.2. Underlay SFC Architecture 

Underlay SFC architectures involve the 

integration of service functions into the 

underlying network infrastructure, leveraging 

dedicated hardware appliances or purpose-built 

devices. In this architecture, service functions are 

deployed as network devices or middleboxes, 

enabling the creation of service chains at the 

network level [20]. Underlay SFC architectures 

are commonly used in traditional networking 

environments where service functions are tightly 

coupled with network devices. 

One of the key advantages of underlay SFC 

architectures is their efficiency and performance. 

By integrating service functions into the network 

infrastructure, underlay SFC architectures reduce 

the overhead associated with virtualization and 

orchestration, leading to improved throughput and 

latency. Moreover, the tight coupling of service 

functions with network devices enables more 

granular control and visibility, facilitating 

troubleshooting and monitoring. 

However, underlay SFC architectures also have 

some drawbacks, such as limited flexibility and 

scalability. The static nature of service functions 
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deployed as network devices can restrict the 

dynamic allocation and chaining of service 

functions, leading to suboptimal resource 

utilization and service delivery. Moreover, the 

dependence on dedicated hardware appliances can 

increase the cost and complexity of managing 

service functions. 

Despite these drawbacks, underlay SFC 

architectures remain a viable option for 

implementing service function chaining in 

networking environments where performance and 

efficiency are critical. By leveraging purpose-built 

devices and network integration, underlay SFC 

architectures provide a more streamlined and 

deterministic approach to service delivery, 

ensuring high availability and reliability. 

4. Challenges and Opportunities in SFC 

Deployment 

The deployment of Service Function Chaining 

(SFC)[24,25] in real-world networking 

environments poses several challenges and 

opportunities. In this section, we analyze some of 

the key challenges and opportunities associated 

with the deployment of SFC and discuss potential 

solutions to address them. 

4.1. Scalability 

One of the primary challenges in SFC deployment 

is scalability, especially in large-scale networking 

environments with diverse services and traffic 

patterns. As the number of service functions and 

service chains increases, the complexity of 

managing and orchestrating them also grows, 

leading to scalability issues. Moreover, the 

dynamic nature of service chaining and the need 

for real-time adaptation further exacerbate 

scalability challenges. 

To address scalability challenges in SFC 

deployment, researchers and practitioners have 

proposed several solutions, such as hierarchical 

service function chaining, load balancing, and 

parallel processing. Hierarchical service function 

chaining involves organizing service functions 

into hierarchical levels based on their 

functionalities and dependencies, enabling more 

efficient orchestration and management. Load 

balancing techniques distribute traffic across 

multiple service function instances to ensure 

optimal resource utilization and performance. 

Parallel processing techniques leverage the 

parallelism of modern hardware architectures to 

accelerate the processing of service functions and 

improve scalability. 

4.2. Interoperability 

Another challenge in SFC deployment is 

interoperability, especially in heterogeneous 

networking environments with diverse service 

functions and protocols. The lack of 

standardization and compatibility among service 

functions and network devices can hinder the 

seamless integration of service chains and the 

interoperability of different administrative 

domains. Moreover, the dynamic nature of service 

chaining and the need for real-time adaptation 

further complicate interoperability issues. 

To address interoperability challenges in SFC 

deployment, researchers and practitioners have 

proposed several solutions, such as 

standardization, protocol mediation, and 

abstraction layers. Standardization efforts, such as 

the work of the Internet Engineering Task Force 

(IETF) and the European Telecommunications 

Standards Institute (ETSI), aim to define common 

protocols and interfaces for service function 

chaining, enabling interoperability among 

different service functions and network devices. 

Protocol mediation techniques translate and adapt 

protocols between different service functions and 

network devices to ensure seamless 

communication and interoperability. Abstraction 

layers provide a common interface for managing 

and orchestrating service functions, shielding the 

underlying complexity and heterogeneity. 

4.3. Security 

Security is a critical concern in SFC deployment, 

as service function chaining involves the 

processing of sensitive data and the enforcement 

of security policies. The dynamic nature of service 

chaining and the integration of virtualized service 

functions can introduce new security 

vulnerabilities and risks, such as data breaches, 

unauthorized access, and service disruptions. 

Moreover, the complexity of managing and 

orchestrating service functions across different 

administrative domains can further complicate 

security issues. 

To address security challenges in SFC 

deployment, researchers and practitioners have 

proposed several solutions, such as encryption, 

authentication, and access control. Encryption 

techniques protect sensitive data by encoding it 

before transmission and decoding it upon 

reception, ensuring confidentiality and integrity. 

Authentication mechanisms verify the identities of 

users and service functions to prevent 

unauthorized access and tampering. Access 

control policies define the permissions and 

restrictions for accessing service functions and 
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resources, ensuring compliance with security 

policies and regulations. 

5. Emerging Trends and Future Directions in 

SFC 

Service Function Chaining (SFC)[21,22,23] is a 

rapidly evolving technology with several 

emerging trends and future directions that are 

shaping the future of networking environments. In 

this section, we discuss some of the key emerging 

trends and future directions in SFC and their 

potential impact on the networking landscape. 
 

5.1. Multi-Domain Service Function Chaining 

Multi-domain service function chaining involves 

the chaining of service functions across multiple 

administrative domains and network boundaries. 

This trend is driven by the increasing demand for 

end-to-end services that span different service 

providers and network operators. Multi-domain 

service function chaining enables seamless service 

delivery and interoperability across diverse 

network environments, enhancing service 

flexibility and user experience. 

To enable multi-domain service function chaining, 

researchers and practitioners are exploring new 

techniques and protocols for inter-domain 

coordination, policy enforcement, and service 

negotiation. Inter-domain coordination 

mechanisms facilitate the exchange of service 

chaining information and policies between 

different administrative domains, ensuring 

consistent service delivery and enforcement of 

security, quality of service, and service level 

agreements. Policy enforcement mechanisms 

enforce access control policies and service 

agreements across multiple domains, ensuring 

compliance with regulatory requirements and 

contractual obligations. Service negotiation 

mechanisms enable service providers and network 

operators to negotiate and establish service chains 

dynamically based on real-time requirements, 

enabling more personalized and flexible service 

delivery. 

5.2. Service Function Virtualization 

Service function virtualization involves the 

virtualization of service functions to decouple 

them from the underlying network infrastructure 

and enable dynamic instantiation and 

orchestration. This trend is driven by the 

increasing demand for network agility, scalability, 

and cost-effectiveness. Service function 

virtualization enables service providers and 

network operators to deploy and manage service 

functions more efficiently, leading to improved 

resource utilization and service delivery. 

To enable service function virtualization, 

researchers and practitioners are exploring new 

virtualization techniques and architectures for 

service function instantiation, management, and 

orchestration. Virtualization techniques, such as 

containerization and microservices, enable the 

efficient deployment and scaling of service 

functions in virtualized environments. 

Virtualization architectures, such as cloud-native 

and edge computing, provide the infrastructure 

and platforms for hosting and managing 

virtualized service functions, enabling on-demand 

allocation and chaining. Orchestration 

frameworks, such as Kubernetes and OpenStack, 

automate the deployment and lifecycle 

management of virtualized service functions, 

ensuring efficient resource utilization and service 

availability. 

5.3. Machine Learning and AI 

Machine learning and artificial intelligence (AI) 

are playing an increasingly important role in 

shaping the future of Service Function Chaining 

(SFC) by enabling intelligent service 

orchestration, optimization, and automation. 

Machine learning algorithms and AI models can 

analyze and learn from network data, traffic 

patterns, and service requirements to make 

informed decisions on service chaining and 

resource allocation. By leveraging machine 

learning and AI, service providers and network 

operators can optimize service delivery, improve 

performance, and reduce operational costs. 

To enable machine learning and AI in SFC, 

researchers and practitioners are developing new 

algorithms and models for service orchestration, 

optimization, and automation. Machine learning 

algorithms, such as reinforcement learning and 

deep learning, can analyze and predict service 

requirements, traffic patterns, and system 

performance to optimize service chaining and 

resource allocation. AI models, such as neural 

networks and decision trees, can automate the 

decision-making process for service orchestration 

and management, enabling more efficient and 

adaptive service delivery. 

6. Conclusion 

Service Function Chaining (SFC) has emerged as 

a critical technology in networking environments 

to provide efficient and flexible service delivery. 

This paper has provided a comprehensive review 

of the current state of research and development in 

the field of SFC, covering key concepts, 
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architectures, challenges, and trends. We have 

discussed different SFC architectures, their 

advantages and drawbacks, as well as the 

challenges and opportunities in the deployment of 

SFC in real-world scenarios. Furthermore, we 

have analyzed the emerging trends and future 

directions in the field of SFC, such as multi-

domain service function chaining, service function 

virtualization, and machine learning and AI. 

Overall, SFC plays a crucial role in the evolution 

of networking architectures towards virtualization, 

automation, and orchestration. By defining service 

chains dynamically based on real-time 

requirements, SFC enables more efficient and 

flexible service delivery, improving the overall 

performance and user experience in networking 

environments. The emerging trends and future 

directions in SFC are shaping the future of 

networking environments, leading to more 

intelligent, scalable, and cost-effective service 

delivery. 
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 Since the inception of mobile apps, user feedback has been extremely 

valuable to app developers as it contains users' feelings, bugs, and new 

requirements. Due to the large volume of reviews, summarizing them 

is very difficult and error-prone. So far, many works have been done in 

the field of extractive summarization of users' reviews; However, in 

most researches, old methods of machine learning or natural language 

processing have been used, or if a model has been trained for 

summarizing using transformers, it has not been determined whether 

this model is useful for summarizing the reviews of mobile users. No? 

In other words, the model for summarizing texts has been presented in 

a general-purpose form, and no investigation has been carried out for 

its use in special purpose summarization. In this article, first, 1000 

reviews were randomly selected from the Kaggle database of user 

reviews, and then given to 4 pre-trained models bart_large_cnn, 

bart_large_xsum, mT5_multilingual_XLSum, and Falcon'sAI_ 

Text_Summrization for summarization, and the criteria Rouge1, 

Rouge2 and RoungL were calculated separately for each of the models 

and finally it was found that the pre-trained Falcon's AI model with a 

score of 0.6464 in the rouge1 criterion, a score of 0.6140 in the rouge2 

criterion and a score of 0.6346 in rougeL The best model for 

summarizing users' reviews is the Play Store. 
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1. Introduction 

According to the official statistics of IDC website1, 

about 300.3 million smartphones were produced by 

manufacturers by the fourth quarter of 2022, 75.8% 

of which were smartphones with the Android 

operating system. The Android operating system 

has its own store, called Google Play Store, which 

                                                      

1 IDC - Smartphone Market Share - Market Share. 

https://www.idc.com/promo/smartphone-marketshare 

includes all its produced apps by 

developers2[1][2][3].  

The apps available in the store are downloaded by 

many users and Google Play Store users could 

comment on the desired application. Studies have 

demonstrated the reviews made by users on apps 

2 Android Apps on Google Play. https://play.google.com/store/apps 
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contains important information, including bug 

reports, feature requests and user experience of 

working with the app[4][5][6]. Previous studies 

have revealed the reviews recorded by users could 

contribute to app development process and 

improve future app versions[7][8]. Moreover, 

reviews contain important information for app 

analysts, designers and developers[6][9][5]. Due to 

the high volume of reviews with important 

information, it was difficult to summarize them for 

handling by the development team manually, and 

as a result, having a tool to summarize and export 

the summarized reviews to the development team 

is very useful; Because having a tool or a model for 

summarizing reviews makes a summary list of 

requirements or bugs feed backed by users 

available to the development team and the 

development team does not waste much time 

reading each review and maintaining the software 

and providing More successful timely 

updates[10][11][12]. So far, many works have been 

done in summarizing the reviews of users of mobile 

applications, but in most of them, either natural 

language processing parameters have been used or 

machine learning methods have been used, which 

are old. Today, many pre-trained models are used. 

To summarize the reviews of users, using 

transformers are provided and all the models 

provided are general purpose and are not provided 

for a specific task. The purpose of this research is 

to compare and select the best pre-trained model in 

the extractive text summarization of user reviews 

of mobile applications in the Play Store. In this 

research, at first, 1000 reviews from the dataset 

including user reviews provided by Kaggle were 

randomly selected and given to 4 pre-trained 

models bart_large_cnn, bart_large_xsum, 

mT5_multilingual_XLSum and Falconsai. Finally, 

Rouge criteria have been measured for each model. 

The continuation of this article is organized as 

follows: in the second part, the concepts and works 

done in summarizing the reviews and their 

challenges are discussed, in the third part, the pre-

trained models and their parameters are stated, in 

The fourth section discusses the dataset and 

evaluation criteria, the fifth section compares the 4 

models presented in the summary, and finally, the 

sixth section provides conclusions and suggestions 

for future work. 

 

2. Concepts, Literature Review and their 

Challenges 

In this section, the concepts of text summarization 

are discussed first, and then the work done in the 

field of summarizing user reviews will be 

discussed, and finally, their challenges and 

problems will be discussed. 

 

2.1 Concepts of text summarization 

Text summarization was first introduced by Luhn 

in 1950 in the first IBM computers using the bag 

of words method[13]. In this method, the number 

of frequency of words that were used repeatedly 

in the text was counted, and based on that, a score 

was given to each sentence, and summarization 

was done based on this score. In the following, 

summarization methods were advanced by using 

linguistic parameters available in natural language 

processing. Then, new methods for converting 

sentences into vectors such as word2vec [14] and 

deep learning methods using LSTM architectures 

[15], RNN networks [16] and convolutional 

neural networks [17] were presented. 

In general, there are 2 methods for summarizing 

texts: 

A- Extractive summarization of reviews is 

done with the aim of identifying words 

and sentences and using them to create a 

summary of the text. In this method, the 

selection of words and sentences is based 

on their importance. This process includes 

three parts: separating the sentences and 

words, calculating the score and selecting 

the sentences and words with the highest 

score[18][19][20]. 
B- Abstractive summarization that has been 

developed and automated traditional 

methods. In this method, the key parts of 

the sentences and the main ideas of the 

sentence are processed using quoting. 

This method of summarizing includes the 

stages of analyzing sentences and 

quotations, which is done with two 

methods based on structure and based on 

meaning[21]. 

2.2 Work done in summarizing user Reviews 

In this part, some of the works done in the field of 

summarizing reviews will be discussed according 

to the method used by them. Also, at the end, their 

challenges and problems will be discussed. 
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Table 1- Important works presented in the field of 

text summarization 

   
Year/Refere

nce 
Main goal of 

Research 
Challenges & 

Problems 
2009/[22] Investigating the 

problems in 

summarizing 

texts and 

providing a 

classification for 

summarizing 

methods 

Lack of 

attention to 

methods based 

on extractive 

and abstractive 

text 

summarization, 

natural 

language 

processing, 

machine 

learning and 

deep learning 
2014/[23] Presenting a 

hybrid method 

based on 

extractive and 

abstractive 

summarization 

In the described 

method, 

features based 

on natural 

language 

processing are 

not used 
2014/[24] Reviewing the 

work done from 

2000 to 2013 and 

presenting a 

consolidated 

method based on 

statistics. 

In this 

method, the 

cognitive 

features of 

language such 

as 

visualization 

have not been 

addressed, and 

its effect on 

summarizatio

n has not been 

measured 
2016/[25] Presenting two 

definitive 

methods for 

extractive and 

abstractive 

summarization 

of reviews 

No testing has 

been done for 

the presented 

method 

2017/[26]  A study based 

on automatic 

extraction of 

key words of 

texts and 

summarizing 

them 

The method 

presented by 

them is not 

fully and 

clearly stated 

and the 

feature 

extraction part 

model is not 

stated 
2017/[20] Explain the 

advantages and 

disadvantages 

of topic-based, 

iteration count, 

and graph-based 

methods 

The stated 

methods are 

not well 

explained. 

2017/[27] Processing 

related to 

extractive 

summarization 

methods is 

described in 

different 

languages 

The exact idea 

about how to 

score features 

and how to 

extract them is 

not explained 

2020/[28] The method, 

processes, main 

structure, 

dataset and how 

to measure the 

efficiency of 

automatic 

summarization 

models are 

mentioned. 

How to 

classify and 

extract 

features is not 

described in 

detail 

2020/[29] Summarizing a 

set of 

documents 

based on 

previous work 

There is no 

explanation 

about the 

different 

methods 

 

In Table 1, the important works done in the field of 

summarizing reviews by both extractive and 

abstractive methods are stated. The presented 

works have challenges and problems as follows: 

 Summarization methods based on deep 

learning have not been addressed at all 

 In some articles, a method for 

summarization is presented, but the 

presented method has not been tested with 

any dataset 

 In some summarization methods, the 

proposed method is not described in full 

detail 

 None of the presented methods are 

specific and all of them are general and 

introduced to summarize all the texts. 

 The methods of summarizing texts using 

transformers have not been discussed. 

 To summarize the reviews of users of 

mobile applications, no specific method 

has been stated 
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Considering the challenges and problems 

mentioned above, providing a method or searching 

for a high-performance method for summarizing 

the reviews of mobile application users is required. 

 

RQ. Which of the pre-trained models based on 

extractive text summarization in terms of Rouge 

criteria is suitable for summarizing the reviews of 

mobile application users? 

 

3. Pre-Trained Models in User Reviews Text 

Summarization 

3.1 bart_large_cnn 

It is a pre-trained model in English and fine-tuned 

with CNN newspaper news using 400 million 

parameters[30]. This model is available on the 

hunggingface.com website, which includes many 

pre-trained models for various tasks such as 

summarizing, categorizing, masking, sentiment 

analysis, searching for text keywords, etc. To use 

this model, it is sufficient to give the parameters 

max_length (maximum number of words of the 

input text) and min_length (minimum number of 

words of the input text) as input to the model along 

with the desired text[31]. 

3.2 bart_large_XSUM 

The model was trained using 226 million BBC 

articles from 2010 to 2017 in the categories of 

politics, news, weather, sports, business, science, 

health, education and family, entertainment and 

arts. 

3.3 mT5_multilingual_XLSum 

This model is based on unsupervised learning 

method using different parameters for Amharic, 

Arabic, Azerbaijani, Bengali, Burmese, Chinese, 

English, French, Gujarati, Hausa, Hindi, Igbo, 

Indonesian, Japanese, Kirundi, Korean, Kyrgyz, 

Marathi, Nepali, Oromo, Pashto, Pidgin, 

Portuguese, Punjabi, Russian, Scottish, Serbian, 

Spanish, Thai, Turkish, Ukrainian, Uzbek, 

languages and etc.... It Performs tasks such as 

summarizing, translating, correcting words, 

language acceptance, etc[32]. 

3.4 Falcon’s AI 

This model is trained based on the original T5 

model for the summarization task only, so that it 

can produce accurate and good results in 

extractive summarization. This model is trained to 

generate text summaries with higher efficiency 

than the base T5 model; In addition, this model is 

trained using a dataset based on summaries made 

by humans[33]. 

  

 

 

4. Experimental Design  
In this section, the dataset used, the testing 

environment, the comparison criteria, and how the 

tests are performed are explained. 

 

4.1 Test Environment 

Python programming language version 3.10.11 and 

Visual Studio Code version 1.78.2 programming 

environment have been used to test the model. The 

reason for using this environment is the ease of 

Debug and compatibility with Microsoft Visual 

Studio. 

To compare the model with other models, the 

computer of the Big Data Research Center located 

in the Islamic Azad University of Najafabad branch 

with an Intel Xeon E5-2650 v4 processor, 16 GB 

of DDR4 RAM, without a graphics card and 

Windows 10 was used. 

4.2 Used Dataset 

The database provided by Kaggle has been used to 

train the model. Tables 2 and 3 provide complete 

information about the dataset and its features. 

 

Table 2 - Dataset used along with details 

Number 

of 

Categories 

Number 

of Apps 
Number 

of 

Reviews 

Provider 

32 10842 51000 Kaggle 
 

 

Table 3 - Features available for each application in 

the used dataset 

Number Feature 
1 App Name 
2 Category 
3 Average app rating (0 to 5) 

4 Number of Reviews 
5 App Size in mb 
6 Number of Installations 
7 Free or paid 
8 Price of app in case of not free 
9 Age limit for using app 

10 Date of last app update 

11 Last Version of app 
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12 Minimum android version required 

for installing app 

13 Reviews for app in text format 

14 Reviews Label (Feature Request, 

Bugfix and Information Giving) 

 

As can be seen in Table 2 and 3, the above dataset 

contains the play store reviews submitted by users 

for the application. From the mentioned database, 

1000 reviews are randomly selected and given to 

4 models for summarization. 

 

4.3 Data Preprocessing 

Before sending each review to the summarization 

models, we have performed text-related 

preprocessing operations such as removing special 

characters (e.g. #, * and ...), whitespace, and 

punctuation on the data; In addition, all the letters 

related to reviews have been converted to lower 

case. The reason for doing this is the ease of work 

for the review summarization system, which 

works on the basis of transformers [33] [34]. 

 

4.4 Rouge Evaluation criterion for pre-trained 

model evaluation 

To answer the research question, our main goal is 

to compare pre-trained models to find the best 

model for extractive summarization of user 

reviews. For this purpose, the models are checked 

in terms of the F-Mesaure criterion with the Rouge 

evaluation criterion, which is specific for the 

evaluation of the summarization methods. 

Rouge (Recall-Oriented Understudy for Gisting 

Evaluation) is a set of benchmarks and a software 

package specifically designed to evaluate machine 

summarization, but can also be used for machine 

translation. These criteria compare a summary or 

machine translation with reference summaries or 

translations (of high quality and produced by 

humans). The rouge criterion itself has subsets that 

are defined in different articles based on the 

number n of common tuples between sentences. 

The main and the summarized sentence are 

calculated. This means that the rouge1 criterion 

calculates the number of common 1s between two 

sentences, the rouge2 criterion calculates the 

number of 2s in common, and the rougeL criterion 

calculates the L number of common tuples between 

two sentences. Then, based on the degree of 

similarity, precision, recall and F-Measure are 

calculated[34]  and finally, based on the F-Measure 

parameter, it will be decided whether the presented 

method is suitable for summarization or not. 

4.5 How to Perform the Tests 

RQ. To find the best model in summarizing user 

reviews, first, 1000 reviews are randomly selected 

from the mentioned dataset and then given to each 

of the models for summarization separately. Each 

test is repeated 10 times and summarized reviews 

are kept at each stage. Then, through the libraries 

available in the Python software, for each model, 

1000 original texts along with 1000 summarized 

texts are given to Python, and then each review is 

compared with its summarized review separately, 

and the rouge measure is compared with F-

Measure. It is calculated for that. In the following, 

the amount of this parameter is recorded, the next 

review along with the summary is prepared for 

processing. Finally, the average parameters of 

rouge1, rouge2 and rougeL are calculated for each 

review 

 

5.Experiment Results 

RQ. In this part, to answer the research question, 

the results of the tests related to the pre-trained 

models in summarizing reviews are calculated 

according to the rouge criterion. 

 

Table 4 - Comparison of pre-trained models in 

summarizing 1000 reviews 

Model rouge1 

Average 

rouge2 

Averag

e 

rougeL 

Average 

bart_large_cnn 0.3801 0.3517 0.3521 
bart_large_XSU

M 
0.1736 0.0518 0.1434 

mT5_multilingu

al_XLSum 
0.1976 0.0602 0.1695 

Falcon’sAI 0.6464 0.6140 0.6346 
 

As can be seen in Table 4, Falcon's AI model has a 

better result than other models in summarizing 

reviews. 

 It should be noted that in none of the 

articles’, pre-trained models have not 

been compared for the task of 

summarizing the reviews of mobile 

application users. 

  On the other hand, because the Falcon's AI 

model has been trained with different 

datasets of reviews, texts, news, etc. for 

summarizing, it has been able to get better 

results in summarizing users' reviews. 
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6.Conclusion & Future Work 

Due to the fact that the number of reviews 

submitted for applications is very large, 

summarizing them by the development team is a 

difficult and time-consuming task. If there is a 

method or a tool to summarize the reviews, it can 

save the time of the development team and help to 

implement new features in the application, fix their 

bugs and make the application successful. There 

are many pre-trained models for summarizing 

texts, but none of them have been specifically 

adjusted for summarizing reviews. In this article, 4 

pre-trained models were compared in the extractive 

summarization of reviews according to rouge 

parameter in summarizing 1000 reviews from 

Kaggle dataset. Finally, it was found that the 

Falcon's AI method is a suitable method for the 

extractive summarization of reviews. By using the 

pre-trained model in summarizing reviews, the 

development team will easily have a summary list 

of reviews after categorizing the reviews, and will 

not waste time reading long reviews from the 

development team. Falcon's AI model was able to 

obtain a score of 0.6346 in the rougeL parameter 

due to the use of many parameters and precise 

adjustment using texts in different categories. This 

means that the degree of similarity of the 

summarized text with the original text is 

appropriate. 

 

In the future, more pre-trained models can be 

examined and compared in summarizing reviews, 

if there is a dataset, a model can be presented for 

abstract summarization of users' reviews also in the 

field of Persian language, pre-trained models. 
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