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Abstract: This paper introduces a vehicle wheel slip tracking using an in-wheel 
BLDC (brushless direct current) motor. The control objective is to track a reference 
input wheel slip. The control architecture consists of a two-layer structure. In the 
upper level of the control system, the controller design is based on a sliding mode 
control strategy and generates the required torque for each wheel as the wheel slip 
tracks the reference value. In the lower level, the torque controller is a current 
controller with the duty cycle of the PWM (pulse width modulation) pulses to 
achieve the desired torque demanded by the upper level. In torque controller, a 
BLDC motor controller with a three-phase inverter is designed using Hall Effect 
sensor feedback and current sensors. The design is performed so that the wheel slip 
tracks any reference input wheel slip. Simulations are performed to demonstrate the 
effectiveness of the proposed two-layer controller. 
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1 INTRODUCTION 

Electric motors have good performance for motion 

control applications since their torque response is quite 

fast and accurate. The application of in-wheel motors in 

hybrid or electric vehicles is an object of intense 

research activities, for some earlier studies [1-4]. In this 

way, the motor torque of each wheel can be controlled 

independently without requiring any additional 

actuators. Such an arrangement permits dynamic control 

to be realized using only software and delivers the 

benefits of the inherently rapid, precise torque 

controllability. For the lower layer controller, slip 

control is being done with the use of vehicle stability 

control known as DYC (direct yaw-moment control) in 

EVs (electric vehicles) [5-6]. In this approach, by using 

in-wheel motors, the anti-directional torque generation 

is applied on the left and right wheels [7-8]. The main 

difficulty arising in the design of a wheel slip control is 

due to the strong nonlinearity and uncertainty in the 

problem [9]. Therefore, sliding mode control is a 

preferable approach for this kind of problem because of 

its robustness. Sliding mode controllers have been 

designed previously for the purpose of controlling wheel 

slip [10]. For tracking a reference wheel slip by electrical 

motor, information on the longitudinal (tractive/braking) 

tire force of each wheel must be supplied to the 

controller. Since electrical motor torque is easily 

comprehensible, there exists little uncertainty in driving 

or braking torque generated by the motor, compared to 

that of an internal combustion engine or hydraulic brake. 

Therefore, a simple driving force observer can achieve a 

real-time observation of the driving/braking force 

between the tire and the road surface [11-12]. This paper 

describes the control method devised to enhance slip 

tracking for traction application of EVs. This paper 

proposes a wheel slip control method based on the 

feedback of wheel angular velocity, which is easily 

measured. If every wheel has a driving motor, this slip 

controller can be applied to every wheel. By maintaining 

the wheel slip at the desired level, the desired 

longitudinal (tractive) tire force is generated, and the 

desired longitudinal speed due to driving command is, 

therefore, achieved. The control algorithm developed in 

this paper uses a nonlinear tire model to provide the tire 

forces for simulation purposes. 

2 MODELING 

In this section, the dynamic models of the vehicle, 

wheel, and BLDC motors are presented to set up the 

control problem and simulation. 

Vehicle Modeling 

Vehicle models are available with several complexities. 

More complex models could have accurate results but 

take more simulation time. On the other hand, less 

complex models are simple for simulation but might 

have less accuracy. The models with basic properties of 

the system have often been preponderant for many 

applications and have reliable results. The vehicle model 

considered here for simulation purposes consists of 8 

degrees of freedom (DOF). These include longitudinal 

and lateral motions, yaw and body roll motions, as well 

as the rotational dynamics of the four wheels. In 

addition, the steering system is assumed to be stiff, and 

the drive line dynamics is neglected for simplicity 

(driving/braking torques are thus applied directly to the 

wheels) [13]. Figure 1 shows the free-body form of the 

vehicle model, and “Fig. 2” shows the layout of the 

wheel dynamics. 

 

 
Fig. 1 Vehicle model in free-body form [14].  

 

 
Fig 2. Wheel dynamics layout [14]. 

 

The Equation of wheel dynamics is needed for sliding 

mode control, that is: 

 

 
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Where 
wJ is the mass moment inertia of the wheel and 

connecting parts about the axis of rotation, 
wT is the 

wheel torque, 
zF and 

zF are the wheel longitudinal and 

normal forces respectively, R is the wheel radius and d

is the distance between the spin axis and the road vertical 

reaction force. 

Tire Model 

In order to simulate the tire model, the nonlinear magic 

formula tire [15] model with combined longitudinal and 

lateral slip is employed due to the capability of this 

model to simulate the limit handling situations where 

strong nonlinearity is present. 

BLDC Motor Model 

BLDC motor [16] is one kind of permanent magnet 

synchronous motor, with permanent magnets on the 

rotor and trapezoidal shape back EMF (electromotive 

forces). The BLDC motor employs a DC power supply 

switched to the stator phase windings of the motor by 

power devices, the switching sequence being determined 

from the rotor position. The phase current of BLDC 

motor, typically in a rectangular shape, is synchronized 

with the back EMF to produce constant torque at a 

constant speed. BLDC motors have higher efficiency 

compared with brushed DC motor due to the elimination 

of magnetizing current and copper loss in the rotor. It is 

also easier to achieve high-performance torque control 

with them. Owing to these advantages, BLDC motors 

have been widely used in a variety of applications in 

industrial automation and consumer electric appliances. 

Recent advancements in permanent magnetic materials 

have made the PM (permanent magnet) motor a great 

candidate for traction motors in electrical vehicle 

applications. The BLDC motor used here has 4 magnetic 

pole pairs on the rotor and a three-phase star connected 

with windings on stator. The governing Equations of 

BLDC motor can be represented as: 
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Where abV and b cV are ‘ab’ and ‘bc’ phase to phase 

voltages, 
sR and 

sL are phase resistance and 

inductance; 
ai ,

bi , and 
ci are phase currents and 

aE , 

bE , and 
cE are back EMFs. The induced EMF are all 

assumed to be trapezoidal, given by: 
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Where 
m  is amplitude of the flux induced by the 

permanent magnets of the rotor in the stator phases; p is 

number of pole pairs;  a e  ,  b e  , and  c e   are 

functions having the same shapes as back EMF with a 

maximum magnitude of ± 1. Electrical rotor position 
e  

and rotor speed
e can be defined as: 
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Where 
m  and 

m  are mechanical rotor angular 

position and angular speed, respectively. The generated 

electromagnetic torque is given by: 
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The mechanical angular acceleration of rotor is given by: 

 

 
1

m e m m m

m

T B T
J

     (6) 

 

Where 
mJ is the mass moment inertia of the rotor about 

the axis of rotation, 
mB is viscous friction coefficient 

and 
mT is shaft mechanical torque applied on rotor. The 

parameters characterizing BLDC motor are shown in 

“Table 1”. 

 
Table1 Parameters characterizing BLDC motor 

dcV sL mλ sR p 

240 8.5e-3 0.192 0.05 4 

3 CONTROLLER DESIGN 

Upper Layer Controller 

The controller gives the desired torque that BLDC motor 

should produce. To improve the system's robustness, 

given the presence of modeling uncertainties, a sliding 

mode controller (SMC) has been considered. The BLDC 

motor is connected to a reduction gear system, so the 

angular speed and torque of the motor and wheel are 

related by: 

m

w mT nT
n


    (7) 
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Where n is the reduction ratio. Substituting “Eqs. (6) and 

(7)” into “Eq. (1)” yields: 
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1
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Where: 
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The wheel slip in the vehicle accelerating mode is given 

as: 

 

1 wU

R



   (9) 

 

Differentiating “Eq. (9)” with respect to time gives the 

derivative form: 

 

2

w wU U

RR
 


   (10) 

 

Substituting “Eq. (8)” into “Eq. (10)” and using the 

longitudinal acceleration of the vehicle instead of a 

wheel, the nonlinear first-order differential Equation of 

wheel slip is obtained as: 
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The control objective is to drive the state λ to the 

reference value λd. In accordance with the typical 

methodology of the design of the SMC system, the 

following definition for the sliding surface s has been 

given: 

 

ds     (12) 

 

The sliding law is defined as [17]: 

 

sgn( )s K s   (13) 

 

Where, K is the controller gain and the discontinuous 

switching function sgn( )s  can result in chattering 

during the sliding motion. In general, chattering must be 

eliminated for the controller to perform properly. A 

solution to this problem is to replace the discontinuous 

switching with smooth, continuous switching, such as 

the saturation function defined as: 
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Where , is a design parameter denoting the boundary 

layer thickness. The sliding mode controller law could 

be stated by using “Eqs. (11), (12), (13), and (14)” as: 
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The torque given by “Eq. (15)” is the desired value for 

the lower controller, which will be described in the next 

section. 

Lower Layer controller 
Figure 3 illustrates the block diagram of a torque control 

scheme for a BLDC motor drive. 

  

 
Fig. 3 Torque control of a BLDC motor drive [1]. 

 

The desired current 
*

sI is derived from the commanded 

torque *T through the upper layer controller. The current 

controller and commutation sequencer receive the 

desired current 
*

sI position information from the position 

sensors, and the current feedback through current 

transducers, and then produce gating signals. These 

gating signals are sent to the three-phase inverter (power 

converter) to produce the phase current desired by the 

BLDC machine. The three-phase inverter consists of six 

transistors connected in a bridge form. The structure of 

the inverter is shown in “Fig. 4”. The same information 

is presented in “Table 2”. 
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Fig. 4 Three-phase BLDC Power Stage. 

 

Table2 Six step commutation sequence 

Hall effect sensor value 

( )a b cH H H 
Phase Switches 

101 a-b 4Q ;1Q 

100 a-c 6Q ;1Q 

110 b-c 6Q ;3Q 

010 b-a 2Q ;3Q 

011 c-a 2Q ;5Q 

001 c-b 4Q ;5Q 

 

The BLDC motor is equipped with three Hall effect 

sensors. This signal is very useful to control directly the 

power switches. The Hall-effect sensors produce three 

180-degree (electrical) overlapping signals as shown in 

“Fig. 4”. The Hall effect signal provides a logical 

indication of the back EMF positioning; thus, it provides 

six mandatory commutation points. The Hall effect 

sensor outputs are directly connected to the current 

controller. These signals must be decoded before being 

applied to the switches to generate the necessary 

switching sequence as per commutation. 

Figure 5 and “Table 2” show that during any 120-degree 

interval of electrical rotation, two phases are conducting, 

so from “Eq. (5)”, the desired current of torque control 

is obtained as [16]: 

 
*

*

2
s

m

T
I

p
  (16) 

 

By multiplying the desired current 
*

sI with the decoded 

Hall effect sensor signals, the desired current in each of 

the three phases can be obtained. The PWM width is 

determined by comparing the measured actual current 

with the desired reference current in any phase. The 

logic used by the current controller is to drive the actual 

current to the desired value. For example, the controller 

that controls phase ‘a’, it checks to see whether the 

actual current in phase ‘a’ is greater than the required 

current; if it is, then it will activate transistor Q2. 

Otherwise, it will activate transistor Q1. 

 
Fig. 5 Hall effect sensor output in 720-degree electrical 

rotation. 

4 SIMULATIONS 

In this section, the proposed control system is simulated 

using MATLAB/Simulink software. The simulations 

performed are straight-line maneuvers where the 

reference input wheel slip on each wheel is constant. The 

simulations include acceleration maneuvers on different 

road conditions. Table 3 shows the simulation 

parameters for the sliding mode controller. 

 
Table 3 The simulation parameters 

 K 

0.1 20 

 

In the first simulation, the vehicle is accelerating on a 

dry road with reference wheel slip, 0.1d  , which is 

the desired value for maximum acceleration. Simulation 

results for the first maneuver are shown in “Figs. 6 to 9”. 

Figure 6 shows the actual and desired wheel slip, while 

“Fig. 7” illustrates the wheel slip tracking error. The 

desired torque calculated by the sliding mode controller 

and the torque generated by BLDC motor via the current 

controller are shown in “Fig. 8”. It is evident from “Fig. 

6” that the actual slip follows the desired value precisely. 

However, as depicted in “Fig. 7”, the tracking error is 

quite "noisy" which is expected when using PWM 

inverters. The noise introduced by the PWM inverter is 

also noticeable in the electromagnetic torque waveform. 

Additionally, “Fig. 9” demonstrates the stepped square 

shape of the motor currents, a result of the DC bus 

applying a constant voltage to the motor inductances 

during 120 electrical degrees. 
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Fig. 6 Actual and desired wheel slip for accelerating on 

dry road. 

 

 
Fig. 7 Wheel slip tracking error for accelerating on dry 

road. 

 

 
Fig. 8 The desired torque and torque generated by motor 

for accelerating on dry road. 

 
Fig. 9 Three-phase current of BLDC motor for 

accelerating on dry road. 

 

In the second simulation, the vehicle is accelerating on a 

slippery road (μ = 0.4), with reference wheel slip, 

0.1d  , which is the desired value for maximum 

acceleration on a slippery road without wheel spinning. 

Simulation results for the second maneuver are shown in 

“Figs. 10 to 13”. 

 

 
Fig. 10 Actual and desired wheel slip for accelerating on 

slippery road. 

 
Fig. 11 Wheel slip tracking error for accelerating on 

slippery road. 
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Fig. 12 The desired torque and torque generated by the 

motor for accelerating on a slippery road. 

 

 
Fig. 13 Three-phase current of BLDC motor for 

accelerating on slippery road. 

 

As depicted in “Figs. 10 and 11”, the slip controller 

effectively tracks slip in slippery conditions. 

Additionally, “Figs. 12 and 13” demonstrate that the 

motor torque during the first maneuver on a dry road is 

higher compared to the torque on a slippery road. This is 

due to the reduced load torque applied to the wheel on 

slippery surfaces. Consequently, the phase current is 

also lower in comparison to the previous scenario. 

5 CONCLUSIONS 

In this paper, a sliding mode control strategy for 

controlling wheel slip with an in-wheel electric motor 

has been developed. This controller may be part of a 

vehicle dynamics stability system for in-wheel electric 

vehicles. The control objective is to track a reference 

wheel slip. To achieve this, a two-layer controller is 

proposed in such a way that the upper-layer controller 

tracks the slip reference using sliding mode and provides 

the desired torque for the lower-layer controller. The 

controller requires information on the longitudinal tire 

forces, which can be obtained through actual sensor 

signals or observers. The lower controller is the torque 

controller for the BLDC motor, which operates by 

controlling the motor’s current to achieve the desired 

torque. The precise results of computer simulations 

demonstrate the good performance of the proposed 

control system under both normal and severe road 

conditions. 
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Abstract: One of the main goals in the deep drawing process is to achieve a greater drawing depth without causing 
damage to the sheet; therefore, the drawing ratio is critical in this process. Maximizing the drawing depth has always 
been the goal of many studies. In this paper, the square deep drawing process is modeled in ABAQUS/Standard finite 
element software, and then the process is analyzed using the GTN damage model that is implemented by writing a UMAT 
subroutine. The process is also analyzed based on the porous metal plasticity model available in ABAQUS. The results 
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model are more consistent with the results obtained using the experimental method than the porous metal plasticity 
model. 
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1 INTRODUCTION 

The deep drawing process is widely used among metal 

forming processes because it can create different 

geometries. In this process, the sheet is formed in the 

space between the punch and the die by applying force. 

Regarding the sheet's fracture, the drawing depth in this 

process is crucial because the strain is usually a tensile 

strain [1-2]. 

In general, the deep drawing process involves 

parameters such as the blank holder force, clearance 

between punch and die, surface conditions of sheet and 

tools, geometry of die, and corner radius of punch and 

die that affect the maximum drawing depth. The effect 

of each parameter can be investigated using 

experimental tests or numerical analyses. 

Usually, defects such as wrinkling, earing, and rupture 

may occur in this process, which can be fixed to a large 

extent by modifying the parameters affecting the process 

[3]. The deep drawing process is widely used in forming 

parts in the automotive industry. Since one of the goals 

in the automotive industry is to reduce weight along with 

the necessary strength of the car body, alloys with this 

feature are usually considered. However, these sheets 

may be prone to failure due to their anisotropic 

properties. It is necessary to evaluate their behavior with 

damage models to predict the sheet behavior [4]. In the 

metal forming processes, various factors affect the 

successful forming of the sheet, one of the most 

important of which is the sheet's formability. Usually, in 

deep drawing, the main goal is to increase the drawing 

depth, so to optimize this parameter, it can be simulated 

and numerically analyzed with existing damage models. 

Chen and Lin [5] studied the square deep drawing 

process and its effective parameters experimentally and 

numerically. In a study by Padmanabhan et al. [6], the 

effect of friction coefficient, blank holder force, and 

punch radius in the deep drawing process was 

investigated. 

The Gurson damage model [7], a significant 

development in the field, is one of the various damage 

models used for the numerical analysis of sheet behavior 

in metal forming processes. According to Gurson's point 

of view, the evolution of the voids leads to a decrease in 

the load-bearing capacity (force) and, finally, the ductile 

failure of the material. In this model, the nucleation of 

the new voids during the application of strain is not 

considered. In other words, only the growth of pre-

existing voids is considered.  
Tvergaard and Needleman [8-10] proposed a model 

based on the Gurson model, in which the nucleation of 

new voids is also considered, and they named this new 

model Gurson-Tvergaard-Needleman (GTN). In both 

Gurson and GTN damage models, it is assumed that the 

matrix metal is isotropic and obeys the von Mises yield 

function. The GTN damage model, validated by 

experimental results, has been used to investigate 

damage in various processes [11-13]. Khademi et al. 

[14] analyzed the stretch-bending process using the 

GTN damage model, and their analysis results agreed 

with experimental tests with reasonable accuracy. Using 

the GTN model, Sun et al. [15] accurately predicted the 

experimental forming limit diagrams (FLDs) of the 

AZ31 sheet, which were in good agreement with reality. 

In their research, Kami et al. [4] applied the anisotropic 

GTN model to the square deep drawing process of 

AA6016. Banabic and Kami [16] also implemented the 

anisotropic GTN model to investigate the role of voids 

in the matrix material of sheet metal. 

In damage mechanics models based on finite element 

solutions, when the material enters the softening zone, 

changing the mesh size affects the accuracy of the 

analysis results. This problem is more apparent in porous 

materials because increasing porosity leads to softening 

[17]. Santos et al. [18] analyzed the behavior of 

advanced high-strength steels (AHSS) based on the 

GTN model using uniaxial tensile data and initial 

microvoids. 

Porous metal plasticity is based on Gurson's porous 

metal plasticity theory. In the original formulation of the 

Gurson model, only the growth of pre-existing voids is 

considered. In other words, this model does not consider 

the creation of voids while inducing strain on the 

material. While the GTN damage model considers the 

creation of voids, the results obtained from this method 

are more accurate and closer to reality. 

In this paper, the drawing depth of the St12 sheet in the 

square deep drawing process is obtained using numerical 

analysis with the GTN damage model and the porous 

metal plasticity model. The results obtained from the 

two models are examined and compared. Abaqus 

software was used to analyze the process numerically. 

GTN damage model has been implemented into the 

Abaqus software by writing a UMAT subroutine. 

Another numerical analysis was done using the porous 

metal plasticity model available in Abaqus software, and 

the results of these two analyses were compared. 

2 DAMAGE MODELS 

2.1. GTN Damage Model 
Many of the damages in structures, metal, and non-metal 

parts, etc., are due to defects such as poor design, defects 
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in the structure of engineering materials, and insufficient 

attention to phenomena such as fatigue, corrosion, etc. 

Extensive research has been done to identify the causes 

of these problems and prevent their occurrence, which is 

the starting point of failure mechanics. This research 

examines how the cracks are created and grown. The 

analysis of damage caused to materials is done with 

several models. One of the models presented based on 

the combination of plasticity and damage, is the Gurson 

model [7], which describes the behavior of porous 

materials. Then, the Gurson model was modified by 

Tvergaard and Needleman and presented as the Gurson-

Tvergaard-Needleman (GTN) model. This model is 

considered to describe the behavior of ductile porous 

materials in ductile failure. According to the GTN 

model, the ductile failure of the material is divided into 

three stages [19]. The first stage is the nucleation of the 

voids, the second stage is the growth of the voids, and 

the third stage is the coalescence of micro-cracks, while 

the Gurson model considers only the first stage 

(nucleation of voids).  

According to the GTN damage model, ductile failure 

occurs in the following three stages:  

1. The nucleation of voids is due to the separation 

of particle breakage, the contact surface 

between the matrix material and particles, or 

micro-cracks of the matrix material. 

2. The growth of voids leads to the growth of the 

existing voids. 

3. The coalescence of micro-cracks is caused by 

voids when the void volume fraction (VVF) 

reaches the final value, which leads to a 

decrease in the load-bearing capacity of the 

material. 

Because the Gurson model, unlike the triaxial stress 

state, for low-stress triaxialities greatly exaggerated the 

failure strains, Tvergaard et al. [20] rewrote the model 

as follows by adding three parameters 𝑞1, 𝑞2, and 𝑞3 to 

the Gurson model: 

 

(1) ∅ =
𝜎𝑒𝑞

2

𝜎𝑦

+ 2𝑞1𝑓 cosh [
3

2
𝑞2

𝜎𝑚

𝜎𝑦

]

− (1 + 𝑞3𝑓
2) = 0 

 

Where ∅, 𝜎𝑒𝑞 , 𝜎𝑦, 𝜎𝑚 and 𝑓 are yielding potential, Von-

Mises equivalent stress, matrix yield strength, 

hydrostatic stress, and porosity, respectively. 

To take into account the fast softening of the material 

during the coalescence of voids, Tvergaard and 

Needleman [20-22] added the function 𝑓∗(𝑓) to the 

model (1), and the new yield function is called Gurson-

Tvergaard-Needleman (GTN) as follows: 

 

∅ =
𝜎𝑒𝑞

2

𝜎2
+ 2𝑞1𝑓

∗ cosh [
3

2
𝑞2

𝜎𝑚

𝜎
]

− (1 + 𝑞1
2𝑓∗2) = 0 

(2) 

 

𝜎 is the equivalent tensile flow stress, indicating the 

matrix material's microscopic stress-state [20]. 𝑓∗ is the 

modified porosity, which is calculated as follows: 
 

𝑓∗(𝑓) = {

𝑓                      𝑖𝑓   𝑓 < 𝑓𝑐           

𝑓𝑐 + 𝛿(𝑓 − 𝑓𝑐)   𝑖𝑓     𝑓𝑐 < 𝑓 < 𝑓𝐹

𝑓𝑈
∗                      𝑖𝑓   𝑓 > 𝑓𝐹          

 (3) 

 

Where 𝛿 represents the acceleration of coalescence and 

is equal to: 

 

δ =
𝑓𝑈

∗ − 𝑓𝐶

𝑓𝐹 − 𝑓𝐶

 (4) 

 

Where 𝑓𝑈
∗ is ultimo value (is reached when the 

macroscopic fracture occurs) and is obtained as 𝑓𝑈
∗ =

1

𝑞1
 

when 𝑞3 = 𝑞1
2. 𝑓𝑐 is the critical porosity corresponding 

to the beginning of the coalescence, and 𝑓𝐹 is the 

porosity corresponding to the final fracture of the 

material. 

The porosity evolution is due to void growth and void 

nucleation, so: 

 

𝑓̇ = 𝑓�̇�𝑟𝑜𝑤𝑡ℎ + 𝑓�̇�𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 (5) 

 

Assuming matrix incompressibility: 

 

𝑓�̇�𝑟𝑜𝑤𝑡ℎ = (1 − 𝑓)𝜀�̇�𝑘
𝑃  (6) 

 

Where 𝜀�̇�𝑘
𝑃  is the trace of the macroscopic strain rates 

tensor. 
𝑓�̇�𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 is the contribution of the nucleation for the 

cases in which the plastic strain controls the nucleation: 

 

𝑓�̇�𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 = 𝐴𝜀̅̇𝑃 (7) 

 

Where 𝜀 ̅𝑃 is the equivalent plastic strain. 

Chu and Needleman [23] proposed the normal 

distribution of void nucleation as follows: 

 

𝐴 =
𝑓𝑁

𝑆𝑁√2𝜋
𝑒𝑥𝑝 [−

1

2
(
𝜀̅𝑃 − 𝜀𝑁

𝑆𝑁

)

2

] (8) 

 

Where 𝜀𝑁 is the mean strain and 𝑆𝑁  is the standard 

deviation. 

GTN damage model has nine parameters that can be 

classified into three categories [19]: 
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Constitutive parameters: 𝑞1, 𝑞2, and 𝑞3. These 

parameters are commonly fixed. 

Nucleation parameters: 𝜀𝑁, 𝑆𝑁, and 𝑓𝑁. The values of 𝜀𝑁 

and 𝑆𝑁 are usually considered to be 0.3 and 0.1 for most 

materials, respectively. 𝑓𝑁 is the volume fraction of 

particles available for void nucleation. In contrast, the 

initial void volume fraction (VVF) parameter 𝑓0 

concerns all the inclusions [24-25]. 

Porosity parameters: 𝑓0, 𝑓𝑐, and 𝑓𝐹. These three 

parameters are considered as material parameters. The 

initial VVF parameter 𝑓0 indicates the initial state of the 

material obtained by microscopic analysis of the 

undamaged material. The critical void volume fraction 

𝑓𝑐 is the volume fraction of voids that when the porosity 

of the specimen reaches this value, the rigidity of the 

specimen drops suddenly. There are several methods to 

determine 𝑓𝑐, but it is complicated. Sun et al. [26-28] 

stated that 𝑓𝑐 can be obtained by fitting the numerical 

curve with the experimental one. The final void volume 

fraction 𝑓𝐹 indicates the state of the material at the 

fracture phase. This parameter has a constant value, its 

value for each material can be obtained experimentally 

[29] and is considered an unimportant parameter [30]. 

2.2. The Porous Metal Plasticity Model 
The porous metal plasticity model models materials 

behavior with a dilute concentration of voids with a 

relative density greater than 0.9. This model is based on 

Gurson's porous metal plasticity theory (Gurson, 1977) 

with void nucleation and, in BAQUS/Explicit, a failure 

definition defines the inelastic flow of the porous metal 

based on a potential function that characterizes the 

porosity in terms of a single state variable, the relative 

density. 

3 NUMERICAL SIMULATION OF DEEP DRAWING 

PROCESS 

ABAQUS/CAE standard/FEM commercial software 

was used to determine the maximum drawing depth in 

the square deep drawing process of the St12 steel sheet. 

The geometrical model for numerical simulation of the 

process is shown in “Fig. 1”. The punch, die, and blank 

holder were modeled as rigid parts, while the metal sheet 

was modeled as deformable bodies with 4-node shell 

elements (S4R). The die was constrained in all degrees 

of freedom. The punch and the blank holder were fixed 

about all rotations and restricted to only moving 

downwards in the vertical direction along the y-axis. A 

friction coefficient of 0.1 was considered between all 

faces of the die and the sheet.   

The fracture limits were determined based on the GTN 

damage model (by writing the UMAT subroutine) and 

the porous metal plasticity model.  

Mechanical properties of St12 blanks obtained by 

standard uniaxial tensile test (ASTM E8/E8M) are given 

in “Table 1”. 

 

 
Fig. 1 Geometrical model of the deep drawing process in 

Abaqus software. 

 
Table 1 Mechanical properties of St12 

Variables (Unit) Values 

Thickness, t (mm) 0.7 

Young's modulus, E (GPa) 210 

Poisson's ratio, ν 0.3 

)3
Kg

m
(Density  

7850 

Strength coefficient, K (MPa) 510 

Strain hardening exponent, n 0.21 

Strain rate sensitivity exponent, m 0.006 

 

3.1. Determining the Maximum Drawing Depth 

Using Gtn Damage Model 

As mentioned, the GTN damage model (implemented to 

ABAQUS by writing UMAT subroutine) and the porous 

metal plasticity damage model (available in the 

ABAQUS software) have been used to determine the 

maximum drawing depth in the deep drawing process. 

The parameters of the GTN damage model should be 

determined correctly, usually by comparing 

experimental data and numerical results [19]. Since the 

determination of these parameters requires a lot of 

experimental data [19], [31-33] and may not lead to 

unique results [34-35], the values suggested by 
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Tvergaard/Needleman are usually used for 𝑞1, 𝑞2, and 

𝑞3. Values of these parameters are listed in “Table 2” 

[4]. 
Table 2 Values of GTN model parameters suggested by 

Needleman/Tvergaard [4] 

Parameter 𝑞1 𝑞2 𝑞3 

(𝑞1
2) 

𝜀𝑁 𝑆𝑁 

Value 1.5 1 2.25 0.6 0.175 

 

In the GTN model, the nucleation void volume fraction 

(𝑓𝑁) and Critical void volume fraction (𝑓𝐶) parameters 

play decisive roles in the ductile fracture of the material. 

In this paper, the values of parameters 𝑓0, 𝑓𝑁 and 𝑓𝐹 for 

carbon steel St12 sheet are taken from other research 

[36]. The value of the parameter 𝑓𝐶 is considered to be 

0.1 [37] (“Table 3”). 
 

Table 3 Values of GTN model parameters for St12 [36-37] 

Parameter 𝑓0 𝑓𝑁 𝑓𝐹 𝑓𝐶  

Value 0.00005 0.1 0.01 0.005 

 

3.2. Determining the Maximum Drawing Depth 

Using Porous Metal Plasticity Damage Model 

To determine the maximum drawing depth based on the 

porous metal plasticity model, values of the model 

parameters are considered as given in “Table 4”. 

 
Table 4 Values of porous metal plasticity damage model 

parameters for St12 

Parameter 𝑞1 𝑞2 𝑞3 𝑓𝐹 

Value 1.5 1 2.25 0.01 

Parameter 𝑓𝐶  𝜀𝑁 𝑆𝑁 𝑓0 

Value 0.005 0.6 0.175 0.00005 

4 EXPERIMENTAL PROCEDURES 

In experimental work, a deep drawing die assembly for 

square cross-section cups consisting of die, punch, blank 

holder, spacer, and punch guide, as shown in “Fig. 2”, 

was designed and made. 
 

 

 

b a 
Fig. 2 Designed die: (a): Parts of the die and, (b): Die 

assembly. 
Experimental tests were performed using the SANTAM 

universal testing machine, STM 150 model (150 KN 

capacity). The experimental setup is shown in “Fig. 3”. 

 

 
Fig. 3 Experimental setup. 

 

The 120 mm diameter circular blanks made of a 0.7 mm-

thickness sheet of carbon steel St12 were used for 

experimental tests. The chemical composition of this 

material is given in “Table 5”. 

 
Table 5 Chemical composition of St12  

Material Mn C Al Ni Cu 

St12 0.21 0.049 0.029 0.024 0.017 

Material Cr P S N Si 

St12 0.016 0.008 0.008 0.003 0.002 

Material Ti B Fe  

St12 0.001 2 × 10−4 Bal. 

 

Mechanical properties of St12 blanks are obtained by 

standard uniaxial tensile test (ASTM E8/E8M). 

5 RESULTS AND DISCUSSION 

Figure 4 shows the drawn blank at the moment of 

fracture in experimental tests, the numerical simulation 

done by ABAQUS software using the GTN model, and 

the Porous metal plasticity model. 

 

 



 Int.  J.   Advanced Design and Manufacturing Technology             14 

  

 

 
A 

  
C b 

Fig. 4 Comparison of the blank at the moment of failure: 

(a): Experimental test, (b): Based on GTN damage model, 

and (c): Based on Porous metal plasticity model 

 

The strain distribution in the sheet at the moment of 

sheet fracture was investigated to compare the two 

models. For this purpose, a path on the sheet was defined 

from the center of the sheet to near the outer edge of the 

sheet at the moment of fracture, then the strain 

distribution in the sheet on this path was determined 

based on both GTN and porous metal plasticity models. 

The defined path is shown in “Fig. 5”.  

 

 
Fig. 5 The path defined to investigate the strain 

distribution at the moment of fracture. 

 

Figure 6 shows the strain distribution of the specified 

path at the moment of sheet fracture for GTN and porous 

metal plasticity models. As it is evident in this figure, the 

stress value obtained based on the GTN damage model 

on this path is lower than the results of the porous metal 

plasticity model, which is closer to reality because, 

unlike the porous metal plasticity model, the GTN 

damage model considers the coalescence of micro-

cracks. 

 

 
Fig. 6 Comparison of the strain distribution in the sheet at 

the moment of fracture based on the GTN and Porous Metal 

Plasticity models on the considered path. 

 

In another comparison, the strain distribution at the 

moment of sheet fracture was investigated. For this 

purpose, an element on the drawn sheet wall was 

selected at the moment of fracture. Then, the strain 

distribution in the sheet on this element was determined 

based on GTN and porous metal plasticity models. The 

selected element is shown in “Fig. 7”. The reason for 

choosing this element is that it is located on the wall of 

the cup, which is under tension, and strain changes in 

this area occur relatively quickly. 

 

 
Fig. 7 The element considered to check the strain changes 

at the moment of sheet fracture. 

 

In “Fig. 8”, the strain changes in the desired element at 

the moment of the sheet fracture are compared based on 

two damage models. Examining the strain changes in 

this element makes it possible to obtain the moment 
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when the strain suddenly increases, which is when the 

fracture occurs. 

 

 
Fig. 8 Strain distribution on the considered element based 

on the GTN model and Porous Metal Plasticity. 

 

Table 6 compares the fracture depth in numerical 

simulations based on the GTN damage model and 

porous metal plasticity model with the experimental one. 

As evident in this table, the results obtained from the 

GTN damage model are closer to the experimental 

results than the results of the Porous metal plasticity 

model, because, in the Porous model, the coalescence of 

micro-cracks is not considered. 

 
Table 6 Depth of sheet fracture based on GTN damage 

model, Porous metal plasticity, and experimental test 

Depth of fracture 

Experimental test 

(mm) 

Porous metal 

plasticity (mm) 

GTN 

(mm) 

8.8 8.55 8.7 

 

Figure 9 shows the effect of the friction coefficient 

between sheet metal, punch, and die on the maximum 

drawing depth for GTN and the porous metal plasticity 

models. As expected, by increasing the friction 

coefficient between the sheet and the punch and the 

matrix, the sheet fracture should happen earlier (the 

drawing depth decreases), which, as is evident in this 

figure, the GTN model has a better match than the 

porous metal plasticity model in this regard. The reason 

for this is that the results of the GTN damage model are 

more accurate due to the consideration of the 

coalescence of micro-cracks, unlike the porous metal 

plasticity model. 

 
Fig. 9 Comparing the drawing depth obtained from the 

analysis based on the GTN model and the porous metal 

plasticity model in different friction coefficients. 

 
The effect of the punch velocity on the maximum 

drawing depth in numerical simulations based on GTN 

and porous metal plasticity models is represented in 

“Fig. 10”. As it is evident in this figure, by increasing 

the speed of the punch, or in other words, by increasing 

the drawing speed, the sheet fracture happens sooner 

(the drawing depth decreases). 
 

 
Fig. 10  Comparison of the drawing depth obtained from 

the analysis based on the GTN damage model and the porous 

metal plasticity model at different punch velocities. 

 

Li et al.'s research was reviewed to verify the analyses' 

results. They analyzed the incremental sheet forming 

process based on the GTN damage model and the Hill 

48 yield criterion by writing VUMAT in ABAQUS 

software. They compared the analyses' results with the 

results of experimental tests and observed that the GTN 

model's results were in good agreement with the test 

results [38]. 

6 CONCLUSIONS  

In this paper, the deep drawing process was modeled in 

ABAQUS/Standard finite element software, and the 
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process analysis was done based on the GTN damage 

model and porous metal plasticity model. Next, to verify 

the numerical results obtained from the analysis, these 

results were compared with those obtained from the 

experimental tests, and the following results were 

obtained from this comparison: 

- Both model results are in good agreement with the 

results of the tests. 

- By comparing the drawing depth obtained from the 

GTN damage model and porous metal plasticity model 

to the result of experimental tests, it is found that the 

GTN damage model results are more consistent with the 

experimental tests. 

- By examining how the drawing depth changes by 

changing the friction coefficient between the sheet and 

the die, it is concluded that the GTN damage model 

better analyzes the behavior of the sheet during forming. 

- The changes in the drawing depth in the deep drawing 

process were investigated by changing the speed of the 

punch movement, and again, the results of the GTN 

model are more consistent with reality than the porous 

metal plasticity model. 

In short, it can be said that the GTN damage model has 

more capabilities than the porous metal plasticity model 

for the analysis of sheet behavior because, firstly, the 

porous metal plasticity model does not take into account 

the 𝑓𝑁 parameter that is present in the GTN model. 

Secondly, in the subroutine written for the GTN model, 

the mechanical properties of the sheet can be defined 

more precisely and comprehensively, which results in 

better results from the analysis based on the GTN model. 
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drilling can improve the strength of the joint. In this article, the drilling of cortical bone is experimentally 
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process. In addition, with an increase in the drill diameter, the maximum temperature of the tissue is reduced. 
The temperature of the bone tissue is predicted using a regression equation as a function of process variables.  
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1 INTRODUCTION 

The drilling of human bone is one of the most important 

objects of health science that is extensively used in 

orthopedic surgery, dentistry, fracture treatment, and 

bone sampling. Today, in bone drilling, the goal is to 

achieve the lowest amount of mechanical and thermal 

damage to the bone tissue. This process is one of the 

most important, sensitive, and widely used mechanical 

processes in the field of medical engineering due to the 

complexity and special conditions of the bone material. 

Bone fracture treatment is performed by restoring the 

original location of the organ and fixing it with 

implantable components. Through the operation of bone 

drilling, screws and implants can be placed inside the 

broken parts to fix the damaged parts to each other. It 

should be noted that the term bone, as the main member 

and constituent of the skeleton of the human body and 

other vertebrates, refers to a family of materials that have 

a complex and organized structure. Bone tissue is a non-

homogeneous, anisotropic, and porous substance whose 

porosity is between 5% and 95%, depending on factors 

such as location, function, and performance conditions. 

Bone tissue is a smart tissue and changes its structure 

when a crack occurs, depending on the conditions. The 

most effective parameters process in the drilling of the 

bone can be divided into two groups related to process 

control and parameters related to the geometry and 

characteristics of the drill. The rotational speed, the feed 

rate of the tool, the cooling condition, the depth of 

drilling, and the pre-drilling diameter are the most 

important parameters related to the control of the drilling 

process. The drill diameter, helix angle, chisel edge 

angle, point angle of the drill, rake angle, and the criteria 

of tool life (erosion of the tool) are the most geometrical 

variables of the drill tool. Also, the temperature 

increases in the drilling process, the axial force applied 

to the bone tissue, the torque created in the drilling 

process, and the surface roughness can be mentioned as 

the most important output responses of the bone drilling 

process. The most important parameter of an automated 

drilling process is the rotational speed. The next 

effective parameter is the feed rate. Research in the field 

of bone piercing is continuously progressing and 

expanding. One of the most important parameters that 

must be considered and constantly checked during the 

drilling is the amount of heat generated due to the 

frictional contact in the bone tissue. The generated heat 

transfers according to the conductivity of the bone, and 

the thermal conductivity measurement shows that the 

thermal conductivity coefficient is as low as 0.38-2.3 

W⁄(m.°K) [1]. So, the generated heat transfers very 
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slowly, and most of the heat remains in the drilling 

location. This is undesired because this heat changes the 

nature of the bone. This provides the basis for the 

phenomenon of thermal necrosis, bone tissue death, cell 

death, and reducing strength in the drilling location [2]. 

The strength of the remaining drilled material is very 

important in orthopedic surgery. Reducing the strength 

leads to insufficient supporting of installed automatic 

screws in the next step, and consequently, problems to 

restrain the support equipment and stabilize the fracture 

position in this hole appear. The main problem is weak 

bone welding in the desired direction due to the lack of 

strength in the retaining screw and the bone (the drilling 

area). The rate of failure in plaque implantation in leg 

fractures has been reported up to 7.1% [3-4]. By 

studying rabbit bone, Lundskog [5] concluded that bone 

undergoes cell death when exposed to a temperature of 

55°C for 30 seconds. By conducting microscopic studies 

on rabbit bone, Erickson et al. [6] concluded that a 

temperature of 47°C for 60 seconds causes thermal 

necrosis in cortical bone. Two factors that affect thermal 

necrosis are the specified temperature magnitude and 

exposure time to that temperature. A threshold limit of 

temperature to prevent thermal necrosis has been 

reported by some researchers; the temperature has no 

significant effect on bone tissue below the threshold 

temperature, but at higher temperatures, the bone cells 

are affected by the generated heat. The threshold limit of 

temperature was reported as 47°C for 60 seconds time 

duration. According to the tests carried out, the tolerable 

time for the bone decreases exponentially for a rise in 

temperature above 47°C. At 48°C, this period is reduced 

to 30 seconds, while at 53°C, the thermal necrosis 

happens immediately [7-8]. Brisman [9] reported that an 

independent increase in speed or axial force increases 

the temperature in the bone, while increasing the 

combination of these two parameters improves the 

cutting efficiency without causing a significant 

temperature change. Histological studies focusing on the 

effect of high-speed drilling in the orthopedic surgery 

process have been carried out by Boyne [10], Moss [11], 

and Spartz [12]. In these studies, it has been suggested 

that high-speed drilling has less harmful effects than 

conventional (low-speed) drilling. Abouzgia et al. [13] 

by experimenting on cow bone at a speed of 49000 rpm 

without cooling reported that by increasing force up to 4 

N, the temperature increases first, and then it decreases 

by increasing the force above 4 N. However, increasing 

the axial force may cause micro-cracks around the hole 

and damage the bone or lead to the drill breaking inside 

the bone. Iyer et al. [14] conducted a study on the rabbit 

tibia. The generated heat during bone cutting in living 

tissue was measured at three levels: low speed (2000 

rpm), medium speed (30000 rpm), and high speed 

(400000 rpm). An inverse relation between the drilling 

speed and the generated heat was observed. 

Li et al. [15] studied the heat transfer of the drilling 

process on bones by developing a 3D finite element 

model in ANSYS software. The maximum temperature 

of bone has been measured according to varying the 

influencing process parameters (spindle speed, feed rate, 

and drill diameter). The results show an increase in 

maximum temperature by increasing any of the process 

inputs. The maximum temperature is predicted by 

developing an empirical equation, and it can be 

optimized to obtain the minimum temperature. Ying et 

al. [16] investigated the variation of temperature and 

force during the cutting by conventional cutting and 

ultrasonic vibration-assisted cutting experimentally and 

numerically. A finite element model is developed in 

ABAQUS software using the Johnson-Cook material 

model. The results show that the ultrasonic vibration 

decreases the cutting force while it increases the 

temperature. Also, the cutting force decreases with 

decreasing cutting speed, while the temperature 

increases. Dahibhate et al. [17] investigated the 

temperature variation during bone drilling of sheep rib 

bone. The experiments have been conducted for process 

parameters including the drill diameter (2.5, 3.2, 4.5 

mm), feed rate (50, 60, 70 mm/min), and spindle speeds 

(1000, 1500, 2000 rpm). A linear regression equation 

was developed for the prediction of bone drilling 

temperature. The analysis of experimental results by 

statistical tools shows that the most effective parameter 

is the drill diameter. The second affecting parameter is 

feed rate. 

Also, the rate and quality of postoperative healing in the 

jawbone were measured. The results show that the 

healing rate and quality of the bone formed in drilled 

holes at high speed are better than using the low and 

medium speeds in the first 6 weeks after drilling [18]. 

Reingewirtz et al. [19] by studying the high-speed 

drilling of the beef femur, concluded that the 

temperature increases directly in the range of 400-7000 

rpm rotational speed, and it decreases by increasing the 

rotational speed in the range of 7000-24000 rpm. It was 

also concluded that changes in the feed rate from 80 to 

200 mm/min have a negligible effect on the temperature 

in the range of low speeds, such as 400-800 rpm. Udiljak 

et al. [20] investigated the study of high-speed porcine 

bone drilling. The drilling machine was prepared with 

10000 to 16000 rpm rotational speeds, and a standard 

surgical drill was used. It was concluded that the rate of 

temperature increase at high speeds has decreased 

compared to low speeds, and no significant effect on 

temperature changes at speeds above 10000 rpm was 

observed. Li et al. [21] investigated experimentally the 

effects of cutting speed and feed rate during the drilling 

of beef femurs. The results show that the maximum 

temperature increases by increasing the cutting speed 

and decreasing the feed rate. By studying the cow femur 

in two different speed ranges of 500-1000 rpm (low 
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speed) and 3000-18000 rpm (high speed), Shakoori et al. 

[22] reported that the temperature decreases with 

increasing the rotational speed in conventional drilling. 

Tahmasbi et al. [23] developed a regression equation 

using response surface methodology to find the 

temperature in the bone drilling process according to the 

process variables (rotational speed, feed rate, and tool 

diameter). 

As the literature survey shows, obtaining a good hole 

quality in the drilling of bones is important and has 

several advantages in surgery and patient life. In recent 

years, attention has been drawn to the high-speed 

drilling of bones. In this research, the effect of drilling 

process parameters on the generated heat will be 

investigated experimentally. The experimental tests 

have been planned according to response surface 

methodology (RSM). The effective parameters will be 

determined by analysis of the variance (ANOVA). The 

attitude of the current study is to find a reliable equation 

for predicting the temperature in bone drilling at high 

speeds. 

2 MATERIALS AND METHODS 

In the experiments, fresh femur bovine bone aged about 

3-4 years was used [23]. A 100 mm length diaphysis part 

of the cow thigh (middle part) has been used in the 

experimentation. The cortical bone has about 8-10 mm 

thickness. Also, to make things easier in the 

experimentations, the beginning and end parts of the 

femur were cut with a saw. In “Fig. 1”, a fresh femur 

bovine bone that was used in the experiments can be 

seen. 

 

 
Fig. 1 A fresh femur bovine bone was used in the 

experiments. 

 
It should be noted that the experimentations have been 

carried out on the bovine cortical femur because its 

physical and mechanical characteristics are very similar 

to the human long bones [24]. Therefore, many 

researchers have used cow femur to investigate the 

cortical bone drilling process. For carrying out this 

research, a long time should not have passed since the 

bone tissue was alive, so that the thermomechanical and 

physical properties and density of the new bone tissue 

are preserved and resemble the living tissue undergoing 

surgery. The thermomechanical and physical properties 

of the bone change widely over time and will no longer 

have the necessary similarity with the conditions of 

surgery [25]. Also, if the fresh bone is not used (for about 

3-4 hours) to preserve its properties, the fresh bone 

should be quickly placed in the freezer at -25℃. In this 

study, the femur of the cow, which was removed from 

its body immediately after slaughter, has been used. Due 

to the time gap between slaughtering and drilling, to 

keep the bones fresh after removing the excess meat that 

remained on its surface, the bones were immediately 

frozen to keep them fresh and placed in the open air for 

a few hours before the experiment. The thickness of the 

outer cortex of the bone wall, which is the cortical part 

of the bone, is about 8-10 mm. Before performing the 

experiments, the surface of the bone is completely 

cleaned of the remaining meat and fats on the surface of 

the bone, because the presence of these complications 

causes problems in the way of draining the chips and 

increases the possibility of clogging the drill grooves. To 

facilitate the measurement of bone temperature and the 

proper placement of bone on the load cell to read the 

drilling force, samples with a width of about 15 to 20 

mm have been created using a milling machine. By 

doing this cutting, smooth pieces that can be drilled and 

tested are better selected. These tests have been done at 

room temperature without using any coolant liquid. 

In this research, to perform high-speed experiments, a 

high-speed motor with a wide range of rotational speeds 

is used. The maximum available rotational speed of the 

motor is 18,000 rpm. This motor is installed on the head 

of the milling machine using a base so that the drilling 

tool can be installed on it. K-type thermocouples have 

been used for measuring the temperature while drilling. 

The thermocouple is placed at a 3 mm depth, 0.5 mm 

distance from the wall of the hole created in the bone 

tissue to measure the temperature. The position is 

determined based on the investigations that have been 

done in previous research [26]. Also, to measure the 

force in this research, single base load cells were used; 

the maximum amount of force that can be measured is 

up to 30 kg with an accuracy of 0.01 kg. The standard 

high-speed steel (HSS) drills have been selected for 

performing the drilling process. The diameters of the 

drills are 2, 4, and 6 mm, respectively. Of course, the 

other geometrical characteristics of the drills, such as 

point angle, helix angle, and other characteristics, are the 

same in all of the experiments. The experiments have 

been carried out according to the design of experiments 

(DOE) planning, which determines the optimal number 

of experiments to find the proper equation between the 

output variable and input variable. The response surface 

methodology (RSM) is one of the DOE techniques that 

predict the output carriable with good correlation. This 

method is suitable for finding the effect of the interaction 

of process parameters. In this research, three process 
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parameters, including feed rate, rotational speed, and 

drill diameter, are selected as input variables. According 

to “Table 1”, the rotational speed is adjusted between 

10000-18000 rpm, the feed rate is adjusted between 10-

50 mm/min, and the drill diameters are set between 2-6 

mm. “Table 2” displays the experiments that should be 

performed. 

 
a) Table 1 The levels of each input parameter 

for the high-speed bone drilling process 

Input 

Variables 

Symbol 

 

Min 

Value 

Mid 

Value 

Max 

Value 

Rotational 

speed (rpm) 

N 10000 14000 18000 

Feed rate 

(mm/min) 

F 10 30 50 

Drill 

diameter 

(mm) 

D 2 4 6 

 

Table 2 The designed experiment plan according to RSM 

Experiment 

number 

N(rpm) F(mm/min) D(mm) 

1 10000 10 2 

2 18000 10 2 

3 10000 50 2 

4 18000 50 2 

5 10000 10 6 

6 18000 10 6 

7 10000 50 6 

8 18000 50 6 

9 10000 30 4 

10 18000 30 4 

11 14000 10 4 

12 14000 50 4 

13 14000 30 2 

14 14000 30 6 

15 14000 30 4 

3 RESULTS AND DISCUSSION 

According to the analysis of the maximum temperature 

values obtained from the experiments, the analysis of 

variance (ANOVA) results for the data of the 

experiments are shown in “Table 3”. The ANOVA 

determines the effect of the input variables and their 

interactions on the output variable. 

 
Table 3 Analysis of variance of the maximum temperature 

Source DF Adj SS Adj MS F-

Value 

P-

Value 

Model 8 1199.59 149.949 42.08 0.000 

Linear 3 317.77 105.925 29.72 0.000 

N 1 171.23 171.230 48.05 0.000 

F 1 138.53 138.533 38.87 0.000 

D 1 8.01 8.010 2.25 0.162 

Square 2 232.36 116.178 32.60 0.000 

N*N 1 48.31 48.314 13.56 0.004 

F*F 1 44.66 44.656 12.53 0.005 

2-Way 

Interaction 

3 649.46 216.486 60.75 0.000 

N*F 1 35.96 35.955 10.09 0.009 

N*D 1 116.43 116.434 32.67 0.000 

Error 11 39.20 3.564   

Lack-of-Fit 6 30.59 5.098 2.96 0.127 

Pure Error 5 8.61 1.723   

Total 19 1238.79    

 

Considering the confidence level of 95% in the 

experiments, the input variables with a P-value less than 

0.05 are considered effective parameters on the tissue 

temperature in the high-speed bone drilling process. The 

results of Table 3 show that the rotational speed, feed 

rate, and the diameter of the drill are the effective 

parameters of the output variable (tissue temperature). 

Equation 1 expresses the tissue temperature in high-

speed bone drilling, which, of course, is appropriate for 

the range considered for the input parameters in “Table 

2”. 

 

2 2

97.7  0.00513   1  .164   

 0.32    0.000000    0.00934   

 0.000027   0.000477   

 0.1971 

T N F

D N F

N F N D

F D

  
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   

 

       (1) 

 

The coefficient of determination “R2” is used to show 

the quality of curve fitting. It is the amount of agreement 

between predicted data by the regression (statistical) 

model and experimental data. The value of R2 is 1 for a 

theoretically perfect statistical model. The coefficient of 

determination (R2) was 0.9453 for the response of tissue 

temperature, which means that the proposed equation 

can predict 94.53% of the experimental data. 

Considering the value of R-sq=94.53% and also the 

appropriate dispersion of residual analysis according to 

“Fig. 2”, it can be said that the modelling done has 

acceptable accuracy. 
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Fig. 2 The residual plots for the model in the high-speed 

bone drilling process. 

 

To describe the effect of variation in input parameters on 

the output variable (tissue temperature), the diagram of 

the mean effect plot and the interaction plot were 

utilized. In “Fig. 3”, the effect of rotational speed on the 

maximum value of tissue temperature is presented. It is 

obvious that by increasing the rotational speed, the tissue 

temperature first decreased until it reached a minimum 

value, and then the temperature of the tissue began to 

increase. 

 

 
Fig. 3 The effect of rotational speed on the maximum 

value of tissue temperature in the high-speed bone drilling 

process. 

 

 In this research, the choice of high-speed drilling was in 

the range of 10,000 to 18,000 rpm. It should be noted 

that in the high-speed bone drilling process, the size of 

the deformed chips in the form of powder becomes 

smaller by increasing the rotational speed, which leads 

to the ease and better removal of the chips from the 

drilled hole which is the reason for the decreasing slope 

of the temperature graph from the speed of 10,000 to the 

range of 15,000 rpm. But after passing the range of 

15,000 rpm, despite the constant force, the temperature 

shows an increasing trend. Considering the three sources 

of heat generation in the drilling process, i.e. chip 

formation force, chip accumulation in the flute, and the 

frictional contact between the chip, drill, and bone, it can 

be assumed that with increasing the rotational speed of 

the drill, the generated heat due to the friction between 

the chip or the drill body and the hole wall will increase 

and this heat generation factor, from a certain rotational 

speed onward overcomes the positive effect of force loss 

and reduction of chip accumulation and leads to a further 

increase in temperature. 

In “Fig. 4”, the effect of feed rate on the maximum value 

of tissue temperature is shown. As can be seen, the 

maximum value of tissue temperature reduces with an 

increase in the feed rate of the drill. The reason is that 

with an increase in the drill feed rate, the drilling time 

decreases, and consequently, the generated heat due to 

the friction is reduced, and as a result, the temperature 

also decreases. In addition, in “Fig. 5”, the effect of drill 

diameter on the maximum value of tissue temperature is 

shown. 

 

 
Fig. 4 The effect of feed rate on the maximum value of 

tissue temperature in the high-speed bone drilling process. 

 

 
Fig. 5 The effect of drill diameter on the maximum value 

of tissue temperature in the high-speed bone drilling process. 

 
As it is concluded from “Fig. 5”, with an increase in the 

drill diameter, the maximum value of tissue temperature 

is reduced. The reason is that by increasing the drill 
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diameter, the exit channel of the chips in the drill will be 

bigger, which leads to a decrease in tissue temperature. 

Figure 6 shows the interactions of process parameters on 

the tissue temperature in a high-speed bone drilling 

process, which again confirms the effects of input 

variables on the maximum value of tissue temperature. 

The results show that the minimum temperature occurs 

at a high feed rate and high rotational speed, while at a 

low feed rate, the temperature is generally higher and it 

is undesired. Also, the temperature decreases by 

increasing the tool diameter and increasing the rotational 

speed. From “Fig. 4 and Fig. 5”, it is obvious that the 

interaction of tool diameter and feed rate is descending. 

 

 
(a) 

 
(b) 

Fig. 6 The interactions of: (a): rotational speed, feed rate, 

and (b): drill diameter on the tissue temperature in the high-

speed bone drilling process. 

4 CONCLUSIONS 

In this work, the drilling process of cortical bone at high-

speed ranges was investigated experimentally, and by 

using statistical tools (ANOVA), the effects of input 

process parameters including the rotational speed, feed 

rate, and drill diameter on the maximum temperature of 

bone tissue were studied. To perform a comprehensive 

study, containing the effect of each input parameter and 

their interaction effects of parameters on the tissue 

temperature, the design of experiment (DOE) method 

was employed. The main findings of the research can be 

listed as follows. 

- The ANOVA analysis shows that the rotational speed, 

feed rate, and drill diameter were effective parameters of 

the tissue temperature. 

- The coefficient of determination (R2) was 0.9453 for 

the response of tissue temperature which indicated that 

the regression equation can predict the temperature with 

good accuracy.  

- The ANOVA results showed that by increasing the 

rotational speed, the temperature of the tissue first 

decreased until it reached a minimum value, and then 

with the further increase of the rotational speed, the 

tissue temperature began to increase. 

- It was concluded that the maximum value of tissue 

temperature was reduced by increasing the feed rate of 

the drill. The reason was that by increasing the drill feed 

rate, the contact time between the bone tissue and the 

drill was reduced, and consequently, the amount of heat 

generated due to friction was reduced, so the 

temperature was also decreased. 

- It was proved from the results that with an increase in 

the drill diameter, the maximum value of tissue 

temperature was reduced. The reason was that by 

increasing the drill diameter, the exit channel of the 

chips in the drill would be bigger, which would lead to a 

decrease in tissue temperature. 
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Abstract: There are different sources of energy in the environment, and one of the 

sources that is converted into electrical energy is the vibrations of the environment. 

One of the methods of energy extraction is the use of piezoelectric materials. The 

main advantage of piezoelectric materials is their high-power density and ease of 

use. In this study, a dynamic stiffness method is developed to extract energy from 

the piezoelectric cantilever beam despite damping, impedance, and concentrated 

mass. In order to get the maximum energy for concentrated mass, it is suggested that 

the effect of some parameters on the proposed system be investigated. Such 

parameters include damping and impedance effects noted. According to this study, 

the effect of Kelvin-Voigt damping on the voltage amplitude of the initial 

acceleration at the first resonant frequency is almost linear, while this value changes 

homographically at the second resonant frequency. The change in voltage amplitude 

over the base acceleration amplitude due to the change in the viscous damping 

coefficient at the first and second resonant frequencies is almost the same, but the 

amount of reduction is greater in the second case. Also, the effect of impedance on 

this system is investigated, and the system response is obtained using the dynamic 

stiffness method. The effect of increasing the impedance on the conductivity of the 

beam tip relative to the foundation support is such that as impedance increases, its 

natural frequencies increase, thus making the system more rigid. 
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1 INTRODUCTION 

The energy supply of a system from its environment is 

generally called energy extraction. Research in this field 

has attracted the attention of many engineers and 

researchers with the development of wireless 

telecommunications and the advent of low-consumption 

electronic devices. For example, in wireless sensor 

networks, the power consumption of the sensors is low 

enough to supply energy from the environment. 

Therefore, by receiving the required energy from the 

environment, not only is there no need for batteries and 

external energy sources, but due to the lack of need to 

charge and replace the battery, the need for special care 

of the system disappears, which in turn reduces costs and 

Environmental pollution is very effective. The growth 

and development of low-power electronic devices, 

wireless technology, and wearable and portable smart 

devices have led to an increase in the use of these 

electronic devices by individuals. These devices have 

facilitated our communication while requiring 

electrochemical batteries to supply energy. In cases of 

emergency personnel and field environmental research, 

these devices generate a significant additional load. In 

addition, these loads increase again due to the need to 

carry heavy electrochemical batteries. With the 

continuous development of these devices and the 

achievements that have been achieved in the operation 

of these devices, the required electrical power has also 

been significantly increased. However, the increase in 
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resources is not limited to the performance of the 

devices, in addition, due to the limited battery life, there 

is still a need for constant replacement. Electrical 

behavior depends on centralized parameters such as 

resistance, capacitor, so in the simulations performed, 

the parameters expressing the mechanical field are 

considered. In 2008, Erturk and Inman [1] examined the 

harmonic-excited SDOF model. They showed that the 

conventional harmonic base excitation relationship for 

predicting beam motion makes large errors and showed 

model errors. Then they presented modifying factors to 

improve the SDOF model by stimulating the harmonic 

base in transverse and longitudinal vibrations. They 

determined that the SDOF model could be used for high 

ratios of concentrated mass to mass of beam in 

transverse vibration. In fact, in the case where the 

concentrated mass is small, there is no conventional 

effective mass of the cantilever beams and rods, or it 

produces a negligible result compared to the system 

response. Therefore, the proposed modified SDOF 

model should be used. In 2004, Sodano et al. [2] 

obtained a more accurate estimate than the SDOF model 

for the systems with distributed parameters by the 

Rayligh-Ritz (RR) discrete formulation. In this 

approach, conversion of displacements that was selected 

in accordance with the basic functions was used. To 

confirm the method, which used the Hamilton principle, 

they performed a laboratory study for bimorph 

cantilever beam with PZT material. Dutoit et al. [3] 

proposed an SDOF model for MEM energy harvesters. 

His model consisted of Euler_Bernolli beam with a 

concentrated mass, the Equations of which were based 

on the RR discretization method and the Hamilton 

principle and dealt with the d-31 mode. They used the 

piezoelectric structural relationships and the resulting 

electrical displacement to express the relationship 

between electrical output and vibrational mode shapes. 

Hence, a non-optimized prototype presented the power 

density value 30µ
𝑊

𝑐𝑚2. They examined the ratio of 

output power to various resistance and proposed 

considerations for the design of piezoelectric energy 

harvesters, which ultimately tested the validity of the 

presented model by performing experiments and 

comparisons with previous work. However, in the 

1990s, Hagood et al. [4] had used RR discretization as a 

modeling approach for electromechanical systems. 

Using Hamilton's principle, they derived coupled motion 

Equations for any desired elastic structure with 

piezoelectric and passive electronic components and 

developed the proposed spatial models for the output 

voltage of the electrodes, the direct output load of the 

electrodes, and the state in which the piezoelectric 

electrodes are indirectly connected to an arbitrary 

electrical circuit with built-in voltage and current 

sources and finally, they used these Equations for the 

cantilever beam. In 2006, Chen et al. [5] proposed a 

micro-dimensional transducer model of a piezoelectric 

bimorph cantilever beam that used the Hamilton 

principle to derive matrices of discrete mass, stiffness, 

and damping in the transformed space. In accordance 

with the base deflection approach, they formulated the 

relationship between voltage and induced mechanical 

strain. Their analytical method was based on solving 

with one state, and their model showed that the induced 

voltage is proportional to the excitation frequency and 

width of the piezoelectric material and is inversely 

proportional to the beam length and damping coefficient. 

They hypothesized the effect of electromechanical 

bonding as viscous damping. Incorporating 

electromechanical bonding into mechanical Equations 

as viscous damping coefficients is a common approach 

for electromagnetic harvesters [6]. But the effect of 

electromechanical bonding on piezoelectrics is much 

more complex than considering it as a viscous damping. 

Rafique and Bonello [7] showed that considering the 

effect of electromechanical bonding as a viscous damper 

is valid only at low resistance loads. In addition, they 

proved a detailed validation of the modal analysis model 

presented in [8] for a bimorph beam without 

concentrated mass around the first resonance region, 

validating these relationships at frequencies higher than 

those considered in [8]. They investigated the effect of 

electromechanical bonding on the mechanical properties 

of the harvester, such as added resultant stiffness and 

damping, and by modal analysis and experiments 

showed that the resonant frequency and amplitude of the 

response due to electromechanical connection will be 

associated with changes. In 2013, Al-Adwani et al. [9] 

introduced a Shear Mode Harvester (SMH) to replace 

the energy harvesters in thickness mode (TMH) and 

longitudinal mode (LMH) in order to increase the 

harvested power. The reason for this choice was since 

the strain constant of piezoelectric material in shear is 

larger than the strain constant in longitudinal modes and 

thickness. To achieve the harvested energy in the shear 

mode, the piezoelectric element was polarized along a 

length parallel to the length of the electrode between the 

oscillator base and the concentrated mass. The base 

sinusoidal excitation in the direction of polarization 

causes the element to experience shear strain. They 

showed the optimal performance characteristics of SMH 

in comparison with TMH and LMH by providing 

numerical examples. In addition, they investigated the 

effect of resistance load and excitation frequency on 

SMH. The dynamic stiffness method relates the 

amplitude of the applied forces to the vibrational 

response of the system. This method is used to analyze 

systems that are harmonically excited and can provide 

an infinite number of natural modes for a finite number 

of node coordinates of continuous structures. In the 

present study, first, the formulas of the dynamic stiffness 

method are extracted, then the bimorph cantilever beam 
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with concentrated mass at the desired distance from the 

end of the beam is divided into two elements and with 

the help of direct stiffness method, the dynamic stiffness 

matrix of the whole beam is obtained. This is done to 

damp the effect and apparent resistance in energy 

harvesting from the piezoelectric beam using the 

dynamic stiffness method. 

2 THEORIES 

Since common piezoelectric cantilever energy 

harvesters are often designed and manufactured as thin 

beams, and also most bimorph beams have thin 

structures, it seems reasonable to assume the beam as a 

Euler-Bernolli beam. The piezoelectric layers and the 

central layer are well bonded, and the electrodes that 

have been extended along the entire length of the beam 

are flexible and have a negligible thickness compared to 

the total thickness of the beam. In addition, the 

electrodes have been assumed to be well-conductive. 

Hence, only one electric potential difference along each 

electrode can be defined. Equations (1) and (2) are used 

to derive the behavior of moving beams with 

piezoelectric layers. 

 

𝐵
𝜕4𝑢

𝜕𝑥4 + 𝐴
𝜕5𝑢

𝜕𝑥4𝜕𝑡
+ 𝑐𝑎

𝜕𝑢

𝜕𝑡
+ 𝑚

𝜕2𝑢

𝜕𝑡2 = 0                          (1) 

 
𝐷3 = 𝑑31𝑌𝑃𝑆 + 𝑑31𝑐𝑃�̇� + 𝜀33

𝑆 𝐸3                                 (2) 

 
𝜀33

𝑆 = 𝜀33
𝑇 − 𝑑31

2 𝑌𝑃 
𝐵 = 𝑌𝑝𝐼𝑝 + 𝑌𝑠𝐼𝑠                                                              (3) 
𝐴 = 𝑐𝑝𝐼𝑝 + 𝑐𝑠𝐼𝑠   

 

Where S is axial strain, d 31, piezoelectric coefficient, E3 

, Induced Electric Field, 𝜀33
𝑇 , permittivity at constant 

stress, D3 , component of electric displacement vector, 

YP, Modulus of elasticity of piezoelectric material, YS, 

Modulus of elasticity of the middle layer, CP, Kelvin-

Voigt damping coefficient for a piezoelectric layer, CS, 

Kelvin-Voigt damping coefficient for a middle layer, IP, 

the second torque of the surface around the neutral axis 

for a piezoelectric layer, IS, the second torque of the 

surface around the neutral axis for a middle layer, m, 

mass per unit length, u, beam displacement in the y 

direction, Ca, the average viscous damping coefficient of 

ambience per unit length. 

By placing Equation (2) in Gaussian law and deriving 

from it, the current intensity I as a function of time is 

obtained as Equation (4) where β, Cp
, and f are 

respectively according to Equations (5) to (7). Cp in 

Equation (5) is the internal capacity of a piezoelectric 

layer, and hpc in Equation (6) is the distance from the 

neutral axis to the midpoint of the piezoelectric layer 

[10]. 

 

𝑖(𝑡) = 𝑓𝛽 ∫
𝜕3𝑢

𝜕𝑥2𝜕𝑡

𝐿

0
𝑑𝑥 −

𝑓

𝑎
𝐶𝑝�̇�                                    (4) 

 

𝛽 = −d31Yphpcb                                               (5) 

 

𝐶𝑝 = 𝜀33
𝑆 𝑏𝐿

ℎ𝑝
                                                                  (6) 

 

𝑓 = {
1, 𝑓𝑜𝑟 𝑠𝑒𝑟𝑖𝑒𝑠
2, 𝑓𝑜𝑟 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙

                                         (7) 

 

hp is the thickness of a piezoelectric layer, 𝑣(𝑡) is the 

voltage of the whole set is equal to 2 and 1 for series and 

parallel, respectively, L is the length, and b is the width 

of the beam. 

For dynamic stiffness analysis, harmonic excitation is 

assumed. Hence, the displacement is obtained from 

Equations (3-30). Using the Equations (8) and (10), 

Equation (10) would be achieved [11]. 

 

𝑢(𝑥, 𝑡) = �̃�(𝑥)𝑒𝑗𝜔𝑡                                            (8) 

 

𝐵(𝑒𝑗𝜔𝑡) (
𝜕4�̃�

𝜕𝑥4
) + 𝐴(𝑗𝜔)(𝑒𝑗𝜔𝑡) (

𝜕4�̃�

𝜕𝑥4
) + 𝑐𝑎(𝑗𝜔)𝑒𝑗𝜔𝑡�̃�

+ 𝑚(𝑗𝜔)2𝑒𝑗𝜔𝑡�̃� = 0   
                                         (9) 

 
�̃�𝑖𝑣 − 𝑘�̃� = 0                                                   (10) 

 

𝑘 =  𝜔
1

2 [
𝑚

�̂� /(1−𝑗
𝑐𝑎
𝑚𝜔

)
]

1

4

                                          (11) 

 
�̂� = 𝐵 (1 + 𝑗𝜔

𝐴

𝐵
)                                             (12) 

 
Because the excitation is harmonic, parameters such as 

M (x, t), Q (x, t), θ (x, t) and v (t) are in the form of (13) 

Equations. 

 

𝑀(𝑥, 𝑡) = �̃� (𝑥) 𝑒𝑗𝜔𝑡   𝑄(𝑥, 𝑡) = �̃� (𝑥) 𝑒𝑗𝜔𝑡   𝜃(𝑥, 𝑡) =

 𝜃 ̃(𝑥) 𝑐𝑜𝑠 𝑒  𝑗𝜔𝑡  𝑣(𝑡) = 𝑣 ̃𝑒𝑗𝜔𝑡    𝑖(𝑡) =  𝑖̃ 𝑒𝑗𝜔𝑡       (13) 

 

Using Equations (9), (12) and (4), the bending moment 

amplitude is obtained from (14) Equation [12]. 

 

�̃�(𝑥) = �̂� �̃�′′ + 𝜗𝑣 ̃   �̃�(𝑥) = �̂��̃�′′′                     (14) 

 
If Z is the symbol of the apparent resistance of the 

electric charge, Equation (15) can be written. By placing 

(15) in (4), the voltage amplitude would be achieved by 
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Equation (16), in which G can be obtained in Equation 

(17) [13]. 

 

�̃� = 𝑍𝑖̃                                                           (15) 

 

�̃� = 𝐺[�̃�(𝐿) − �̃�(𝑂)]                                        (16) 

 

𝐺 =
𝑗𝜔𝑓𝛽

𝑗𝜔(
𝑓

𝑎
)𝐶𝑝+

1

𝑍

                                                   (17) 

 
The dynamic stiffness matrix of the beam with the 

concentrated mass shown in “Fig. 3” can be determined 

by calculating relations (18) [14]. 

 

f = Du          f =  [�̃�0  �̃�0   �̃�𝐿  �̃�𝐿]
𝑇          u =

[�̃�0  �̃�0   �̃�𝐿  �̃�𝐿]
𝑇
                                              (18) 

 

It should be noted that the dimensions of the 

concentrated mass are assumed in comparison with the 

dimensions of the previous beam, therefore, the 

displacement of the end of the beam and the 

concentrated mass will be the same. also the moment of 

inertia of the concentrated mass is neglected. Hence, 

according to “Fig. 1”,  relation (19) is written in which 

fe corresponds to relation (18) [15]. 

 

fe = Deu        fe = [�̃�0  �̃�0   �̃�𝐿𝑒
  �̃�𝐿𝑒

]
𝑇
                    (19) 

 
From “Fig. 1”, the boundary conditions are obtained as 

Equations (20). 

 

�̃�(𝑂) = −�̃�0     �̃�(𝐿) = �̃�𝐿𝑒
      �̃�(𝑂) = �̃�0    �̃�(𝐿) =

−�̃�𝐿𝑒
                                                                  (20) 

 

 
Fig. 1 Free body diagram of the beam with a concentrated 

mass )The damping forces are not displayed). 

 
As a result, Equation (21) would be achieved by solving 

Equation (14) [16]. By applying the boundary conditions 

and Equation (21) in Equations (18) and (19), relations 

(22) to (25) are obtained. 

 

�̃�(𝑥) = 𝐶1 𝑐𝑜𝑠ℎ 𝑘𝑥 +
 𝐶2 𝑠𝑖𝑛ℎ 𝑘𝑥 +𝐶3 𝑐𝑜𝑠 𝑘𝑥 +𝐶4  𝑠𝑖𝑛 𝑘𝑥                      (21) 

 

�̃�0 = �̂�𝑘2(−𝐶1 + 𝐶3) + 𝜗𝐺(�̃�0 −

 �̃�𝐿)                                                                        (22) 
 

�̃�𝐿𝑒
= �̂�𝑘2(𝐶1 𝑐𝑜𝑠ℎ 𝑘𝐿 +𝐶2 𝑠𝑖𝑛ℎ 𝑘𝐿 − 𝐶3 𝑐𝑜𝑠 𝑘𝐿 −

𝐶4  𝑠𝑖𝑛 𝑘𝐿 ) + 𝜗𝐺(�̃�𝐿 − �̃�0)                                 (23) 

 

�̃�0 = �̂�𝑘3(𝐶2 − 𝐶4)                                          (24) 

 

�̃�𝐿𝑒
= �̂�𝑘3(−𝐶2 𝑐𝑜𝑠ℎ 𝑘𝐿 −𝐶1 𝑠𝑖𝑛ℎ 𝑘𝐿 + 𝐶4 𝑐𝑜𝑠 𝑘𝐿 −

𝐶3  𝑠𝑖𝑛 𝑘𝐿 )                                                         (25) 

 

The relations from (22) to (25) can be written in matrix 

form as Equation (26). 

 

 

 

 

 

 
 
 

[
 
 
 
 
�̃�0

�̃�0

�̃�𝐿𝑒

�̃�𝐿𝑒 ]
 
 
 
 

= 𝜗𝐺 [

𝑂
𝑂
𝑂
𝑂

  

𝑂
1
𝑂
−1

  

𝑂
𝑂
𝑂
𝑂

  

𝑂
−1
𝑂
1

]

[
 
 
 
�̃�0

�̃�0

�̃�𝐿

�̃�𝐿]
 
 
 

+ �̂�𝑘2 [

0
−1

−𝑘 𝑠𝑖𝑛ℎ 𝑘𝐿
𝑐𝑜𝑠ℎ 𝑘𝐿

       

𝑘
0

−𝑘 𝑐𝑜𝑠ℎ 𝑘𝐿
𝑠𝑖𝑛ℎ 𝑘𝐿

       

0
1

−𝑘 𝑠𝑖𝑛 𝑘𝐿
− 𝑐𝑜𝑠 𝑘𝐿

      

−𝑘
0

𝑘 𝑐𝑜𝑠 𝑘𝐿
− 𝑠𝑖𝑛 𝑘𝐿

] [

𝐶1

𝐶2

𝐶3

𝐶4

]                  (26) 

 
The relation (27) is obtained by computing the derivative 

of Equation (21). Hence, u ̃ and θ ̃ at the beginning and 

end of the beam will be according to the relations (28) to 

(31), which are written in matrix form as Equation (3-

65). u and C are also according to Equations (32) and 

(33). 

 

�̃� (𝑥) = 𝑘 (𝐶1 𝑠𝑖𝑛ℎ 𝑘𝑥 +
 𝐶2 𝑐𝑜𝑠ℎ 𝑘𝑥 −𝐶3 𝑠𝑖𝑛 𝑘𝑥 +𝐶4  𝑐𝑜𝑠 𝑘𝑥 )                  (27) 

 

�̃�0 = 𝐶1 + 𝐶3                                                    (28) 

 

�̃�0 = 𝑘(𝐶2 + 𝐶4)                                              (29) 

 

�̃�𝐿 = 𝐶1 𝑐𝑜𝑠ℎ 𝑘𝐿 + 𝐶2 𝑠𝑖𝑛ℎ 𝑘𝐿 +𝐶3 𝑐𝑜𝑠 𝑘𝐿 + 𝐶4 𝑠𝑖𝑛 𝑘𝐿 

                                                                     (30) 

 

�̃�𝐿 = 𝑘(𝐶1 𝑠𝑖𝑛ℎ 𝑘𝐿 + 𝐶2 𝑐𝑜𝑠ℎ 𝑘𝐿 − 𝐶3 𝑠𝑖𝑛 𝑘𝐿 +
𝐶4 𝑐𝑜𝑠 𝑘𝐿)                                                      (31) 

 

u = AC             C = [𝐶1       𝐶2      𝐶3      𝐶4]               (32) 

 

A = [

1
0

𝑐𝑜𝑠ℎ 𝑘𝐿
𝑘 𝑠𝑖𝑛ℎ 𝑘𝐿

     

0
𝑘

𝑠𝑖𝑛ℎ 𝑘𝐿
𝑘 𝑐𝑜𝑠ℎ 𝑘𝐿

    

1
0

𝑐𝑜𝑠 𝑘𝐿
−𝑘 𝑠𝑖𝑛 𝑘𝐿

    

0
𝑘

𝑠𝑖𝑛 𝑘𝐿
𝑘 𝑐𝑜𝑠 𝑘𝐿

]   
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                                                  (33) 

 

To obtain fe as a function of u, C from (30) is placed in 

Equation (24). If C is placed from Equation (30) to 

Equation (24), the dynamic stiffness matrix of the beam 

is obtained using the above relations as Equation (34), in 

which De is known as the dynamic stiffness matrix of the 

Beam without electric coupling and can be achieved in 

short circuit conditions [17]. 

 

De = [

𝑠1

𝑠2

𝑠3

𝑠4

    

𝑠2

𝑠5

−𝑠4

𝑠6

    

𝑠3

−𝑠4

𝑠1

−𝑠2

    

𝑠4

𝑠6

−𝑠2

𝑠5

]  +

𝜗𝐺 [

0
0
0
0

   

0
1
0

−1

    

0
0
0
0

    

0
−1
0
1

]                                           (34) 

 

𝑆1 =
�̂�𝑘3(𝑐𝑜𝑠 𝑘𝐿 . 𝑠𝑖𝑛ℎ 𝑘𝐿 + 𝑐𝑜𝑠ℎ 𝑘𝐿 . 𝑠𝑖𝑛 𝑘𝐿)

𝛥
 

 

𝑆2 =
�̂�𝑘2(𝑠𝑖𝑛 𝑘𝐿 . 𝑠𝑖𝑛ℎ 𝑘𝐿)

𝛥
 

 

𝑆3 = −
�̂�𝑘3(𝑠𝑖𝑛 𝑘𝐿 + 𝑠𝑖𝑛ℎ 𝑘𝐿)

𝛥
 

 

𝑆4 = 
�̂�𝑘2(𝑐𝑜𝑠ℎ 𝑘𝐿 − 𝑐𝑜𝑠 𝑘𝐿)

𝛥
 

 

𝑆5 = �̂�𝑘
(𝑐𝑜𝑠ℎ 𝑘𝐿 . 𝑠𝑖𝑛 𝑘𝐿 − 𝑐𝑜𝑠 𝑘𝐿 . 𝑠𝑖𝑛ℎ 𝑘𝐿)

𝛥
 

 

𝑆6 = �̂�𝑘
(𝑠𝑖𝑛ℎ 𝑘𝐿 − 𝑠𝑖𝑛 𝑘𝐿)

𝛥
  

 

According to “Fig. 2”, which shows the free diagram of 

the concentrated mass, the relations (35) and (36) can be 

written. In these two relations, MT represents the 

concentrated mass, and IT represents the moment of 

inertia of the concentrated mass. In Equation (35), CT 

indicates the ambient damping coefficient per 

concentrated mass and is considered as Equation (37) in 

order to compare the dynamic stiffness method with 

modal analysis [18]. 

 

 
Fig. 2 Bimorph beam with concentrated mass at a distance 

of Li from the base of the beam. 

 

𝐹𝐿 − 𝐹𝐿𝑒
= 𝑀𝑇�̈�𝐿 + 𝑐𝑇�̇�                                   (35) 

 

𝛤𝐿 − 𝛤𝐿𝑒
= 𝐼𝑇�̈�𝐿                                               (36) 

 

𝑐𝑇 = 𝑐𝑎
𝑀𝑇

𝑚
                                                      (37) 

 

Equations (38) and (39) would be achieved, if 𝑒𝑖𝜔𝑡 is 

removed from relations (35) and (36). Also, if Equation 

(13) is subtracted from (10), the relation (40) is obtained. 

 

�̃�𝐿 − �̃�𝐿𝑒
= −𝜔2𝑀𝑇 �̃�𝐿 + 𝑗𝜔𝑐𝑎

𝑀𝑇

𝑚
�̃�𝐿                  (38) 

 

�̃�𝐿 − �̃�𝐿𝑒
= −𝜔2𝐼𝑇  �̃�𝐿                                        (39) 

f − fe = (D − De)u                                           (40) 

 

By placing the relations (38) and (39) in (40), Equation 

(41) is written. Hence, by using relation (41), Equation 

(42) is obtained in which Dm corresponds to Equation 

(43) [19]. 

 

[
 
 
 
 
�̃�0 − �̃�0 

�̃�0 − �̃�0

�̃�𝐿 − �̃�𝐿𝑒

�̃�𝐿 − �̃�𝐿𝑒 ]
 
 
 
 

=

[
 
 
 
 0
0
0
0

      

0
0
0
0

         

0
0

−𝜔2𝑀𝑇 − 𝑗𝜔𝑐𝑎

𝑀𝑇

𝑚
0

          

0
0
0

−𝜔2𝐼𝑇]
 
 
 
 

 

[
 
 
 
�̃�0

�̃�0

�̃�𝐿

�̃�𝐿]
 
 
 

  

                                             (41) 

 

D =  De + [
0 0
0 Dm

]                                          (42) 

 

Dm = [
−𝜔2𝑀𝑇 + 𝑗𝜔𝑐𝑎

𝑀𝑇

𝑚
 0

0 −𝜔2𝛪𝑇
]                  (43) 

 

The matrix R is defined as relation (44), therefore, u is 

obtained according to relation (45) [18]. 

 

R = D−1                                                         (34) 

 
u = Rf                                                            (45) 
 

Given that there is no external excitation on the 

concentrated mass, Equation (45) can be extended to 

Equation (46). 

 

[
 
 
 
�̃�0

�̃�0

�̃�𝐿

�̃�𝐿]
 
 
 

= [

𝑅11

𝑅21

𝑅31

𝑅41

  

𝑅12

𝑅22

𝑅32

𝑅42

  

𝑅13

𝑅23

𝑅33

𝑅43

  

𝑅14

𝑅24

𝑅34

𝑅44

] [

�̃�0

�̃�0

0
0

]                               (46) 
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Using the presented relations, the output voltage is 

obtained as in Equation (47) [20]. Also, the output 

displacement as Equation (48) can be achieved by 

placing relations (46) and (47) in Equation (46) [20]. 

 

�̃� = 𝐺 [
𝑅41𝑅22−𝑅42𝑅21

𝛼
] �̃�0 +  𝐺 [

𝑅42𝑅11−𝑅41𝑅12−𝛼

𝛼
] �̃�0 (47) 

 

�̃�𝐿 = (
𝑅31𝑅22− 𝑅32𝑅21

𝛼
) �̃�0 + (

𝑅32𝑅11− 𝑅31𝑅12

𝛼
) �̃�0       (48) 

 

Given that the sample beam is of the bimorph type, the 

relations related to the bimorph beam are extracted. The 

purpose of this work is to convert the beam into two 

arbitrary elements and to obtain the effect of 

concentrated mass displacement on the system. To 

obtain the output voltage of the system, Gauss's law for 

a piezoelectric layer is written as Equation (49). 

 

𝑞 = −∫ 𝑦𝑌𝑝𝑑31
𝑏𝜕2𝑢

𝜕𝑥2 𝑑𝑥 + ∫ 𝑏𝜀33
𝑆 𝐸3𝑑𝑥   

𝐿

𝑜

𝐿

𝑜
            (49) 

 

Because the electrodes are completely conductive and 

the electrical potential is the same throughout the 

electrode, the amount of charge accumulated in the 

middle section of the top layer is obtained according to 

relation (50). Hence, by computing the derivative of 

Equation (50) with respect to time, the intensity of 

electric current through the external resistance will be 

under Equation (51) for a piezoelectric layer. 

 

𝑞 = −ℎ𝑝𝑐𝑌𝑝𝑑31 ∫ 𝑏
𝜕2𝑢

𝜕𝑥2 𝑑𝑥 −
𝜀33
𝑆 𝑣(𝑡)

ℎ𝑝
∫ 𝑏𝑑𝑥        

𝐿

𝑜

𝐿

𝑜
    (50) 

 

𝑖(𝑡) = −ℎ𝑝𝑐𝑌𝑝𝑑31 ∫ 𝑏
𝜕3𝑢

𝜕𝑥2𝜕𝑡
𝑑𝑥 −

𝜀33
𝑆 �̇�(𝑡)

ℎ𝑝
∫ 𝑏𝑑𝑥

𝐿

0
 

𝐿

𝑜
   (51) 

 

Equation (52) represents the current flowing through the 

apparent resistance for the whole system in series and 

parallel connection. Assuming the excitation of the 

system is harmonic, the output voltage amplitude is 

written according to relation (53). 

 

𝑖(𝑡) = −ℎ𝑝𝑐𝑌𝑝𝑑31 𝑓 ∫ 𝑏
𝜕3𝑢

𝜕𝑥2𝜕𝑡
𝑑𝑥 −

𝑓𝜀33
𝑆 �̇�(𝑡)

𝑎ℎ𝑝
∫ 𝑏𝑑𝑥  

𝐿

0

𝐿

0
  

                                                                     (52) 

 

�̃� = [
−𝑗𝜔ℎ𝑝𝑐𝑌𝑝𝑑31

−𝑗𝜔𝜀33
𝑆

ℎ𝑝
(
𝑓

𝑎
) ∫ 𝑏𝑑𝑥+

1

𝑍

𝐿
0

] ∫ 𝑏𝑢′′𝑑𝑥
𝐿

𝑜
                     (53) 

 

Equation (53) can be used for beams of uniform 

thickness with the number of arbitrary elements and 

different cross sections, but for the system shown in 

“Fig. 2”, the voltage amplitude is obtained as Equation 

(54) in which  �̃�𝐿𝑖

(2)
𝑎𝑛𝑑 �̃�𝐿𝑖

(1)
 are slope range in Li for 

element 1 and element 2, respectively.  

 

�̃� = 𝐺[�̃�𝐿 − �̃�𝐿𝑖

(2)
+ �̃�𝐿𝑖

(1)
− �̃�0]                              (54) 

 

Due to the continuity of the beam and the concentration 

of the mass, �̃�𝐿𝑖
(1)

and �̃�𝐿𝑖
(2)

are equal and the voltage 

amplitude is obtained according to Equation (27). Again, 

it is observed that the output voltage depends only on the 

beginning and end slopes of the beam and is independent 

of θ ̃Li. This is because the width of the beam is uniform, 

but if the value of b changes at Li then the output voltage 

will depend on the slope at the point Li. 

 

�̃� = 𝐺[�̃�𝐿 − �̃�𝑜]                                                 (55) 

If D1 and D2 are the dynamic stiffness matrices of 

element 1 and element 2 in “Fig. 2”, respectively, the 

dynamic stiffness matrix of the whole system can be 

obtained by the direct stiffness method, in which the 

relations (56) to (58) are written for the whole system. 

 

f = Du                                                           (56) 

 

u = [�̃�0  �̃�0  �̃�𝐿𝑖
  �̃�𝐿𝑖

  �̃�𝐿  �̃�𝐿]                                  (57) 

 

f = [�̃�0  �̃�0  �̃�𝐿𝑖
 �̃�𝐿𝑖

  �̃�𝐿  �̃�𝐿  ]                                    (58) 

 

Due to the lack of external excitation at points L and Li, 

the values of external force and torque are equal to zero, 

hence by considering Equation (47), the voltage 

amplitude and displacement range of the end of the beam 

will be obtained by Equations (59) and (60) as a function 

of �̃�0 and  �̃�0. 

 

�̃� = 𝐺 [
𝑅61 𝑅22−𝑅62𝑅21

𝛼
] �̃�0 + 𝐺 (

𝑅62 𝑅11−𝑅61 𝑅12−𝛼

𝛼
) �̃�0     

                                                                                  (59) 

 

�̃�𝐿 = (
𝑅51 𝑅22−𝑅52 𝑅21

𝛼
) �̃�0 + (

𝑅52 𝑅11−𝑅51 𝑅22

𝛼
) �̃�0      (60) 

3 SAMPLE SPECIFICATIONS AND RESULTS 

The system is analyzed with the specifications given in 

“Table 1”. Also, the damping ratios for the first two 

modes are 𝜁1 = 0.0166 and  𝜁2 = 0.0107, respectively, 

and the amount of concentrated mass (MT) is equal to 

0.5mb [21]. By using the values  𝜁1 and  𝜁2 that are 

presented for two modes, and also Equation (60), the 

values Ca and A can be achieved. The values 𝜁3 and  𝜁4 

are obtained by using the values  𝜁1 and 𝜁2, although it 

may not be valid for the higher modes of Ca and A [1]. 

 
Table 1 Dimensions and mechanical and physical properties 

of the system 

60 L (mm) 0.267 hp (mm) 
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7800 
 (kg m3⁄ ) 

Piezoelectric 

layer density 

0.300 hs (𝑚𝑚) 

2700 
 (kg m3⁄ ) 

middle layer 

density 

6200 Yp (GPa) 

-320×
10−12 

d31 (m/V) 7200 YS (GPa) 

3.3646×
10−8 

ε33
T  (

𝐹

𝑚
) 25 b (mm) 

 

Because the maximum ratio of output voltage to base 

acceleration for a distance of 38 mm mass from the base 

occurs at the first resonant frequency, and at the second 

resonant frequency, the maximum ratio of output voltage 

to base acceleration for concentrated mass is obtained in 

16 mm, the effect of Kelvin-Voigt damping coefficients 

and viscous damping for these two concentrated mass 

locations is investigated. For this purpose, the FRFs of 

voltage to base acceleration ratio are plotted for several 

A / B values and compared with the undamped mode 

(“Fig. 3”). 

 

 
Fig. 3 The FRF of output voltage to base acceleration ratio 

to rise A/B values. 

 

As shown in “Fig. 3”, despite the small A/B values, 

changing it greatly affects the system output. This effect 

on the output voltage to the base acceleration ratio at the 

second resonant frequency is greater, so that this decline 

has been 97.61% for changing the value of A / B from 0 

to 10 × 10-6, but at first resonant frequency, it dropped to 

31.97% for changing the value of A / B from 0 to 10 × 

10-6. In the undamped mode for concentrated mass with 

16 mm far from the base, the voltage to base acceleration 

ratio at the second resonant frequency is greater than this 

value at the first resonant frequency, but gradually with 

the growth of the value A/B due to the fact that the rise 

of damping at the second resonant frequency causes that 

the voltage falls considerably, the output voltage to base 

acceleration ratio at the first resonant frequency 

compared to this value in the second resonant frequency 

is remarkable. As far as A / B is equal to 6 × 10 × 10-6, 

the proportion of output voltage to base acceleration at 

the first resonant frequency is 4.76 volt/ m and at the 

second resonant frequency is 0.2314 volt/ m (“Fig. 4”).  

 
 
 

Fig. 4 (a): The ratio of output voltage to base acceleration 

at the second resonant frequency in accordance with A/B 

changes, and (b): The ratio of output voltage to base 

acceleration at the first resonant frequency in accordance with 

A/B changes. 

 

As can be seen in “Fig. 4”, the decline in output voltage 

at the first resonant frequency occurs due to the growth 

of damping with a gentle slope and almost linearly, but 

at the second resonant frequency this drop was initially 

abrupt, then the effect of growth of this damping on the 

system output will be dropped by rising the A/B. The 

diagrams in “Fig. 4” are drawn based on A/B variations. 

These changes for ωr1
= 126.21 Hz and ωr2

=

637.4 Hz are equal to 0.004  ˂ ζ1˂0 and 0.02  ˂ ζ2  ˂ 0. For 

this reason, a marked drop in voltage at the second 

resonant frequency can be justified. For the concentrated 

mass with 38 mm far from the base, the effect of A/B 

changes is shown in “Fig. 5”. 

 

 
Fig. 5 The ratio of output voltage to base acceleration 

based on excitation frequency to raise the values A/B 38. 

(b) (a) 
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As in “Fig. 3”, the effect of the A/B changes for the 

second resonant frequency on the graph is very high, but 

this decline occurs at the first resonant frequency with a 

gentle slope and almost linearly (“Fig. 6”).  

 
 

Fig. 6 (a): The ratio of output voltage to base acceleration 

at the first resonant frequency in accordance with A/B 

changes for 38, and (b): The ratio of output voltage to base 

acceleration at the second resonant frequency in accordance 

with A / B changes for 38. 

 

For the concentrated mass with 38 mm far from the base, 

the proportion of voltage to base acceleration from the 

second resonant frequency is less than this ratio at the 

first resonant frequency in which by changes of A/B, it 

would decline to 96.5% and 25.65%, respectively. It 

should be noted that this range of changes for A / B is 

equal to 0  ˂ ζ1  ˂ 0.0032 and 0 ˂ζ2 <0.0209. 

The FRFs of voltage to base acceleration ratio for 

various values of Ca/m for a system with concentrated 

mass and a distance of 16 mm are according to “Fig. 7”.  

 

 
Fig. 7 The ratio of output voltage to base acceleration 

based on excitation frequency to raise the values Ca/m. 

 

Unlike Kelvin-White damping, the changes of viscous 

damping upon the reduction of the voltage-to-

acceleration ratio for the first and second resonant 

frequencies follow almost the same pattern (“Fig. 8”). 

However, the graph changes for the second resonant 

frequency are greater than the first resonant frequency, 

so that this decline is 72.66% and 45.19%, respectively. 

The range of changes from 0 to 10 for Ca / m is equal to 

0 ˂ ζ1˂0.0063 and 0˂ ζ2 ˂0.0012. 

 

 
 
 

Fig. 8 (a): The ratio of output voltage to base acceleration 

at the first resonant frequency in accordance with Ca/m 

changes for 16, and (b): The ratio of output voltage to base 

acceleration at the second resonant frequency in accordance 

with Ca/m changes for 16. 

 

For a system with a concentrated mass at a distance of 

38 mm from the base, the FRFs of the voltage to base 

acceleration ratio have been drawn (“Fig. 9”).  
 

 
 
 

Fig. 9 (a): The ratio of output voltage to base acceleration 

at the first resonant frequency in accordance with Ca / m 

changes for 38, and (b): The ratio of output voltage to base 

acceleration at the second resonant frequency in accordance 

with Ca / m changes for 38. 

 

Similar to what happens for the concentrated mass at a 

distance of 16 mm due to the change in Ca/m, the 

reduction in diagrams 4-16 a and b is almost the same, 

and this decline is greater at the second resonant 

frequency. This drop for the first and second resonant 

frequencies is 47.20% and 62.95%, respectively. The 

range of changes from 0 to 10 for Ca / m is equal to 0 ˂ 

ζ1˂0.0077 and 0˂ ζ2 ˂0.0012. As a result, it can be said 

that a little growth in A/B from the undamped mode 

causes a sharp drop in the proportion of voltage to base 

acceleration for the second resonant frequency, although 

it should be noted that this decline would be gentle for 

(a) (b) 
(a) 

(b) 

(b) 

(a) (b) 
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the first resonant frequency. The reason is that the rise 

of A/B causes the greater growth of 𝜁𝑟  for the next 

modes of the system. Therefore, one of the factors that 

reduces the effect of the system response in the resonant 

frequencies is Kelvin-Voigt damping. Regarding the 

effect of viscous damping, it should be said that the rise 

of Ca/m causes less growth in 𝜁𝑟  for higher modes of the 

system. Despite this, the decline in the second resonant 

frequency is greater than the decline in the first resonant 

frequency, which, unlike Kelvin-Voigt damping, does 

not cause a sudden reduction in system output due to the 

rise of damping frequency in the second resonant 

frequency and occurs gently. Therefore, because the 

proportion of the voltage to acceleration drops sharply 

due to the rise of Kelvin-Voigt damping coefficients in 

the second resonant frequency, the best place for energy 

harvesting is where the concentrated mass is 38mm 

away from the base. 

According to the analysis performed in the previous 

section, a system with a concentrated mass that is 38 mm 

away from the base was proposed. Therefore, this 

system is used to investigate the effect of apparent 

resistance. In addition, it is assumed that the 

qualification factors remain constant due to the 

displacement of the concentrated mass, according to 

which the relations Ca/m = 7.71934 and A/B= 8.5000198 

× 10-6 are established. The output power for the system 

changes with the alteration of the apparent resistance. 

These changes have been drawn for a resistor R of 10 Ω, 

which is very close to the short circuit conditions (“Figs. 

4-12”). The harvested voltage rises with increasing R to 

reach its maximum in open-circuit mode. The effect of 

increasing the apparent resistance (“Fig. 10”) on the 

portability of the beam tip relative to the base is such that 

as the apparent resistance rises, its natural frequencies 

grow, hence making the system more rigid [22].  

 

 
Fig. 10 The FRF of Voltage to Base acceleration ratio with 

rise of apparent resistance in ohms from short circuit to open 

circuit mode. 

 

Increasing the apparent resistance from 103 Ω to 105 Ω 

raises the natural first and second frequencies by 5.04% 

and 2.19%. The growth in natural frequencies can be 

neglected by raising the apparent resistance from 105 Ω 

to 5 × 105 Ω. It should be noted that the frequency of the 

peaks of the transmittable diagram overlaps the FRF 

frequency of the voltage-to-base acceleration ratio. 

In some cases, the net load of the capacitor is expressed 

as Z = 1 / jωC in which the capacitance of the capacitor 

is C = nCp. The transmissibility diagram of the beam tip 

relative to the beam base is drawn to rise the values of n:  

n = 0 is equivalent to the open circuit conditions, n = ∞ 

is equivalent to the short circuit state, and n = 10-4 is 

considered when experimental open circuit conditions 

are in place [23]. A comparison of “Figs. 11 and 12” 

shows that the system becomes more rigid as the 

conditions change from short circuit to open circuit, but 

the reduction in the amplitude of the diagram is 

negligible. 

 

 
Fig. 11 Transmissibility of the beam tip relative to the 

beam base to raise the apparent resistance values ohms from 

the short circuit state to the open circuit state. 

 

 
Fig. 12 Transmissibility of the beam tip relative to the base 

beam in accordance with changes in various values of 

capacitor load. 

4 CONCLUSIONS 

In this study, a dynamic stiffness method was developed 

to harvest energy from a piezoelectric beam despite 
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damping and apparent resistance with concentrated 

mass. The intended purpose is to investigate the effect of 

damping and apparent resistance on energy harvesting 

from piezoelectric beams using the dynamic stiffness 

method. According to the results obtained in this study, 

changes in Kelvin-Voigt damping coefficients and 

viscous damping were investigated in which with rising 

the Kelvin-Voigt damping coefficient from undamped 

mode, the proportion of voltage amplitude to base 

acceleration in the second resonant frequency dropped 

sharply, but with further growth of this coefficient, the 

amplitude declined with a gentle slope. A reduction in 

FRF of voltage to acceleration ratio at the first resonant 

frequency occurred almost linearly with a gentle slope 

due to the rise in Kelvin-Voigt damping. The effect of 

rising the viscous damping on the FRF amplitude of 

voltage to base acceleration ratio in the first resonant 

frequency resembled the changes in the Kelvin-Voigt 

damping coefficient, however the effect of this 

coefficient on decreasing the amplitude of the diagram 

in the second resonant frequency was not as severely as 

before and was almost close to decline of the diagram 

amplitude in the first resonant frequency. 

Regarding the effect of damping coefficients for the 

maximum output voltage harvesting, a system was 

proposed whose concentrated mass was 38 mm away 

from the base, and the effect of apparent resistance and 

capacitor load on the transmissibility of the beam tip 

relative to the base was investigated for this system. As 

a result of raising the resistance load from the short 

circuit to open circuit conditions, the natural frequencies 

of the system became more magnified. In fact, raising 

the resistance load made the system more rigid. A 

similar change in the system's natural frequencies 

occurred from short circuit to open circuit conditions to 

change the capacitor load. It should be noted that the 

reduction in the FRF of the Voltage to acceleration ratio 

was significant in the resistance load alteration, although 

the reduction of this amplitude in changing the capacitor 

load could be ignored. Given that the dynamic stiffness 

matrix of the beam element was obtained with a uniform 

cross section and concentrated mass, the element matrix 

can be used to analyze the set of interconnected beams. 

Also, a trapezoidal beam can be divided into different 

parts, and the dynamic stiffness matrix of each segment 

can be calculated separately. Finally, by assembling the 

stiffness matrices of the elements by the direct stiffness 

method, the electrical output for this beam can be 

obtained. The DSM method can be used for a variety of 

boundary conditions, so obtaining electrical outputs for 

different boundary conditions can be deliberated.  
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1 INTRODUCTION  

Rotating cylinders with functionally graded materials 

(FGMs) have attracted much attention recently as an 

innovation in materials, engineering, and structural 

design. FGMs are heterogeneous composite materials 

whose mechanical properties vary continuously between 

several different materials. Also, the rotary cylinder is 

widely used in various industries. Functionally graded 

cylinders are used in internal combustion engines, gas 

turbines, medicine, etc. The presence of variable stresses 

and thermal fields in rotating cylinders requires careful 

design and the use of materials with specific properties. 

FGMs have the ability to adapt to these challenges by 

gradually changing the composition and properties of 

the materials along the design. In most rotating cylinder 

applications, there is both mechanical and thermal 

loading. The cylinder can be made of functionally 

graduated to perform optimally under different loads. It 

is necessary to theoretically examine the behavior of the 

functionally graded structure before the construction 

process, considering the high costs of laboratory tests. In 

the last few years, much research has been carried out to 

investigate the behavior of the rotating functional 

graduated cylinder, which will be discussed in the 

following. 

Shi and Xie [1] presented an exact solution for a hollow 

FG cylinder under the simultaneous action of an applied 

magnetic field and internal pressure. They analyzed 

residual stresses caused by unloading internal pressure 

and the effect of some parameters on the plastic zone 

size. Li et al. [2] derived the governing Equation of a 

functionally graded cylinder or circular disk. The 

structure was under axisymmetric mechanical and 

thermal loads. They investigate the effect of some 

parameters, such as the inhomogeneity parameter, 

thermal and magnetic fields, internal pressure, and 

rotating velocity. Using the Pseudospectral Chebyshev 

Method, Yarimpabuç and Çalişkan [3] investigated the 

elastic behavior of FG rotating hollow cylindrical 

pressure vessels. Daghigh et al. [4] discussed the time-

dependent behavior of FGM rotating disks of variable 

thickness subject to mechanical load and uniform 

temperature. In the frameworks of first-order shear 

deformation theory, Sedighi et al. [5] studied the time-

dependent creep behavior of thick-walled cylinders 

under internal pressure, and heat flux at the inner and 

outer surfaces has been investigated. Omidi Bidgole et 

al. [6] used first-order shear deformation theory to 

analyze transient stress and deformations of short-length 

FG rotating cylinders subjected to thermal and 

mechanical loads on a friction bed. Based on the finite 

element method, Maitra et al. [7] presented an analysis 

for rotating truncated radially FG conical shells under 

constant and variable internal pressure. Creep analysis 

of an FG rotating disc of variable thickness was 

discussed by  Saadatfar et al. [8]. They explained the 

effect of design parameters on the creep behavior of the 

disc. Using the Biot poroelastic law, Babaei et al. [9] 

derived the governing Equation and discussed the 

dynamic behavior of the FG-saturated porous rotating 

thick truncated cone. Xu et al. [10] presented a model to 

explain elastic wave propagation in a 2D-FG thick 

hollow cylinder. Yarımpabuç [11] used a closed-form 

solution to study the transient thermal stress analysis of 

a radially FG hollow cylinder subjected to high-

temperature difference and periodic rotation effect. 

Jabbari and Zamani Nejad [12] investigated the effect of 

thermal and mechanical loads on the strain and stress 

distribution of rotating radially FG shells of variable 

thickness. Mehditabar et al. [13] studied the mechanical 

behavior of radially FG rotating hollow cylindrical 

shells under dynamic loading. Gharibi et al. [14] derived 

and solved the governing Equation of radially FG 

rotating thick cylindrical pressure vessels. Jabbari et al. 

[15] analyzed axially FG rotating thick cylindrical of 

variable thickness subject to thermo-elastic loads. They 

used higher-order shear deformation theory and the 

multilayer method to derive the governing Equation. 

Jafari Fesharaki et al. [16] presented a 2D solution for 

the electro-mechanical behavior of functionally graded 

piezoelectric hollow cylinders under 2D electro-

mechanical loads. 

Zafarmand and Hasani [17] studied the elastic behavior 

of a 2D-FGM rotating disk of variable thickness. They 

investigate the effect of the thickness profile and 

material inhomogeneity index on the displacement 

distribution and stresses. Dai et al. [18] analyzed 

displacements and stresses of radially FG piezoelectric 

rotating hollow cylinders. Also, much research has been 

done on rotating structures in addition to the ones 

reviewed in this article [19-44]. 

As can be seen, much research has been done on rotating 

functionally graduated cylinders. Most of the articles 

have assumed material changes either in the radial 
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direction or in the axial direction. In this paper, the stress 

analysis of 2D-FGM rotating thick hollow cylinders has 

been investigated for the first time. The problem is 

modeled using 2D axisymmetric elasticity theory and 

the finite element method based on the Rayleigh-Ritz 

energy formulation. The influence of power law 

exponents and rotational velocity on the distribution of 

displacements and stresses is considered. 

2 MATERIAL AND GEOMETRY OF STRUCTURE 

Figure 1 shows a thick hollow cylinder, where r and z 

are the radial, and length axis of cylindrical coordinate 

system.  

 
Fig. 1 Geometry of the cylinder. 

 

The inner surface of the cylinder is made of ceramics, 

and the outer surface is made of metal alloys. Material 

properties vary through both the radial and axial 

directions. The volume fraction of constituent materials 

can be expressed as: 
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Therefore, the material properties at each point can be 

obtained by the linear rule of mixtures as: 

 

E =  Ec1Vc1 + Ec2Vc2 + Em1Vm1

+ Em2Vm2 
(5) 

 

For instance, the volume fraction distribution of the 

second ceramic and the variation of modulus of elasticity 

through the cylinder for typical values of nr = nz = 2 

are shown in “Figs. 2 and 3”, respectively. In this case, 

a=1 m, b=1.5 m, and L=1 m. The essential constituents 

of the 2D-FGM cylinder are presented in “Table 1”.  

 

 
Fig. 2 Volume fraction distribution of second ceramic 

through the cylinder for 𝑛𝑟 = 𝑛𝑧 = 2. 

 
Fig. 3 Distribution of modulus of elasticity through the 

cylinder for 𝑛𝑟 = 𝑛𝑧 = 2. 

 
Table1 Basic constituent of 2D-FGM cylinder 

Constituent Material E (GPa) 
Density 

(kg/m3) 

m1 Ti6Al4V 115 4515 

𝑚2 Al 1,100 69 2715 

𝑐1 SiC 440 3210 

𝑐2 Al2O3 300 3470 

3 Governing Equations of Rotating Thick Hollow 

Cylinder 

Figure 1 shows a rotating thick hollow cylinder. Based 

on the axial symmetry assumption, the formulation is 

reduced to two dimensions. Due to axisymmetric 

geometry, axisymmetric material properties, and 

axisymmetric load distribution, the circumferential 

displacement, shear stresses, and strains in 𝑟𝜃  and 𝜃𝑧 

planes are zero. Governing Equations in axisymmetric 

cylindrical coordinates were obtained as: 

 

  2( )
,  ω 0rrrr rz r

r r z
r z  


 

   
 

 (6) 
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0rz zz rz

r z r

   
  

 
 (7) 

 

Linear strain-displacement relations are: 

 

 

1

2

rr

zz

rz

u

r

u

r

v

z

u v

z r












 
 
 

   
   
    

   
    
 

   
  

    

 (8) 

Where 𝑢 and 𝑣 are the radial and axial displacements, 

respectively. “Eq. (8)” could be rewritten as: 

 

    d f   

 
u

f
v

 
  
 

 
(9) 

 

Where: 

 

 

0

01

0

1 1

2 2

r

d r

z

z r

 
 
 
 
  
 

 
  
 

  

 

 

Based on the Hooke’s law, the stress-strain relationship 

is: 

 

    

rr

zz

rz

D





 





 
 
  
 
 
 

 (10) 

 

Where: 

 

 
   1 1 2

1 0

1 0
           

1 0

0 0 0 1 2

E
D

E

 

  

  

  




 

 
 
  

 
 

 

Λ

 

(11) 

 

  

In “Eq. (11)”, 𝐸 is the Young’s modulus, which is a 

function of r and z components. Also, 𝜐 denotes 

Poisson’s ratio, and it is constant. 

The cylinder has simply supported boundary conditions, 

so displacement boundary conditions are as follows: 

 

   u r,0 =u r,L =0 S-S  (12) 

4 FINITE ELEMENT MODELLING 

The finite element method is used to solve the governing 

Equations for 2D-FGM thick hollow cylinders. The 

displacement matrix of each element (𝑒) in terms of the 

nodal displacement matrix {𝛿} and shape function 𝑵 is: 

 

 
     

 e ee
f  N  (13) 

 
By substituting “Eq. (13)” into “Eq. (9)”, the strain 

matrix of the element (𝑒) is determined as: 

 

 
     

 e ee
  B  (14) 

 

Where 𝑩(𝑒) = [𝑑]𝑵(𝑒) is the strain-displacement 

matrix. 𝑵(𝑒) matrix is as follows for the quadratic six 

nodded triangular element: 

 

1 2 3 4 5 6

1 2 3 4 5 6

0 0 0 0 0 0

0 0 0 0 0 0

N N N N N N

N N N N N N

 
  
 

N  

                                                                          (15) 
 
Where: 

 

         
  

23 3 23 3 46 6 46 6

1

23 13 23 13 46 16 46 16

r z z z r r r z z z r r
N

r z z r r z z r

     


 

 

 

         
  

31 1 31 1 54 4 54 4

2

31 21 31 21 54 24 54 24

r z z z r r r z z z r r
N

r z z r r z z r

     


 

 

 

         
  

21 1 21 1 56 6 56 6

3

21 31 21 31 56 36 56 36

r z z z r r r z z z r r
N

r z z r r z z r

     


 
 

                                                                           (16) 
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         
  

31 1 31 1 23 3 23 3

4

31 41 31 41 23 43 23 43

r z z z r r r z z z r r
N

r z z r r z z r

     


 

 

 

         
  

31 1 31 1 21 1 21 1

5

31 51 31 51 21 51 21 51

r z z z r r r z z z r r
N

r z z r r z z r

     


 

 

 

         
  

21 1 21 1 23 3 23 3

6

21 61 21 61 23 63 23 63

r z z z r r r z z z r r
N

r z z r r z z r

     


 

 
 

Where 𝑟𝑖 and 𝑧𝑖 are the radial and axial coordinates of 

the ith node, respectively. 

 
𝑟𝑖𝑗 = 𝑟𝑖 − 𝑟𝑗, 

𝑧𝑖𝑗 = 𝑧𝑖 − 𝑧𝑗 

 

And 𝑩(𝑒) matrix is: 

 

𝑩 =

[
 
 
 
 
 
 

𝜕𝑁1

𝜕𝑟
0

𝜕𝑁2

𝜕𝑟
0

𝜕𝑁3

𝜕𝑟
0

𝜕𝑁4

𝜕𝑟
0

𝜕𝑁5

𝜕𝑟
0

𝜕𝑁6

𝜕𝑟
0

1

𝑟
𝑁1 0

1

𝑟
𝑁2 0

1

𝑟
𝑁3 0

1

𝑟
𝑁4 0

1

𝑟
𝑁5 0

1

𝑟
𝑁6 0

0
𝜕𝑁1

𝜕𝑧
0

𝜕𝑁2

𝜕𝑧
0

𝜕𝑁3

𝜕𝑧
0

𝜕𝑁4

𝜕𝑧
0

𝜕𝑁5

𝜕𝑧
0

𝜕𝑁6

𝜕𝑧
1

2

𝜕𝑁1

𝜕𝑧

1

2

𝜕𝑁1

𝜕𝑟

1

2

𝜕𝑁2

𝜕𝑧

1

2

𝜕𝑁2

𝜕𝑟

1

2

𝜕𝑁3

𝜕𝑧

1

2

𝜕𝑁3

𝜕𝑟

1

2

𝜕𝑁4

𝜕𝑧

1

2

𝜕𝑁4

𝜕𝑟

1

2

𝜕𝑁5

𝜕𝑧

1

2

𝜕𝑁5

𝜕𝑟

1

2

𝜕𝑁6

𝜕𝑧

1

2

𝜕𝑁6

𝜕𝑟 ]
 
 
 
 
 
 

                                  (17) 

 
Which the components of 𝑩(𝑒) matrix are presented in 

Appendix A.  

The material inhomogeneity of the FG hollow cylinder 

can be defined using nodal values. Consequently, a 

graded finite element approach can be utilized to 

accurately capture smooth variations in material 

properties at the element level. FGM modeling using 

graded elements yields more precise results than 

partitioning the solution domain into homogeneous 

elements. So, shape functions similar to those of the 

displacement components can be used: 

 
6

1

i i

i

E E N


 Ξ

 (18) 

 

1

6

i i

i

N


 
 (19) 

 

where iE and i are the modulus of elasticity and mass 

density corresponding to ith node. , Ξ  and    are 

vectors of shape functions, modulus of elasticity, and 

mass densities of each element, respectively, and are 

defined as follows: 

N = [𝑁1 … 𝑁6]1×6, 
𝜩 = [𝐸1 … 𝐸6]

𝑇
1×6, 

𝜌 = [𝜌1 . . . 𝜌6]𝑇1×6 (20)

  

Therefore, “Eq. (11)” may be rewritten as: 
 

D ΞΛ  (21) 

 

Based on the principle of minimum potential energy and 

the Rayleigh-Ritz method, governing Equations can be 

derived. The total potential energy of the rotating 2D-

FGM thick hollow cylinder can be written as: 
 

𝛱(𝑒) =
1

2
∫ (𝜺(𝑒))

𝑇

𝑉(𝑒) 𝝈(𝑒)𝑑𝑉 − ∫ (𝒒)𝑇𝛤𝑑𝑉
𝐴(𝑒) =

1

2
∫ (𝜹(𝑒))

𝑇
𝜝𝑇(𝜩𝜦)𝑩

𝑉(𝑒) 𝜹(𝑒)𝑑𝑉 −

∫ (𝜹(𝑒))
𝑇
𝑵𝑇𝛤𝑑𝑉

𝐴(𝑒)  (22) 

Utilizing the principle of minimum total potential energy 

leads to: 
 

 

 ( ) ( )

( )

( )

( )( )

0

e e

e

e

e

V

T

T

A

TdV dV






   Β

δ

δΞΛ B N
               (23) 

 

In compact form: 

 
( ) ( ) ( )e e eFK δ  (24) 

 

Where: 

 

𝑲(𝑒) = ∫ ( )T
Β ΞΛ B 𝑑𝑉

 

𝑉(𝑒)
 (25) 
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re TF dV
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 

  

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𝛤𝑟  is defined as follows: 

 

𝛤𝑟 = 𝜌𝑟𝜔2 = 𝑟𝜔2 (27) 

 
Therefore, the finite element form of the governing 

Equations of FG thick hollow cylinder will written as: 

 

FKδ  (28) 

5 RESULTS 

5.1. Verification of Solving Method 

To validate the results of this study, a comparison was 

made between the radial displacement findings of the 

current research and those obtained from ANSYS 

WORKBENCH (“Fig. 4”). Accordingly, in 

relationships, it is assumed that (𝑛𝑟, 𝑛𝑧) are zero. 

Therefore, the cylinder is homogeneous and is made of 

𝑚2. The following parameters were used for validation. 

 

a=1 (m), b=1.5 (m), L=1, E=69GPa, ρ=2715, 𝜔 

=100 𝑟𝑎𝑑/𝑠 and ν =0.3. 

 

A good agreement was observed for the radial 

displacement of the cylinder at z=
𝐿

2
.  

 

 
Fig. 4 Comparison between the radial displacement of the 

present study and Ansys Workbench. 

 
5.2. Numerical Results 

Numerical results have been studied for 2D-FGM 

rotating thick hollow cylinders. The effects of angular 

velocity and various power law exponents on the 

displacements and stress distributions have been 

investigated. The values of the parameters are: 

 

a=1 (m), b=1.5 (m), L=1 (m), 

𝜔 =100 𝑟𝑎𝑑/𝑠  and ν =1/3. 

 

The effect of the different power law exponents on the 

radial displacement at z=
𝐿

2
 of the simply supported 2D-

FGM thick hollow cylinder is depicted in “Fig. 5”. 

 

 
Fig. 5 Radial displacement at z=L/2 for different power 

law exponents. 

 

It can be seen that the maximum radial displacement 

belongs to 𝑛𝑟 = 𝑛𝑧=0. In this case, the cylinder is made 

of m2, and it has minimum stiffness. Also, the minimum 

displacement occurs for 𝑛𝑟 = 𝑛𝑧=5 with maximum 

stiffness. Figures 6-8 explain the effect of power law 

exponents on the radial, tangential, and axial stresses at 

z=
𝐿

2
, respectively. Results show that the axial stresses are 

less affected by power law exponents, but tangential and 

radial stresses are mainly affected. Also, results show 

that maximum and minimum stresses belong to nr=5, 

nz=1, and nr=nz=0, respectively. 

 

 
Fig. 6 Radial stress at z=L/2 for different power law 

exponents. 
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Fig. 7 Tangential stress at z=L/2 for different power law 

exponents. 

 

 
Fig. 8 Distribution of the axial stress at z=L/2 for different 

power law exponents. 

 

Distribution of radial displacement, radial, tangential, 

and axial stresses for power law exponents nr=1, nz=5 

are shown in “Fig. 9”. The effect of the circular velocity 

on the radial stress at z=
𝐿

2
 for the simply supported 2D-

FGM thick hollow cylinder is shown in “Fig. 10”. Radial 

stress is increased as angular velocity increases.  

 

 

  

  
 

Fig. 9 Radial displacement, radial, tangential, and axial stresses for nr=1, nz=5. 
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Fig. 10 Radial stress at z=L/2 for different rotational 

velocities. 

6 CONCLUSIONS 

This рionееring аnаlysis introduсеs 2D ахisymmеtriс 

еlаstiсity modeling to еvаluаtе strеss distributions in 

rotаting two-dimensional funсtionаlly grаdеd thiсk 

hollow сylindеrs for the first time. The graded finite 

еlemеnt method and Rаylеigh-Ritz еnеrgy formulation 

were strаtеgiсаlly employed to solvе governing 

Equаtions. 

The effects of power law exponents and angular velocity 

on displacement and stress distributions were examined. 

Based on the results, 2D-FGM utilization leads to a 

better design to control both the maximum stresses and 

stress distribution by changing the material distribution. 

The main results of the present study are: 

o Maximum radial displacement belongs to 

nr=nz=0. Also, the minimum displacement 

belongs to nr=nz=5 with maximum stiffness.  

o The axial stresses are less affected by power 

law exponents, but tangential and radial 

stresses are mainly affected. Also, maximum 

and minimum stresses belong to nr=5, nz=1, and 

nr=nz=0, respectively.  

o Radial stress increased by increasing the 

angular velocity.  

APPENDIX A 

𝜕𝑁1

𝜕𝑟
=

−𝑧23[𝑟46(𝑧−𝑧6)−𝑧46(𝑟−𝑟6)]−𝑧46[𝑟23(𝑧−𝑧3)−𝑧23(𝑟−𝑟3)]

(𝑟23𝑧13−𝑧23𝑟13)(𝑟46𝑧16−𝑧46𝑟16)
  

 
𝜕𝑁1

𝜕𝑧
=

𝑟23[𝑟36(𝑧−𝑧6)−𝑧36(𝑟−𝑟6)]+𝑟46[𝑟13(𝑧−𝑧3)−𝑧13(𝑟−𝑟3)]

(𝑟23𝑧13−𝑧23𝑟13)(𝑟46𝑧16−𝑧46𝑟16)
  

 
𝜕𝑁2

𝜕𝑟
=

−𝑧31[𝑟54(𝑧−𝑧4)−𝑧54(𝑟−𝑟4)]−𝑧54[𝑟31(𝑧−𝑧1)−𝑧31(𝑟−𝑟1)]

(𝑟21𝑧51−𝑧21𝑟51)(𝑟21𝑧51−𝑧21𝑟43)
  

 
𝜕𝑁2

𝜕𝑧
=

𝑟31[𝑟54(𝑧−𝑧4)−𝑧54(𝑟−𝑟4)]+𝑟54[𝑟21(𝑧−𝑧1)−𝑧31(𝑟−𝑟1)]

(𝑟21𝑧21−𝑧31𝑟21)(𝑟54𝑧24−𝑧54𝑟24)
  

 
𝜕𝑁3

𝜕𝑟
=

−𝑧21[𝑟56(𝑧−𝑧6)−𝑧56(𝑟−𝑟6)]−𝑧56[𝑟21(𝑧−𝑧1)−𝑧21(𝑟−𝑟1)]

(𝑟21𝑧31−𝑧21𝑟31)(𝑟56𝑧36−𝑧56𝑟36)
  

 
𝜕𝑁3

𝜕𝑧
=

𝑟21[𝑟56(𝑧−𝑧6)−𝑧56(𝑟−𝑟6)]+𝑟56[𝑟21(𝑧−𝑧1)−𝑧21(𝑟−𝑟1)]

(𝑟21𝑧31−𝑧21𝑟31)(𝑟56𝑧36−𝑧56𝑟36)
  

 
𝜕𝑁4

𝜕𝑟
=

−𝑧21[𝑟23(𝑧−𝑧3)−𝑧22(𝑟−𝑟2)]−𝑧23(𝑟31(𝑧−𝑧1)−𝑧31(𝑟−𝑟4))

(𝑟31𝑧41−𝑧31𝑟41)(𝑟23𝑧43−𝑧23𝑟43)
  

 
𝜕𝑁4

𝜕𝑧
=

𝑟21[𝑟23(𝑧−𝑧2)−𝑧23(𝑟−𝑟2)]+𝑟23[𝑟21(𝑧−𝑧1)−𝑧31(𝑟−𝑟1)]

(𝑟21𝑧41−𝑧21𝑟41)(𝑟23𝑧43−𝑧23𝑟43)
  

 
𝜕𝑁5

𝜕𝑟
=

−𝑧31[𝑟21(𝑧−𝑧1)−𝑧21(𝑟−𝑟1)]−𝑧21[𝑟31(𝑧−𝑧1)−𝑧31(𝑟−𝑟1)]

(𝑟21𝑧51−𝑧21𝑟51)(𝑟21𝑧51−𝑧21𝑟43)
  

 
𝜕𝑁5

𝜕𝑧
=

𝑟31[𝑟21(𝑧−𝑧1)−𝑧21(𝑟−𝑟1)]+r21[r21(z−z1)−z31(r−r1)]

(r31z51−z31r51)(r21z51−z21r51)
  

 
∂N6

∂r
=

−z21[r23(z−z3)−z23(r−r3)]−z21[r21(z−z1)−z31(r−r1)]

(r21z61−z21r61)(r23z63−z23r63)
  

 
∂N6

∂z
=

r21[r23(z−z3)−z23(r−r3)]+r23[r31(z−z1)−z31(r−r1)]

(r21z61−z21r61)(r23z63−z23r63)
  

 

Parameters 

a inner radius of cylinder 

b outer radius of cylinder 

L cylinder length 

nr 
nonnegative radial volume fraction 

exponents 

nz 
nonnegative axial volume fraction 

exponents 

Vc1 volume fraction of first ceramic 

Vc2 volume fraction of second ceramic 

Vm1 volume fraction of first metal 

Vm2 volume fraction of second metal 

iE  modulus of elasticity of ith node 

https://creativecommons.org/licenses/by/4.0/
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i  mass density of ith node 

 vectors of shape functions 

Ξ  modulus of elasticity of each element 

  mass densities of each element 
( )e

V  volume of the element 

  
body force vector due to rotational 

velocity 

Γr 
components of body force in the r-

direction 
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