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1. Introduction 

Natural events are complex processes that affect all parts of the planet. In this context, landslides, as 
one of the natural hazards, are always occurring all over the world and are of great importance. 
Landslides represent the most damaging natural hazards in the mountainous areas of different parts of 
the world, causing loss of human life, property damage, and consequently economic crisis. These 

   A R T I C L E  I N F O 

Article history:  

Received 09 February 2021 

Revised 03 March 2021 

Accepted 03 March 2021 

Published online Apr 2021 

Keywords: 

Landslide susceptibility mapping;  

Support vector machines (SVM);  

GIS;  

Ilam dam 

 

 A B S T R A C T 

Background and objective: The SVM algorithm is an applied method that has 
been considered in recent years to study landslides. The main purpose of this 
study is to evaluate the mapping power of the GIS-based SVM model with kernel 
functions analysis for spatial prediction of landslides at the Ilam dam watershed.  
Materials and methods: According to review sources, 14 underlying factors 
including elevation, slope, aspect, plan curvature, profile curvature, LS factor, 
TWI,  SPI, lithological units,  land cover,  NDVI, road distance,  distance to the 
drainage channel, distance to fault were selected as factors affecting the 
occurrence of landslides in the study area and the mentioned layers were prepared 
in the GIS. In the present study, the non-linear two-class SVM method was used, 
the two-class SVM requires both datasets representing the occurrence of 
landslides and non-occurrence of landslides. The landslide inventory was 
randomly divided into a training dataset of 75% for building the models and the 
remaining 25% for the validation of the models.  
Results and conclusion: The validation results showed that the area of the 
prediction-rate curve under the curve (AUC) for landslide susceptibility maps 
produced by the SVM linear function, SVM polynomial function, SVM radial 
basic function, and SVM sigmoid function are 0.946, 0.931, 0.912, and 0.871 
respectively. To assess the influences of factors on the landslide susceptibility 
map were used the Cohen’s kappa index of the model. The result shows that the 
most effective factors are the distance to roads, distance to drainages, and plan 
curvature in this area. 
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landslides are caused by various external factors such as natural factors such as earthquakes, volcanoes, 
and human activities. (Lin et al., 2008; Hadi et al., 2018; Gordo et al., 2019). According to the Center 
for Disaster Epidemiology Research (CRED), landslides are responsible for at least 17% of natural 
disaster losses worldwide. On a global scale, landslides cause billions of dollars in damage and thousands 
of deaths and injuries each year. Developing countries suffer the most, where 0.5% of gross domestic 
product (GDP) per year is lost due to landslides and 95% of landslides are recorded in developing 
countries (Chung et al., 1995). This trend is expected to continue in the future due to increased unplanned 
urbanization and development, continued deforestation, and increased regional precipitation as a result 
of changing climatic conditions in landslide-prone areas (Kanungo et al., 2009; Goetz et al., 2011). At 
the end of September 2007, About 187 people have been killed by landslides, and losses resulting from 
mass movements having been estimated at almost 12,700 million dollars using the 4900 landslide 
database In Iran (Iranian landslide working party, 2007). Due to the importance of cognition, risk factors 
are necessary for zoning landslide hazards (Iranian landslide working party, 2007). 

To solve these problems, landslide susceptibility maps can play an important role in determining areas 
vulnerable to landslides. Landslide susceptibility map preparation is considered the first important step 
for landslide hazard mitigation and management. Over the decades, the topic of landslide susceptibility 
mapping has been discussed and investigated by many researchers (Yılmaz, 2009; Dai et al., 2001; Yao 
et al., 2008; Bednarik et al., 2012). In recent years, the use of GIS for landslide risk modeling has 
increased due to the rapid and high-precision access to data obtained through Global Positioning Systems 
(GPS) and remote sensing (e.g., Saha et al., 2005; Pradhan et al., 2011, 2013; Bednarik et al., 2012; 
Mohammady et al., 2012; Devkota et al., 2013; Pourghasemi et al., 2013a, 2013b, 2019; Gordo et al., 
2019; Roccati et al., 2019; Yan et al., 2019). Moreover, GIS is an excellent and useful tool for the spatial 
analysis of a multi-dimensional phenomenon, such as landslides and landslide susceptibility mapping 
(Van Westen et al., 1990). Over the last decades, many different methods for landslide susceptibility 
mapping have been used and suggested. Many studies have been carried out on landslide hazard 
evaluation using GIS (Guzzetti et al., 1999). Landslide susceptibility has been illustrated in versatile 
techniques in various case studies, yielding more or less reliable results, depending on the complexity 
of the terrain and the suitability of the approach (Bonham-Carter, 2002). All those attempts came to a 
common conclusion; that the problem dealt with in the scope of landslide assessment tends to be non-
linear, due to the complexity of the geological environment, as well as triggering factors (storms, 
earthquakes, erosion, human influence, etc.) (Brenning, 2005). 

Over the last decade, different models were used for landslide susceptibility mapping such as 
probabilistic models (Gokceoglu and Aksoy, 1996; Talebi et al., 2008b; Akgun and Turk 2010; Budimir 
et al. 2015; Pradhan 2011; Pradhan and Lee 2010; Pourghasemi et al., 2018), logistic regression, one of 
the most widely used statistical models, has also been employed for landslide susceptibility mapping 
(Guzzetti et al., 1999; Yilmaz, 2009; Wang et al., 2013; Budimir et al., 2015; Reichenbach et al., 2018), 
and geotechnical and the safety factor models (Talebi et al., 2008a). Recently, other new methods have 
been applied for landslide susceptibility evaluation using soft computing and data mining approaches 
such as fuzzy logic (Ilanloo 2011; Pourghasemi et al., 2012a; Gheshlaghi and Feizizadeh, 2017), 
artificial neural network models (Lee et al., 2003; Ermini et al., 2005; Zare et al., 2013; Aditian et al., 
2018), neuro-fuzzy (Oh & Pradhan, 2011; Chen et al., 2017), decision tree methods (Yeon et al., 2010; 
Hong et al., 2018), spatial multi criteria evaluation (Pourghasemi et al., 2012b; Günther et al., 2014; 
Pradhan and Kim, 2016), evidential belief function model (Althuwaynee et al. 2012; Lee et al. 2013), 
Dempster– Shafer and weights-of evidence models (Tangestani, 2001 Dahal et al., 2008), support vector 
machine (SVM) (Bui et al., 2012a, 2012b; Hong et al., 2015; Colkesen et al., 2016; Lee et al., 2017; 
Chen et al., 2017; Kalantar et al., 2018; Pourghasemi and Rahmati, 2018; Huang and Zho, 2018; 
Pourghasemi et al., 2020) and their performances have been assessed. Among these approaches, SVM 
modeling, which is a method based on statistical learning theory and involves a training phase related to 
the target input and output values, has become increasingly popular. (Yao et al., 2008). The damage 
from rainfall-induced landslides in the Ilam dam watershed can be partly attributed to both the lack of 
landslide assessment and prediction, and the lack of response plans for minimizing the impacts of the 
landslides. Therefore, it is imperative to enhance the capability to detect and predict geological hazards 
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like landslides and to prevent or reduce the risk to life, property, social and economic activities, and 
natural resources.  

The main aim of the present study is to produce a landslide susceptibility map using a GIS-based 
support vector machine model. Because SVM is a high-performing machine learning algorithm, 
different kernel functions of SVM were applied and validated in the Ilam dam watershed. Scientifically, 
the comparison of various kernel classifiers is important because SVM can use several types of kernel 
functions. Also, the effect of each factor in the sensitivity analysis was evaluated by validation of 
landslide susceptibility maps. This study may contribute to the selection of kernel function and impact 
factors for the landslide susceptibility mapping by the SVM approach. 
 

2. Study area 

The study area is called the Ilam dam watershed, located in the southeast of Ilam Province in western 
Iran. The study area is called the Ilam dam watershed, located in the southeast of Ilam Province in 
western Iran. The watershed area is 476.7 km2 and lies between 33°23' 32"  to 33°38' 51" north latitudes 
and 46°20  ' 30" to 46°39  ' 33" east longitudes (Fig. 1). The elevations at the highest and lowest points are 
2600 m and 900 m above mean sea level, respectively. Climatic conditions in the area are semi-arid 
(typical Mediterranean climate) with 595 mm rainfall, and the average temperature is 21.7°C in summer 
and 4.7°C in winter. Land cover in the area mostly includes agricultural land, barren land, forest land, 
grassland, garden land, and water body. The Ilam dam is one of the most important dams in western Iran 
that supplies drinking water to the Ilam city. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1- Study area. a) Location of Ilam Province in Iran, b) hill-shade of the study area. 

3. Data used 

3.1. Landslide inventory map                       

Implementing a landslide susceptibility model needs a clear understanding of the relationship between 
the landslide inventory dataset and the landslide conditioning factors (Ercanoglu and Gokceoglu, 2003; 
van Westen et al., 2006; Petley, 2008). Accurate detection of landslide location and creating the 
historical database record are very important for landslide susceptibility analysis. Remote sensing 
methods, using aerial photographs and satellite images as well as extensive field surveys and 

(a)  

(b)  
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observations, were used to produce a detailed and reliable landslide inventory map, in the study area. A 
total of 45 landslides were identified and mapped in the study area by evaluating aerial photos on a 
1:25,000 scale supported by a field survey (Fig. 2). Most of the landslides are shallow rotational with a 
few translational that occurred in cut-slopes or embankments, alongside roads, highways in the 
mountainous regions of the study area. All the 45 landslides that were included in the study occurred 
over the past 20 years (1993-2013). In this study, 90 absence and presence data of landslides were 
identified, 75% locations were chosen randomly for the landslide susceptibility modeling, while the 
remaining 25% cases were used for the model validation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2- Landslide inventory map (special distribution of landslides in the study area). 

 

3.2. Landslide conditioning factors                      

To achieve high accuracy of the landslide susceptibility model in predicting landslide vulnerable 
areas, selecting and preparing the landslide conditioning factors database is a vitally important step. The 
landslide conditioning factors in the current study were selected based on the information collected from 
the literature, related to the study area, and field investigation (Pourghasemi et al., 2013a, b, c; Tseng et 
al., 2015; Bui et al., 2016; Kornejady et al., 2017; Ghorbanzadeh et al., 2019; Xiao et al., 2019). Tseng 
et al. (2015) noted that the choice of landslide-related factors (known as internal factors) depends on the 
characteristics of the study area, the landslide type, and the scale of the analysis. There were a total of 
fourteen landslide conditioning factors considered in the analyses performed. The basic landslide 
conditioning factors such as elevation, slope gradient, slope aspect, slope length, topographic wetness 
index (TWI), Stream Power Index (SPI), plan curvature, profile curvature, distance from drainage, 
surface material and, distance to fault, land cover, distance to road and NDVI were employed. Thematic 
layers were acquired from different resources using ArcGIS, SAGA, ILWIS, and ENVI packages. The 
descriptions of the used input data, their spatial resolution, and the sources are given in Table 1 and 
briefly explained below. As mentioned in this table the resolution of all conditioning factors is 15 m 
because we used ASTER satellite imagery (15-m resolution) to produce several base maps (Fig. 3).  
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Fig. 3- Input parameters (landslide triggering factors) in the study area. a) elevation, b) slope, c) aspect, d) plan 

curvature, e) profile curvature, f) LS factor, g) TWI, h) SPI, i) Lithologic units, j) land cover, k) NDVI, l) road 

distance, m) distance to the drainage channel, n) distance to the fault. 

 

 

 

 

 

 

 

 



 

Y. Niazi et al.  Journal of Nature and Spatial Sciences (2021) 1(1), 59–84                                                                                                                    

 

64 

Table 1- Raster thematic maps of the input dataset. 

Spatial data attributes (notation) Source, scale/resolution Short description 

Elevation  ASTER image, 15 m DEM of the terrain surface 

Slope  DEM, 15 m The angle of the slope inclination 

Aspect  DEM, 15 m Exposition of the slope 

Slope length  DEM, 15 m Length factor of the slope 

Topographic wetness index  DEM, 15 m The ratio of the contributing area a and tg (slope) 

Stream power index  DEM, 15 m Multiplication of contributing area a and tg (slope) 

Plan curvature  DEM, 15 m Index of concavity parallel to the slope 

Profile curvature  DEM, 15 m Index of concavity perpendicular to the slope 

Distance from the stream  DEM, 15 m A buffer of the drainage network 

Lithology  Geo-map, 1:100,000- ASTER image, 15 m Surface material units 

Distance from fault  Geo-map, 1:100,000- ASTER image, 15 m Buffer of structure 

Distance from the road  Topo- map , 1:25,000- ASTER image, 15 m Buffer of road 

Landuse/landcover ASTER image, 15 m Image classification using artificial neural network (ANN) algorithm 

NDVI  ASTER image, 15 m Interpretation of vegetation, water bodies, and bare soil, based on NDVI 

3.2.1. Elevation 
Some researchers use elevation as a controlling parameter for landslides (Dai et al., 2001; Yilmaz, 

2010). It is well known that elevation influences many biophysical parameters and anthropogenic 
activities. These parameters and activities are likely to affect slope stability and generate slope failure. 
Elevation affects soil characteristics such as soil (regolith) depth (Kuriakose et al., 2009b) and soil 
mechanical and hydrological properties, which in turn affects slope stability (van Beek and van Asch, 
2004). In this study, an altitude map was prepared according to the classification of the built DEM (Fig. 
3a).  

3.2.2. Slope gradient 
The most important parameter in the slope stability analysis is the slope gradient (Lee and Min 2001). 

Because the slope gradient is directly related to the landslides and it is frequently used in preparing 
landslide susceptibility maps (Clerici et al. 2002; Saha et al., 2005; Cevik and Topal 2003; Ercanoglu 
and Gokceoglu, 2003; Lee and Talib, 2005). The slope gradient is defined by Burrough (1986) as the 
maximum rate of change in altitude. Hill-slope material (in the form of debris or rock) can move 
downslope in response to gravity. Movement can range from very slow, barely perceptible over many 
years, to devastatingly rapid, within seconds. Shrestha and Zinck (2001), Ercanoglu, and Gokceoglu 
(2003) argue that slope gradient can be considered the most important landslide conditioning factor. 
Slope gradient determines the convergence and divergence of water on a hill-slope and thereby 
influences soil water content and slope stability. It has been widely shown that landslides tend to occur 
more frequently on steeper slopes (Vijith and Madhu, 2008; McDermid and Franklin, 1995; Cooke and 
Doornkamp, 1990). Bui et al. (2017) concluded that slope gradient is related both to the shear stresses 
acting on the hill slope and to the displacement of the landslide mass. The slope angle map of the current 
study was derived from the Digital Elevation Model (DEM) with a resolution of 15 m, (Fig. 3b). 

3.2.3. Slope Aspect 
Slope aspect is defined as the compass direction of the maximum rate of change and is considered by 

some researchers as a landslide conditioning factor (Van Westen and Bonilla 1990; Gokceoglu and 
Aksoy, 1996; Saha et al., 2005; Ercanoglu and Gokceoglu, 2003; Devkota et al., 2013). In mountainous 
areas, the direction of the slopes (aspect) is such that some slope faces the direct rays of the sun while 
others receive indirect sunlight (Guzetti et al., 1999). They continue to state that this may also influence 
the vegetation condition, which is often different for various aspect classes. Also because of their relative 
exposure, some slopes experience more rain than others and this influences the local soil mechanical and 
hydrological conditions. Although some authors (e.g. Greenbaum et al., 1995) have found that aspect 
has no significant influence on a landslide, several researchers have reported a relationship between 
slope aspect and landslide occurrence. For example, according to a report by Lineback et al. (2001), 
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more landslides occur in the wetter northern aspects than in the drier and southerner aspects. Slope aspect 
in the study area was constructed using DEM and classified into nine categories including flat (1), North 
(0–22.5; 337.5–360), Northeast (22.5–67.5), East (67.5–112.5), Southeast (112.5–157.5), South (157.5 
202.5), Southeast (202.5–247.5), West (247.5–292.5), and Northeast (292.5–337.5) (Fig. 3c). 

3.2.4. Slope length 
Slope length incorporated with slope-angle and affect the soil loss and hydrological processes of the 

mountain areas that can be considered an important factor in landslide activity (Pourghasemi and 
Rahmati, 2018). Slope length is the horizontal projection of the slope distance, which is measured along 
the slope surface (Wischmeier and Smith, 1978). In the current study, the slope–length (LS) factor can 
be calculated by the equation proposed by Moore and Burch (1986) as: 

3.16.0

0896.0

sin

13.22
4.1 


















sA
LS                                                                                                              (1)     

Where, AS is specific watersheds area (m2/m) and   is slope angle (degree). In the current study, the 
LS factor was extracted from DEM using SAGA software (Fig. 3f).   

3.2.5. Topographic wetness index (TWI) 
The topographic wetness index represents a theoretical measure of the accumulation of flow at any 

point within a drainage basin and the tendency of the water to move downslope by gravitational forces. 
The topographic wetness index can be thought of as an abstract parameter to be used as a basis for 
estimating the local soil moisture status and thus land sliding areas due to surface topographic effects on 
hydrologic response. Soil moisture plays a vital role in slope instability, particularly for shallow 
landslides. According to Fredlund (1987), shallow landslides can occur on slopes when water from 
precipitation infiltrates the soil and eliminates the suction, and lowers the apparent cohesion. Modeling 
water in soil slopes in extensive areas is a difficult task as the soil water content is governed by several 
factors, some of which can only be estimated from laboratory tests (Kuriakose et al., 2009a). Since the 
topographic wetness index is intended to represent the topographic control on soil wetness, it is 
considered in this study as a proxy to soil water content. In the estimation of the wetness index, a 
depression-less DEM was calculated to remove the sinks in the image. After multiple flow directions 
were determined from the DEM, the flow accumulation area and tangent of the slope were calculated, 
spatially. The topographic wetness index (TWI) is defined as (Beven and Kirkby 1979; Moore et al., 
1991): 











tan
ln s

A
TWI

                                                                                                                                                              (2) 

Where As is the specific catchment area (SCA) and β is the local slope angle (in degrees). In the 
current study, the LS factor was extracted from DEM using SAGA software (Fig. 3g).   

3.2.6. Stream Power Index (SPI) 
The next type of DEM-derived topographic data used in this study is the Stream power index (SPI). 

This index is a measure of the erosive power of water flow based on the assumption that discharge (q) 
is proportional to a specific catchment area (As) (Eq. 2.2) (Moore et al., 1991). 

tanSASPI                                                                                                                                                   (3) 

Where AS is the specific catchment’s area (m2/m), and b the slope angle (degree). SPI can be 
considered as one of the components of landslide occurrence (Lee and Min 2001; Yilmaz, 2009). In the 
current study, the LS factor was extracted from DEM using SAGA software (Fig. 3h).   
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3.2.7. Distance from drainage 
Rivers composed of drainage network have negative impacts on landslide susceptibility since they 

abrade the slope base and saturate the underwater section of the material forming the slope (Pachauri et 
al., 1998; Dai et al., 2001; Cevik and Topal 2003; Ercanoglu and Gokceoglu 2003; Vijith and Madhu, 
2008; Akgun and Turk 2010). The Euclidean distance tool in ArcGIS was used to produce distance from 
the faults map (Fig. 3m). 

3.2.8. Plan Curvature 
For shallow translational landslide, topography, particularly slope angle and convergence, plays an 

important role in controlling stability (Hennrich and Crozier, 2004). The plan curvature defines 
topographic convergence which is an important control on sub-surface flow concentration (Talebi et al., 
2006). The influence of plan curvature on the slope erosion processes is the convergence or divergence 
of water during downhill flow and for this reason, this parameter constitutes one of the conditioning 
factors controlling landslide occurrence(Ercanoglu and Gokceoglu, 2003; Nefeslioglu et al. 2008; Oh 
and Pradhan, 2011). In this study, plan curvature was reclassified into three classes: convergent, parallel, 
and divergent. In the current work, plan and profile curvatures were extracted from the DEM using 
ArcGIS (Fig. 3d). 

3.2.9. Profile Curvature 
Field studies and numerical simulation have shown that bedrock profile curvature and hillslope plan 

shape are the most significant controls on sub-surface flow and saturation (Troch et al., 2003). Profile 
curvature refers to the rate of change of gradient and controls the acceleration and deceleration of near-
surface flows. Talebi et al. (2008b) showed that the location of the critical slip surface is changed based 
on hillslope shape as it is located in the upstream part of the slope for the concave and in the downstream 
part of the slope for the convex profiles. Generally, Profile curvature affects the driving and resisting 
stresses within a landslide in the direction of motion and it controls the change of velocity of mass 
flowing down the slope. In this study, profile curvature reclassified into three classes: concave, flat, and 
convex. In the current work, plan and profile curvatures were extracted from the DEM using ArcGIS 
(Fig. 3e). 

3.2.10. Geological Formation 
Since different lithologic units have different landslide susceptibility values, this factor is very 

important in providing data for susceptibility mapping. For this reason, it is essential to group the 
lithologic properties properly (Carrara et al., 1991; Anbalagan 1992; Pachauri et al. 1998; Dai et al. 
2001; Duman et al. 2006). In the study area, rock units exist from the cretaceous era to sediments of 
present amongst various lithological formations in the area, the marl, shale, and silt deposits are known 
to be the most susceptible to landslides (Table 2) (Fig. 3i). 

3.2.11. Distance to faults 
Investigations have shown that the probability of landslide occurrence is notably increased at those 

sites closer to lineaments (Greenbaum et al., 1995; Lee et al., 2002; Kanungo et al., 2006; Bucci et al., 
2016). Lineaments not only affect surface material structures but can also make a large contribution to 
terrain permeability, favoring slope instability. Remote sensing techniques have proven to be very 
successful for the detection of geological lineaments (Suzen and Toprak, 1998). In this study, remote 
sensing techniques and the Euclidean distance tool in ArcGIS were used to produce distance from the 
faults map (Fig. 3n). 
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Table 2- Types of the geological formation of the study area. 

Geological era Code Formation Lithology 

Quaternary Qt Alluvium Alluvium and recent deposits 

U. Pliocene Lbm Lahbari member Alternation of light brown to grey marl and sandstone 

Miocene Gs Gachsaran Alternation of anhydrite and red to grey marl with interbedded limestone 

Eocene-Oligocene AS Asmari Cream, white well-bedded to massive limestone, dolomitic limestone, and marl 

Paleocene-Eocene Pd Pabdeh Alternation of gray, white shale, marly limestone, and marl 

U.Cretaceous Gu Gurpi Grey, blue shale, and marly limestone with pyrite 

U.Cretaceous Ehm Emam hasan member Grey, thick-bedded limestone with marl 

U.Cretaceous II-Sg Ilam Grey, white thin to medium bedded limestone with interbedded of shale 

U.Cretaceous Sg Surgah Grey, dark shale, and interbedded yellow marly limestone 

U.Cretaceous Sv Sarvak Grey, dark thin to massive bitominous limestone with dark shale 

3.2.12. Land cover 
Some researchers (Gokceoglu and Aksoy, 1996; van Beek et al., 2005; Devkota et al., 2013) 

emphasize the positive effects of dense vegetation on the stability of slopes. While other researchers 
(Greenway 1987; Wu and Sidle, 1995) also mention some negative effects of vegetation on slope 
stability. Theoretically tree roots reinforce the soil, increasing soil shear strength if the roots penetrate 
through the shear zone. In this study, land cover/land use map interpreted from an ASTER satellite image 
of DATE. Image classification was carried out using a pixel-based classification system with the 
artificial neural network (ANN) algorithm and cover/land use map classes include agriculture land, 
barren land, forest land, grassland, garden land, and water (Fig. 3j). 

3.2.13. Normalized Difference Vegetation Index (NDVI) 
A vegetation index is a measure of surface reflectance and gives a quantitative estimate of the 

vegetation growth and biomass (Hall et al., 1995) and shows the density of plant growth over the entire 
globe. The NDVI is an influencing variable in landslide susceptibility modeling (Althuwaynee et al., 
2012).  In general, the value of NDVI ranged from -1 to 1; the high the value the denser the vegetation 
cover.  (Weier and Herring, 2005). Using the satellite image of ASTER, the NDVI was taken into the 
consideration as a landslide-related factor (Fig. 3k). The NDVI was calculated from the following 
formula: 















RIR

RIR
NDVI                                                                                                                           (4)

                                                                                                                                                                   

Where IR is the infrared portion of the electromagnetic spectrum, R is the red portion of the 
electromagnetic spectrum. 

3.2.14. Distance to road 
Similar to the effect of the distance to streams, landslides may occur on the road and the side of the 

slopes affected by roads (Sidle et al., 1985, Pachauri et al., 1998; Yalcin, 2005). This is mainly since the 
natural condition of the slope is damaged during the process of road construction. Also, the road cut 
exposes the joints and fractures that make the slope unstable. Road cuts are usually sites of 
anthropological instability (Pradhan, 2010b). The Euclidean distance tool in ArcGIS was used to produce 
distance from the faults map (Fig. 3). 
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4. Methods 
The flowchart for landslide susceptibility mapping is shown in Fig. 4. In this study, the fourteen 

landslide conditioning factor maps were converted into a pixel format with a spatial resolution of 15×15 
m. In each map, the frequency ratio value for each attribute class was calculated. 

Fig. 4- Flowchart of the study 

4.1. Preparation of the training and testing data set 

In the first step, each attribute class was then assigned a sequence number based on the ratio value. In 
the next step, the Max-Min normalization procedure was carried out to rescale in the range 0.1 to 0.9 
using Eq(5) (Wang and Huang, 2009): 
 

LLU
xMinxMax

xMinx
x 




 )(

)()(

)('                                                                                                             (5) 

Where x' is the normalized data matrix, x is the original data matrix, and U and L are the upper and 
lower normalization boundaries. 

When developing the SVM, the data is commonly partitioned into at least two subsets such as training 
and test data. Before running the SVM program, the training site should be selected. On the other hand, 
it is expected that the training data include all the data belonging to the problem domain and, the test 
data should be different from those used in the training stage (Dixon, 2005). Although no exact 
mathematical rule to determine the required minimum size of these subsets exists, However, some 
suggestions for the portions of these samplings are encountered in the literature (Pradhan et al., 2011). 

4.2. Support Vector Machines 
Support vector machine is a supervised learning method based on statistical learning theory and the 

structural risk minimization principle (Vapnik, 2001). Using the training data, SVM implicitly maps the 
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original input space into a high dimensional feature space (Kanevski et al., 2009; Abe, 2010). 
Subsequently, in the feature space, the optimal hyperplane is determined by maximizing the margins of 
class boundaries (Abe, 2010). The training data that are closest to the optimal hyperplane are called 
support vectors. Once the decision surface is obtained, it can be used for classifying other data. Consider 
a training dataset of instance-label pairs (xi,yi) with xi  Rn, yi{1, -1} and i=1,…, m. In the current 
context of landslide susceptibility, xi is a vector of input space that contains elevation, slope gradient, 
slope aspect, slope length, topographic wetness index, plan curvature, profile curvature, channel 
proximity, surface materials (substrate), distance to fault, land cover/land use, distance to road and 
NDVI. The two classes {1, -1}denote landslide pixels and no-landslide pixels. The SVM classification 
aims to find an optimal separating hyperplane that can distinguish the two classes i.e., landslides and no-
landslides {1, -1}from the mentioned set of training data. For the case of linearly separable data, a 
separating hyperplane can be defined as: 
 

yi(w×xi+b) 1-
i
                                                                                                                            (6) 

Where w is a coefficient vector that determines the orientation of the hyperplane in the feature space, 
b is the offset of the hyperplane from the origin, 

i
 s the positive slack variables (Cortes and Vapnik, 

1995). 
The determination of an optimal hyperplane leads to the solving of the following optimization problem 

using Lagrangian multipliers: 
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Where 
i

 are Lagrange multipliers, C is the penalty, the slack variables (
i
 ) allow for penalized 

constraint violation. The decision function, which will be used for the classification of other data, can 
then be written as: 
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In cases when it is impossible to find the separating hyperplane using the linear kernel function, the 
original input data may be transferred into a high dimensional feature space through some nonlinear 
kernel functions. The classification decision function is then written as: 
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Where K(xixj)is the kernel function. The choice of the kernel function is crucial for successful SVM 
training and classification accuracy (Damasevicius, 2010; Pradhan, 2013). There are four types of kernel 
function groups that are commonly used in SVM: LN, PL, RBF, and SIG (Yao et al., 2008b). Table 3 
shows SVM Kernel functions and their parameters used in this study.   is the gamma term in the kernel 
function for all kernel types except LN, d is the polynomial degree term in the kernel function for the 
PL and r is the bias term in the kernel function for the PL and SIG (Pradhan, 2013). In the present study, 
the non-linear two-class SVM method was used, because Yao et al., (2008) had reported that a more 
accurate susceptibility map was produced from the two-class. 
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Table 3- Kernel functions and their parameters are used in this study. 

Kernel Formula Kernel parameters 

Linear kernel function (LN) j
T

iji xxxxK ),(
 

- 

Radial basis function (RBF) )exp(),(
2

iji xxxxK 

 

d,
 

Polynomial function (PL) dT
iji 1xxxxK )(),(  

 


 

Sigmoid kernel function (SIG) dT
iji 1xxTanhxxK )(),(  

 


 

 

4.3. Model Performance Evaluation 
Using several statistical evaluation criteria such as true positive (TP), false positive (FP), true negative 

(TN), false negative (FN). The overall accuracy of the trained landside susceptibility model is calculated 
as (TP+TN)/N, with N as the total number of training pixels. The reliability of the landslide susceptibility 
model is estimated using Cohen’s Kappa index (κ) (Guzzetti et al., 2006) as follows: 
 

exp

exp

P1

PPobs




                                                                                                                                   (11) 

Where Pobs=(TP+TN)/ the proportion of pixels that are correctly classified as landslide or non-
landslide.Pexp= ((TP+FN)(TP+FP)+(FP+TN)(FN+TN))/Sqr(N) is the proportion of pixels for which the 
agreement is expected by chance. According to Values proposed by Landis and Koch (1977), the 
strength of agreement between the model and the reality is as follows: ≤0 (poor); 0-0.2 (slight); 0.2-0.4 
(fair); 0.4-0.6 (moderate); 0.6-0.8 (substantial); 0.8-1 (almost perfect). 

The classification capabilities of the SVM and other classifiers have been tested through the use of 
receiver operating characteristic (ROC) graphs and prediction rate curves. The ROC (Egan, 1975; 
Fawcett, 2006) is a graphical analysis of the success rate of binary classification and it provides useful 
information about the proneness of a model to generate false positives errors. The result of the ROC 
analysis is summarized by the area under the curve (AUC), which expresses a complete success in 
classification for an AUC = 1, and random classification for an AUC = 0.5. 

The prediction rate curves method (Chung and Fabbri, 1999; van Westen et al., 2008), has been widely 
applied for many years to assess the quality of susceptibility mapping. 

5. Results 

5.1. Application of support vector machines model 

The landslide inventory map with 45 landslide polygons was randomly split into two parts: Part1 with 
75% of the data (34 landslides) used in the training phase of the landslide models. Part-2 is a validation 
dataset with 25% of the data (11 landslides). A total of landslide pixels in part1 were assigned the value 
of 1, and the same amount of no-landslide pixels was randomly generated from the landslide-free area 
and assigned the value -1. Fourteen landslide conditioning factors were considered that include: 
elevation, slope gradient, slope aspect, slope length, topographic wetness index (TWI), Stream Power 
Index (SPI), plan curvature, profile curvature, distance from drainage, surface materials, distance to 
fault, land cover, distance to road and NDVI. The results of the spatial relationship between landslides 
and conditioning factors using the frequency ratio model are shown in Table 4.  

The performance of the SVM model is depended on the selection of kernel functions and their 
parameters. In this research, a support vector machine with 4 types of kernels classifiers such as linear 
kernel (LN), polynomial kernel (PL), radial basis function (RBF) kernel, and sigmoid kernel (SIG) were 
used in GIS for landslide susceptibility mapping. Cohen’s Kappa indexes are 0.93, 0.91, 0.84, and 0.82 
for the four landslide models (Table 5). The Kappa values indicate that the strength agreement between 
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the observed and the predicted values are substantial for SVM-LNand SVM-SIG. Whereas it is almost 
perfect for SVM-RBF, SVM-PL. Once the landslide susceptibility models were successfully trained, 
they were then used to calculate the landslide susceptibility indexes (LSI). In the present study, the non-
linear two-class SVM method was used, the two-class SVM requires both absence and presence data to 
train the model. Four susceptibility mapping results using SVM modeling with various kernel functions 
in GIS are shown in Fig. 5. The landslide susceptibility probability value (LSPV) ranges from 0 to 1, 
with 0 indicating no probability of a landslide and 1 certainty of a landslide. 

 
Table 4- Normalized classes of landslide conditioning factors used. 

Domain Class 

 

Class pixels 

(%) 

Landslide pixels 

(%) 

Frequency 

ratio 

Normalized 

classes 

Elevation(m) 900-1400 40.38 73.39 1.82 0.90 

 1400-1900 47.47 25.80 0.54 0.34 

 1900-2400 11.29 0.80 0.07 0.13 

 >2400 0.86 0.00 0.00 0.10 

Slope Angle(degree) 0-15 37.75 35.32 0.94 0.17 

 15-30 29.80 25.04 0.84 0.10 

 30-45 18.52 17.43 0.94 0.18 

 45-65 10.38 15.43 1.49 0.58 

 >65 3.55 6.77 1.91 0.90 

Slope Aspect Flat 0.00 0.00 0.00 0.10 

 N 12.23 16.38 1.34 0.61 

 NE 13.93 29.59 2.12 0.90 

 E 8.04 14.26 1.77 0.77 

 SE 8.04 6.44 0.80 0.40 

 S 14.08 6.64 0.47 0.28 

 SW 22.41 4.61 0.21 0.18 

 W 12.50 9.24 0.74 0.38 

 NW 8.77 12.85 1.46 0.65 

Slope length 0-4 36.91 33.32 0.90 0.13 

 4-8 23.91 21.78 0.91 0.14 

 8-12 16.51 14.47 0.88 0.10 

 12-16 14.59 17.36 1.19 0.43 

 16-20 6.66 10.88 1.64 0.90 

 >20 1.42 2.19 1.54 0.80 

TWI <4 73.07 79.53 1.09 0.90 

 10-15 24.42 19.24 0.79 0.52 

 15-20 2.21 1.09 0.49 0.14 

 >20 0.31 0.14 0.46 0.10 

SPI 0-25 37.08 33.67 0.91 0.10 

 25-50 18.08 18.39 1.02 0.46 

 50-75 11.24 12.70 1.13 0.84 

 75-100 7.11 8.17 1.15 0.90 

 >100 26.48 27.07 1.02 0.48 

Plan curvature Divergent 11.75 10.18 0.87 0.09 

 Parallel 70.86 69.80 0.98 0.43 

 Convergent 17.39 20.03 1.15 0.90 

Profile curvature Convex 6.58 11.29 1.72 0.90 

 Straight 79.42 75.93 0.96 0.15 

 Concave 14.00 12.78 0.91 0.10 
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Distance to drainages (m) 0-100 4.95 21.46 4.33 0.81 

 100-200 6.49 31.57 4.86 0.90 

 200-300 15.46 17.51 1.13 0.27 

 300-400 29.81 23.79 0.80 0.21 

 >400 43.28 5.68 0.13 0.10 

Distance to fault(m) 0-1000 18.34 13.74 1.33 0.74 

 1000-2000 22.30 15.50 1.44 0.84 

 2000-3000 25.60 16.96 1.51 0.90 

 >3000 33.75 53.81 0.63 0.10 

Rock formation Alluvium 9.99 10.41 0.96 0.38 

 Asmari 1.08 9.38 0.12 0.13 

 Emam hasan member 0.20 4.25 0.05 0.11 

 Gachsaran 0.02 0.87 0.02 0.11 

 Gurpi 33.70 17.18 1.96 0.67 

 Ilam 23.43 12.94 1.81 0.62 

 
Lahbari member (old 

landslides) 19.05 6.89 2.76 0.90 

 Pabdeh 10.28 26.25 0.39 0.21 

 Sarvak 0.00 10.00 0.00 0.10 

 Surgah 2.26 1.84 1.23 0.46 

Landcover/Landuse Lake 0.65 0.16 0.25 0.11 

 Horticulture 0.75 0.17 0.23 0.10 

 Dry farming 2.74 4.43 2.00 0.71 

 Rangeland 54.21 54.01 0.98 0.44 

 Forest 27.92 13.20 0.47 0.21 

 Barren land 13.74 28.03 2.04 0.90 

NDVI -0.27-0.1 9.93 12.76 1.28 0.90 

 -0.1-0 71.09 86.61 1.22 0.86 

 0-0.1 17.23 0.59 0.03 0.11 

 0.1-0.2 1.26 0.03 0.02 0.10 

 >0.2 0.49 0.01 0.02 0.10 

Distance to roads(m) 0-100 5.51 19.16 3.48 0.90 

 100-200 5.12 15.02 2.93 0.75 

 200-300 4.92 10.71 2.18 0.53 

 300-400 4.52 4.24 0.94 0.18 

 >400 79.93 50.86 0.64 0.10 

 

Table 5- Cohen’s Kappa index for the four SVM models. 

Parameter SVM-RBF SVM-PL SVM-LN SVM-SIG 

Cohen’s Kappa index 0.93 0.91 0.84 0.82 
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Fig. 5- Susceptibility map as predicted by the SVM model. (a) SVM-LN; (b) SVM-RBF; (c) SVM-PL; (d) SVM-SIG.  

5.2. Validation and comparison of landslide susceptibility maps 

The four landslide susceptibility maps were validated using the success-rate and prediction-rate curves 
(Chung et al., 2003; Guzzetti et al., 2006). The success rate results were obtained by comparing the four 
landslide susceptibility maps with the landslide pixels in the training dataset (Fig 6). The result shows 
that SVM-RBF and SVM-PL have the highest area under the curve (AUC) values of 0.983 and 0.975 
respectively. They are followed by SVM-LN (0.965) and SVM-SIG (0.902). The AUC results indicate 
that the capacity of correctly classifying the areas with existing landslides is highest for SVM-RBF, 
followed by the SVM-PL, SVM-LN, SVM-SIG. In this study, the prediction-rate curves and area under 
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the curves were obtained (Fig 7) by comparing the four susceptibility maps with the landslide pixels in 
the validation dataset. The results show that the highest prediction capability is for SVM-RBF and SVM-
PL with AUC values of 0.946 and 0.931 respectively, followed by SVM-LN (0.912) and SVM-SIG 

(0.871). Compared with the results from the SVM-LN and SVM-SIG models, the prediction capability 
of the two SVM-RBF and SVM-PL models seems to be slightly better. 

Fig. 6- Success rate curves of the four SVM models 

 

Fig. 7- Prediction rate curves of the four SVM models 
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5.3. Reclassification of landslide susceptibility indexes and relative importance assessment of 
landslide conditioning factors 

For visual interpretation of landslide susceptibility probability value maps, the necessity of classifying 
data into categorical susceptibility classes arose. In this study, the quintile data classification approach 
was chosen, and the landslide susceptibility index map was classified into five susceptibility classes: 
very low, low, moderate, high, and very high. Landslide density analysis was performed on the five 
landslide susceptibility classes. The results show that the landslide density gradually increases from the 
very low to the very high susceptibility class in SVM- RBF, SVM-PL, and SVM- LN (Fig 8).  
 

Fig. 8- Frequency ratio plots of four landslide susceptibility classes of the SVM models. 

 
In the next stage, a separate comparison was made between the three susceptibility maps according to 

the landslide susceptibility zones. Frequency ratio analysis was carried out on the classification results 
and landslide location data of the corresponding histograms (Fig 9). 

The importance of a certain factor was estimated by excluding the factor and then calculated the 
Cohen’s kappa index of the model (Table 6). It could be observed that the highest accuracy was obtained 
when all of the fourteen factors are used, with SVM- LN, SVM-RBF, SVM-PL. However, the distance 
to roads, distance to drainages, plan curvature, topographic wetness index (TWI), and slope length are 
the most important factors for SVM- LN. In the case of SVM-RBF, the most important factor is the 
distance to roads. Whereas distance to roads, distance to rivers, plan curvature, and topographic wetness 
index (TWI) is most important for SVM-PL. And the distance to roads, distance to drainages, plan 
curvature and slope angle are most important for SVM- SIG.  

Table 6. Accuracy of the trained SVM models for landslide susceptibility using all conditioning 
factors and without one of the factors. 
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Fig. 9- Frequency ratio plots of five landslide susceptibility classes of the SVM models. 

 

Table 6- Accuracy of the trained SVM models for landslide susceptibility using all conditioning factors and without 
one of the factors. 

No Conditioning factor 

Cohen’s Kappa index 

SVM- LN SVM - RBF  SVM - PL  SVM - SIG  

1 Without Elevation 0.86 0.91 0.91 0.82 

2 Without Slope Angle 0.86 0.93 0.91 0.80 

3 Without Slope Aspect 0.86 0.93 0.91 0.84 

4 Without Slope Length 0.84 0.91 0.93 0.84 

5 Without TWI 0.84 0.93 0.88 0.82 

6 Without SPI 0.86 0.93 0.91 0.82 

7 Without Plan curvature 0.84 0.93 0.88 0.80 

8 Without Profile curvature 0.86 0.93 0.93 0.84 

9 Without Distance to drainages 0.83 0.91 0.88 0.77 

10 Without Distance to fault 0.86 0.91 0.91 0.82 

11 Without Geology formation 0.86 0.91 0.91 0.84 

12 Without Land cover 0.86 0.91 0.91 0.82 

13 Without NDVI 0.86 0.93 0.93 0.84 

14 Without Distance to roads 0.82 0.89 0.85 0.73 

 

6. Discussion and Conclusions 

Landslide susceptibility can be assessed from different methods based on GIS technology. Especially 
in the last years, many research papers were published to solve deficiencies and difficulties in the 
assessment of susceptibility. It should be aimed that the procedure for preparing landslide susceptibility 
maps must be as simple and accurate as possible. In this study, we investigated the potential application 
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of two-class SVM to predict the potential distribution of landslides in natural terrain located on the Ilam 
dam watershed of Iran. Fourteen landslide conditioning factors (slope gradient, slope aspect, slope 
length, topographic wetness index (TWI), Stream Power Index (SPI), plan curvature, profile curvature, 
distance from drainage, surface material, distance to fault, land cover/land use, distance to road and 
NDVI were employed) were used in this analysis. The landslide inventory with 45 landslide-polygons 
that occurred during the last ten years was used. 75% of the landslide inventory was used for building 
susceptibility models, whereas the remaining 25% was used for validating and assessing the prediction 
capability of the models. Four kernel functions were included in the analysis, LN RBF, PL, and SIG. 
Four landslide susceptibility maps were constructed. The landslide susceptibility maps were validated 
and compared using the success-rate and the prediction-rate methods. The largest area under the success-
rate curve (AUC) is for the SVM-RBF (0.983), followed by SVM-PL (0.957), SVM-LN (0.965), and 
SVM-SIG (0.902). It indicates that SVM-RBF and SVM-PL have better goodness of fit to the training 
data. The highest area under the prediction-rate curve (AUC) is for SVM-RBF (0.946) and SVM-PL 
(0.931), followed by SVM-LN (0.912), SVM-SIG (0.871). The reliability of the four susceptibility 
models was assessed using Cohen’s Kappa index (κ). κ values are 0.93, 0.91 for SVM-RBF, SVM-PL 
respectively, indicating almost perfect agreement. Whereas κ values for SVM-LN, SVM-SIG is 0.87, 
and 0.84 indicating that the strength of agreement between the observed and predicted values are 
substantial. The findings of this study agree with Pourghasemi et al., 2013c who states that SVM-RBF 
and SVM-PL possess slightly better prediction efficiency than other kernel function. 

Moreover, the influences of factors on the landslide susceptibility map were evaluated by using 
Cohen’s kappa index of the model. Although all factors used in this study have positive influences on 
landslide susceptibility analysis the result showed that the distance to roads, distance to drainages and 
plan curvature are the most important causative factors in landslide occurrence. Similarly, the results 
also agree with Zhao and Zhao, 2021; who concluded distance to roads, rivers, and topography have 
positive effect on landslide occurrence. 

 In a conclusion, the results show that SVM together with GIS is a powerful tool for landslide 
susceptibility mapping. These maps can be very useful for natural hazards assessment and land use 
planning. The findings of this study are comparable to those obtained in other studies, such as Brenning, 
2005; Yao et al, 2008; Yilmaz, 2010; Marjanovic et al, 2011; Ballabio and Sterlacchini, 2012; 
Pourghasemi et al., 2013c. In summary, SVM has a significant advantage when compared to other 
algorithms: the uniqueness of the solution (Pourghasemi et al., 2020). However, the SVM does not offer 
many choices for controlling values, neither does it directly provide probability and statistics estimates 
in the results and procedure, as it is a non-parametric technique. 

Additionally, as the reservoir of the dam in this study is located in the landslide susceptibility, risk, 
and management zone of very high, the damages caused by the occurrence of this phenomenon in this 
region (reservoir) including filling of the reservoir by sediments transported by landslides, damages to 
the body and weir of dam and condition of the downstream watershed have to be studied and estimated 
in detail. Finally, we recommend using other landslide susceptibility zoning models with other 
predisposing factors such as soil depth and type, soil moisture along the present research parameters 
(through different classification such as physically-based models). Applying risk assessment algorithms 
and landslide management, as well as the present numerical models, are also advised. 
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