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Abstract–Cyber-physical systems rely heavily on the functionality of sensors and actuators to 
operate effectively. Sensors transfer measurements from the physical part to the control and cyber 
part and while actuators that play the role of applying control signals to the physical part. The 
placement of sensors and actuators is an important issue for ensuring system’s observability and 
controllability. This placement should be done in way that the system remains controllable and 
observable with fewest number of sensors and actuators.. Minimizing the number of sensors and 
actuators has a significant effect on cost and energy reduction. In this study, a new approach is 
introduced based on the existing paths and non-existent paths between the states of a system. In 
the proposed approach, the non-existent paths are defined as infinite paths. The best nodes are 
selected as the location of sensors and actuators based on the infinite paths and their numbers.The 
numerical simulations illustrate that the Infinite Value Algorithm has performed better in the 
placements in this way that it has consumed the unique solution in less time compared the Genetic 
Algorithms. 
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1. Introduction 
 

Cyber-physical systems (CPSs) integrate physical 
components with cyber capabilities, revolutionizing 
industries like electrical infrastructure and communication 
systems, to create a networked environment [1]. These 
systems also incorporate the concept of system dynamics, 
which means that physics and dynamics are intertwined. 
CPSs and networks form a pervasive computing platform 
that underlies many modern technologies. They are created 
by integrating and interconnecting physical equipment and 
systems from an engineering perspective and different 
algorithms, enabling them to influence each other. Since 
CPSs aim to control the dynamics of physical systems, they 
can be considered dynamic systems. Examples include 
medical devices [2, 3], communication peripherals [4], 
intelligent vehicles [5], transportation networks [6, 7], 

power generation networks [8, 9], and water distribution 
systems [10]. CPS is closely related to buzzwords such as 
the Internet of Things, Industry 4.0, Industrial Internet, and 
Machine-to-Machine. All of these reflect a vision of 
modern technology that connects the physical world with 
the world of information. 

Graph-based algorithms can be used to analyze and 
model switched-mode systems [11]. A recent study 
proposed a new approach using graphs to model switching 
dynamical systems, capturing interactions between objects, 
and learning both intra-object and inter-object mode-
switching behavior. This method has been successfully 
applied to model various real-world systems, from crowds 
of people to groups of immune cells and swarms. 
Additionally, graph models are gaining popularity in 
various fields such as social networks, knowledge graphs, 
and protein-protein interaction networks. Furthermore, a 
recent work explores the potential of graph models in the 
biomedical field and introduces a new framework for 
creating medical records as graphs while maintaining 
privacy [12]. 

 
1.1 CPS Challenges 

 
 CPSs pose numerous challenges, with modeling being 
the most crucial. Modeling helps to analyze how a system 
works, determine necessary criteria, and tackle other 
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challenges confidently [13]. Other challenges include 
ensuring security, managing complexity, scalability, 
integration, and resilience of the system, which become 
more critical as the dimensions and size of the systems 
increase [14-18]. Another challenge is observability and 
controllability, which has recently gained attention from 
researchers. Observability and controllability allow for 
establishing a connection between the physical and cyber 
parts of the system through a series of equipment. 
 To address this challenge and control and observe a CPS, 
sensors and actuators must be placed correctly. Leitold and 
his colleagues have proposed an approach based on Tarjan's 
algorithm, which locates sensors by finding strongly 
connected components (SCC) in the system's graph. 
However, this approach has four significant flaws. Firstly, 
finding SCCs differs depending on the starting location of 
the algorithm. Secondly, the location of sensors in SCCs is 
not unique. Thirdly, the number of sensors is more than 
required for system observability. Finally, this approach is 
only used for placing sensors [19]. 
 Using optimization algorithms such as the Genetic 
Algorithms (GAs) is another way to place sensors and 
actuators. However, these algorithms require defining the 
cost function and necessary conditions for execution, 
leading to many iterations that take a lot of time to execute. 
Additionally, the final answer is not unique for large 
systems. Moreover, these algorithms must be executed 
twice and separately for the placement of sensors and 
actuators, further complicating the placement process and 
increasing execution time [20, 21]. 
 
1.2Motivation and Contribution 

 
 The presented approach utilizes a graph-based method 
that leverages the system's structural model and adjacency 
matrix to identify both existing and non-existing paths 
between system states. While previous methods have 
limitations, the Infinite Value Algorithm (IVA) addresses 
these issues. The IVA offers several advancements, such as: 

i. The simultaneous placement of sensors and 
actuators 

ii. Achieving observability and controllability with a 
minimal number of sensors and actuators 

iii. Unique results for sensor and actuator placement 
iv. Significantly short time to reach the answers 

 
1.3Paper Structure 

 
 To provide context for the proposed approach, Section 2 

defines key concepts and terms used in the research, 
including state space model (SSM) and its two sets of 
equations: state equations and output equations. Section 3 
outlines the proposed approach and provides pseudocode 
for its implementation. To improve the approach's 
effectiveness, Section 4 briefly discusses the use of GAs 
and related settings. To evaluate the effectiveness of the 
proposed approach, Section 5 presents simulations of two 
systems with 10 and 100 states, created using Erdős–Rényi 
random graphs. These simulations are evaluated by IVA and 
GAs, highlighting the advantages of IVA over previous 
methods. Finally, Section 6 presents conclusions based on 
the simulations. 
 

2. Preliminaries 
 

2.1 State Space Model 

 
 A SSM is a method for describing the behavior of a 
dynamic system using variables known as states. These 
states represent the internal state of the system, even if they 
cannot be observed directly, but can be inferred from 
available measurements. SSM consists of two sets of 
equations: state equations and output equations. 
 State equations illustrate how states change over time 
and are often expressed as first-order differential equations. 
They can be represented using matrices and vectors. For a 
linear time-invariant system with n state variables and m 
inputs, the state equations can be expressed as: 

(1) x� �t� = � x�t� + 
 u�t� 

whereA with � × � dimensions and B with � × � 
dimensions are state matrix and output matrix, respectively. 
Vector �  with dimensions � × 1 , �  with dimensions � × 1  and ��  with dimensions � × 1  are respectively 
referred to as state vector, input vector, and state vector 
derivative. 
 Output equations describe the relationship between 
observed system outputs and states. They specify how 
states and inputs affect outputs and are usually presented as 
algebraic equations. Assuming that the system has p outputs, 
the output equations can be written in the form: 

(2) ���� = ����� + ����� 

whereC with dimensions � × � and D with dimensions � × �  are the output matrix and transmission matrix, 
respectively [22, 23]. 
 

2.2Graph Theory 
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Graph theory is a significant branch of mathematics that 

deals with graphs and mathematical structures used to 
represent relationships between objects. This theory has 
wide applications for modeling distributed systems, large-
scale systems, and multi-agent systems. Graph theory 
focuses on researching the structure and properties of 
graphs, including their connectivity, and developing 
algorithms to solve computational problems related to 
graphs. In recent years, graph theory has become 
increasingly important in the analysis of complex networks, 
such as social media platforms and biological networks. In 
general, graph theory is a valuable tool that presents the 
analysis of complex systems along with the characteristics 
of dynamic systems in a simpler and more comprehensible 
way. Since the stability of CPSs is of great importance, two 
concepts of controllability and visibility are defined for 
systems [24, 25]. 

In a graph, there are two main components: nodes 
(vertices) and edges. Nodes represent objects or entities, 
while edges represent connections between them. The 
mathematical notation of a graph is defined as: 

(3)  � = �N, E� �N ≔ NodesE ≔ Edges " 
A directed graph � is a graph whose edges define the 

connection between nodes one-way. In the sense that if 
there is an edge from node # to node$, it does not mean 
that there is an edge from node $ to node  #. 

 

  
)a( 

  
)b( 

Fig. 1.(a) Undirected graph, (b) Directed Graph or digraph 

 
 A path is a sequence of connected edges that allows one 
to move from one node to another in a graph. The length of 
a path is determined by the number of edges it covers. A 
simple path does not repeat vertices or edges, except for the 
initial and final vertices. In Fig. 1(a), the path is formed by 
two edges. Figure 2 shows a path between 4 nodes, from 
node 1 to node 4 with three edges. 
 

 
Fig. 2.A directed path with 4 nodes 

2.3Adjacency Matrix 

 
 Each graph is drawn with a matrix called adjacency 
matrix. This matrix shows the relationship between the 
states of a CPS and is a square matrix whose dimensions 
are equal to the number of states or system nodes [26-28]. 
 The adjacency matrix denoted by % in (4) is an� × � 
matrix where each row and column corresponds to a vertex. 
The value of &'( in the matrix indicates whether there is an 

edge between vertices # and $. For a directed graph, if 
there is a directed edge from node i to node j, then &'( has 

a value of one. If there is no directed edge from vertex # to 
vertex $, &'( is set to zero. It is important to note that the 

diagonal entry &''  in the adjacency matrix indicates 
whether there is a self-loop at node # or not. It can be set 
to a specified value if self-loops are allowed, or zero 
otherwise. 

(4)  % = )&** &*+ ⋯ &*-&+* &++ ⋯ &+-⋮ ⋮ ⋱ ⋮&-* &-+ ⋯ &--
0 

 The transpose of the adjacency matrix represents the 
state matrix of the system in the state space model as 
follows: 

(5)  % = �1 

 
2.4Controllability and Observability 

 
 Studying the observability and controllability of systems 
is one of the main applications of graph theory. For this 
purpose, a graph refers to the desired system in which the 
vertices correspond to the states, inputs, and outputs, and 
the edges express the relationships between the vertices. 
The graph can be assumed to be directed and weighted or 
without them, and the characteristics of dynamic systems 
can be informed using adjacency matrices. The main pillars 
of the systems are observability and controllability. By 
examining these two criteria, sensors and actuators can be 
placed in the systems [29, 30]. 
 One of the widely used methods in evaluating the 
controllability and observability of CPSs is the use of 
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observability and controllability matrices and the Kalman 
rank check. Equations (6) and (7) show these matrices and 
the Kalman rank check of the system. 

(6)  2 = 3
 �
 �+
 ⋯ �-4*
5 
(7)  6 =

788
89 �����+⋮��-4*:;;

;< 
 A necessary and sufficient condition for a CPS to be 
controllable and observable is that the rank of the 
controllability matrix 2 and the observability matrix 6 is 
equal to the number of states of the system, i.e. the 
dimensions of the state matrix A or the adjacency matrix %. These conditions ensure that any state variable can be 
affected by appropriate choices of input and output vectors. 
 However,structuralcontrollability and observability occur 
based on the direction of the edges. In structural 
controllability, if an actuator is placed on a node that is 
connected to another node by a directed edge (output edge), 
both nodes are controlled. This process also transpires for 
observability with the input edge. 
 
2.5 Structured Model of CPS 

 
 As mentioned earlier, modeling is one of the important 
challenges of CPS. Structural modeling is a new approach 
that has been used in recent years. The basic concept of the 
structured model is to store non-zero information in the 
state space matrices of the system. Zeros remain and non-
zero entries are replaced by free parameters. Therefore, the 
state space matrices of the system as well as the adjacency 
matrix have only zero and one members. A system with this 
feature is known as a structured system, and in this way, 
modeling is called a structured model [31, 32]. 
 This construct consists of several components, including 
certain zero-valued variables that do not have a direct effect 
on other variables. Some inputs, such as one, are constant 
and can help extract state variables effortlessly from other 
variables. In addition, the inputs that interact and 
communicate with each other are dependent on each other 
based on the definition of system parameters through 
algebraic equations. The symbol%, which was previously 
used to represent the adjacency matrix, is also used as a 
structured model in the form of zeros and ones: 

(8)  &'' , &'( ∶= 0 or 1  
 To build a structuredmodel, you can create a directed 

graph with nodes that represent variables. These nodes 
include input nodes, state variables, and output nodes. If 
there are non-zero parameters for these variables in the state 
space equations, the associated nodes are connected by an 
edge. 
 By combining the techniques of structuredmodeling and 
graph theory, one can benefit from several advantages. First, 
for the extraction of additional structured knowledge by 
analyzing physical laws and decomposing the overall 
system into subsystems. Second, it provides the advantage 
of creating a clear visual representation of the 
structure,which is easier to understand. Third, it enables the 
possible of examine features that are purely structurally 
relevant without considering unknown parameter values. 
Typically, these unknown parameters refer to physical 
parameters in functions. Finally, it minimizes the 
computational load, making CPS manageable, especially 
for large systems. 
 

3. ProposedApproach: Infinite Value Algorithm 

 
This algorithm is defined based on edges and paths 

between nodes so that the system becomes observable with 
the fewest number of sensors and controllable with the 
fewest number of actuators. In fact, in graph �, a graph 
built based on the adjacency matrix, the #-th node with a 
directed edge has a path to the $-th node, by placing a 
sensor on the $ -th node, both nodes can be viewed 
structurally. By examining the Kalman rank of the system 
confirms the correctness of this concept. The same concept 
is realized in the �  graph transpose, i.e. the graph 
implemented based on the system state matrix, for system 
actuators and structural controllability. The IVA is named 
for the way it works, which treats the number of non-
existent paths between nodes as an infinite value. 

 

Algorithm 1.Shortest Path 

ShortestPath(): 
Require:&@$ 
Ensure: Sorted nodes paths 
1.foreach nodedo 
2.     F� ← totalPath�&@$� 3.     JKL�M#�#�N ←   infPath�F�� 4. end for 5. FKT�JKL�M ←  Sort�JKL�M#�#�N� UVWXUY: FKT�JKL�M 

 
The way IVA works is that it first determines the shortest 

paths between each node and other nodes. If a node is not 
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connected to another node, it means that there is no input 
edge in the sensor placement and no output edge to that 
node in the actuator placement. In this algorithm, non-
existent paths are specified with infinite value. After 
determining the shortest paths, the number of infinite paths 
is estimated and sorted in ascending order based on the 
node number. Then, if a node has no infinite path, that node 
is known as the sensor and operator location. If the number 
of nodes with zero infinite paths is more than one, then the 
node with the highest number of paths with the rest of the 
nodes is selected. If the minimum number of infinite paths 
is not zero, the same number of sensors and actuators are 
added. 

 

Algorithm 2.Infinite Value Algorithm 

Require:&@$ 
Ensure: @T#[NTJK@NF, \N�FKTJK@NF 
1. 3JKJK@NF, JK]@^NF5 ← findNum �&@$� 
2. Call ShortestPath(&@$) 
3. @T#[NTJKL�M ← FKT�JKL�M�1� 
4. while @T#[NTJKL�M = 0 do 
5.foreach nodedo 
6.if#th node hasn’t path to $th node then 7.foreach nodedo 8.ifath node has path to $th nodethen 9. JKc&�ℎeKL�M ←                                            3a, FℎKT�NF�c&�ℎ�a, $�5 10.end if 11.        end for 12.                      foreach nodedo 13.        ifath node hasn’t path to $th nodethen 14.         JKc&�ℎeKL�M ←                                            3$, FℎKT�NF�c&�ℎ�$, $�5 
15. end if 
16.end for 
17.foreach JKc&�ℎeKL�Mdo 
18. gNF�hT#[NT ← 
selectBest(JKc&�ℎeKL�M) 
19.�#�L�M ← selectMinInf(gNF�hT#[NT) 
20.end for 
21.Set new @T#[NTJK@NF from �#�L�M 
22.end if 
23.end for 
24.           @T#[NTJKL�M ← @T#[NTJKL�M − 1 19. VYj klmnV 20.The same process is done for sensor placement UVWXUY: @T#[NTJK@NF, \N�FKTJK@NF 

 

 Equation (9) expresses the number of sensors and 
actuators based on infinite paths. If the number of infinite 
paths is non-zero in the lowest case, you should consider 
the paths between the nodes. If the first node and other 
sensor nodes are specified, the path between them should 
be checked, and if there is a round edge path between two 
nodes, choosing one of them is sufficient for the system's 
observability.This procedure is also true for the actuator 
placement. 

(9) if o number of ∞ = 0 ⇒ Number of sensors or actuators = 1 number of ∞ = a ⇒ Maximum number of sensors or actuators = a + 1 " 
 The main issue in sensor and actuator placement is 
determining what it means to minimize a matrix-valued 
function. Doubtlessly, the suitability of a sensor and 
actuator configuration depends on the evaluation criteria. 
Within the literature, various cost functions have been 
proposed, including maximizing the trace, the determinant, 
the rank, or the minimum eigenvalue of the observability 
and its dual, the controllability Gramian. For example, the 
authors in [33-36] used the observability Gramian and its 
dual, the controllability Gramian for sensor and actuator 
placement. More precisely, the observability of a 
deterministic linear system is given by the observability 
Gramian, which is defined as: 

(10) Ww = x N�yz�1�N�zz{
z| @� 

 It is proven that maximizing the observability Gramian 
will in some sense minimize the estimation error. Generally, 
the calculation of Gramian is computationally intractable. 
One intuitive way to handle this issue is to assume that 

systems are stable. The state transition matrix N�z 
comprises decaying exponentials for stable systems, so a 
finite positive definite limit of the observability Gramian 
always exists and can be calculated by solving a Lyapunov 
equation in (11). 

(11) �1W} + �1� +  W}� = 0 

 However, this assumption restricts the applicability of 
these methods only for stable systems. In this light, we use 
the Kalman rank-check-based criterion to minimize for 
considering both stable and unstable linear systems. 
 

4. Genetic Algorithm 

 
A genetic algorithm is an evolutionary algorithm that is 

formulated based on biological methods such as mutation, 
inheritance, selection principles, etc. Figure 3 shows the 
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flowchart related to GA. This algorithm is used for 
prediction and mathematical modeling. Designed to 
replicate specific natural evolutionary processes, GA has 
become a highly effective stochastic search technique that 
relies on the principles of natural selection and genetics. A 
GA starts with a set of arbitrary solutions called a 
population, where each individual is coded as a 
chromosome that proposes a solution to the problem. These 
chromosomes evolve through several iterations or 
generations. During each generation, chromosomes are 
evaluated based on specific fitness criteria. As the process 
proceeds over several generations, the algorithm converges 
to the best chromosome, which represents the optimal 
solution [37]. 

 
Fig. 3.A simple flowchart of GA 

  

(12) Cost = observability or controllability 

The cost function considered for GA is system 
observability and controllability, which are performed in 
two separate steps.In (12) cost functions related to sensor 
and actuator placement are defined.Chromosome coding is 
binary and the number of genes is equal to the number of 
system states. The probability of crossoverand 
mutationequals 60% and 20%, respectively. The selection 
function is "TournamentSelection" and the population 
equals 25 individuals. The stop condition is defined as the 
number of executions equal to 200 iterations. 

(13) 

Minimize: Cost =  Not����  +  cN�&��� �� = Obsrvability or Controllability 
cN�&��� =  Number of \N�FKTFNumber of \�&�N  

 Another change has been made in the GA condition and 
cost function so that the number of sensors and actuators 
can be minimized. It can be seen in (13) cost functions and 
theirs conditions. However, the stopping condition this time 
is finding the minimum number of sensors and actuators to 
guarantee observability and controllability. 
 

5. Simulation and Analysis 

 
 In this section, for 10-state and 100-state systems, the 
directed Erdős–Rényirandom graph model is used to 
compare IVA and GA. We have followed the approach 
presented in [38] to produce random directed graphs. All 
simulations and results are done in MATLAB software1.The 
GA has been executed 10 times in such a way as to confirm 
the controllability and observability of the system. 
 
5.1 The 10-state System 

 
 The first simulation is a system with 10 nodes, or a 
system that has 10 states in its state space model. The nodes 
or states of the 10-state system and their connections are 
expressed based on the adjacency matrix (14). 
 

(14)  % =
78
888
888
890 0 0 0 0 0 0 1 0 01 0 0 0 0 0 0 0 0 00 0 0 1 0 0 0 0 0 10 0 0 0 0 0 0 0 1 00 0 0 1 0 0 0 1 0 10 0 0 0 0 0 0 1 0 00 0 1 0 0 0 0 0 0 10 1 0 0 0 0 0 0 0 01 0 0 0 1 0 1 0 0 00 0 0 1 0 0 0 0 0 0:;

;;;
;;;
;<
 

 As noted earlier, from the adjacency matrix, it can be 
understood that each node has an output edge and an input 
edge. Therefore, according to (14), the graph of the system 
can be drawn and its connections can be observed. Figure 4 
shows the graph associated with this 10 × 10 adjacency 
matrix, where blue circles refer to nodes and black arrows 
refer to edges. 

                                                           
1 System info: Core(TM) i3 CPU, M370 @ 2.40GHz, 

RAM 4.00 GB 
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GA���4��� and GA���4��� refer to sensor placement and 
actuator placement by GA along with (13). As can be seen, 
the running times of GA}�  and GA��� each alone are 
significantly different from IVA. However, Fig. 6 shows the 
execution time of GA}� and GA���as the total execution 
time of sensor placement and actuator placement. Based on 
this figure, it can be seen that the execution time of GAs is 
very different from the execution time of the proposed IVA. 
 Figure 7 and Fig. 8 respectively show the output results 
of the algorithms during 10 separate runs for sensor and 
actuator placements. The IVA had a unique answer, while 
the GA_oc and GA_min had different answers in the output. 
As mentioned earlier, one of the disadvantages of GA is the 
creation of the cost function and its necessary conditions. 
This has caused the failure to define the necessary 
conditions for sensor and actuator placement, resulting lack 
of a unique output. In addition, in Fig. 8, the performance 
of GA}� in the ninth run is specified and it has selected one 
more actuator that is not minimized. 
 

 
Fig. 5.Comparison of execution time of IVA and two separate cost 

functions ofGA}� and GA��� for sensor and actuator in 10-state system 

 

 
Fig. 6.Comparison of execution time of IVA, GA}� and GA��� for sensor 

and actuator placement in 10-state system 
  

 
Fig. 7.Comparsionof sensorplacements in 10- state system 

 

 Table 4 clearly compares the performance of these three 
algorithms for placements. As can be seen, if the number of 
sensors and actuators is considered almost equal, their 
execution time is very defferent. Approximately, the 
execution time of GA}�was 100 times and the execution 
time of GA���was 150 times that of IVA. 

 
Fig. 8.Comparsionof actuatorplacements in 10- state system 

 
Table 4.Compare algorithm results in 10-state system IVA GA��� GA}�  1 1 1 Avg. Number of Sensors 2 2 2.1 Avg. Number of Actuators 0.048 3.684 2.122 Sensors 

Avg. Execution Time 3.624 2.558 Actuators 0.048 7.308 4.680 Avg. Total Execution Time 

 
5.3The 100-state System 

 
 Now a larger system with 100 nodes or states is 
considered, on which the same processes as before are 
performed. The related graph is shown in Fig. 9. Now, 
using the tables related to IVA, you can start placing the 
sensor and actuator. The calculation of the shortest existing 
paths and non-existing paths or infinite paths between 
nodes is done in the first step and can be seen in Table 5. 
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Fig. 12.Sensor and actuator placements in 100- state system by IVA 

 
 Figure 12 is related to the placement of the sensor and 
actuator in IVA, which can be observed and controlled by 
checking the Kalman rank of this 100-state system with 5 
sensors and 2 actuators. Additionally, Fig. 13 displays the 
number of sensors and actuators in this system for 10 
different runs of GA}�. It is evident that the minimization 
of the number of sensors and actuators did not occur in this 
method. Furthermore, Fig. 14 illustrates the sensor and 
actuator placement by GA���. However, this algorithm was 
unable to minimize the number of sensors in its fifth run 
within 200 iterations. 
 

 
Fig. 13.Number of Sensors and actuators in 100- state system by GA}� 

 
Fig. 14.Sensor and actuator placements in 100- state system by GA��� 

 
 Another comparison between the algorithms for the 100-

state system is shown in Table 8. Here, the GA}�considers a 
very large number of nodes for sensors and actuators, while 
in GA���and IVA, their number is very small. On the other 
hand, the difference in execution time of GAs has been 
significantly higher than IVA. The total execution time of GA���was more than 1.5 times that of GA}�and more than 
50 times that of IVA. Also, the total execution time of GA}�was more than 30 times that of IVA. 
 

Table 8.Results of proposed algotithm for 100-state system IVA GA��� GA}�  5 5.1 36.30 Avg. Number of Sensors 2 2 38.60 Avg. Number of Actuators 4.783 229.668 115.828 Sensors 
Avg. Execution Time 38.154 28.136 Actuators 4.783 267.822 143.964 Total Avg.Execution Time 

 

5. Conclusion 

 
In this study, a new approach introduced,which 

simultaneously and in parallel advances the placement of 
sensors and actuators. This graph-based algorithm is based 
on the paths between nodes, particularly the paths that are 
introduced as infinite paths. After addressing the basic and 
necessary definitions, IVA is presented and a comparison 
with GAs has been made in the placements to evaluate it. 
Additionally, two methods have been used for GA, one of 
which only works with system controllability and 
observability as GA}� , and the other determines the 
minimum number of sensors and actuators required to 
obtain controllability and observability as GA���. 

The simulation results indicate three main and 
fundamental advantages of the IVA algorithm, which can be 
an important reason for its use. The most important factor 
in IVA is the simultaneous sensor and actuator placement. 
This process prevents the algorithm from repeating itself 
and both placements occur with a single execution. This is 
done separately in the GA optimization algorithms. Another 
advantage is that IVA guarantees the uniqueness of the 
solution, while GA���, although it is designed to find the 
minimum value, was not able to minimize in 200 iterations. 
The third benefitof IVA is the much lower execution time 
compared to GAs.The aforementioned advantages have 
been shown in simulations related to 10-state and 100-state 
systems. However, execution time will take a significant 
amount in large-scale systems, and the time difference 
between these two algorithms (i.e. the proposed one and 
GAs) will be more visible. In general, IVA as a graph-based 
method has performed better than GAsas optimization-
based method and can be a suitable option for sensor and 
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actuator placement. 
In future research, there will be a focus on combining 

IVA and centrality measures for placements. This will be 
particularly useful when infinite paths in IVA are equal, as 
the use of centrality measures will allow for more efficient 
selection of placement candidates. Additionally, important 
real systems will be studied to determine the impact of 
various factors and to assess the effectiveness of the 
proposed algorithm. Furthermore, future work should 
extend the proposed methodology to incorporate more 
sophisticated models. In particular, we optimized sensor 
and actuator placement with the assumption that the 
understudied models are linear time invariant systems. 
However, real-world systems are often influenced by time 
varying and nonlinear processes. Neglecting these 
dynamics may impair the optimality of the sensor and 
actuator placement. Further work should also investigate 
ways to extend our proposed sensor and actuator placement 
algorithm to time-varying and nonlinear systems. 
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