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Abstract–Software Reliability (SR) is a key non-operational feature measured when evaluating 
software quality. To enhance this feature, it is important to detect failures and mitigate them in the 
testing phase. SR can be increased by identifying and removing this failure from the defect data. 
The existing literature consists of many models/methods applicable to measuring SR, including the 
SR Growth Models (SRGMs). Generally, SRGMs are in two main types: parametric and non-
parametric. As these models are diverse, when applying to a certain problem, the particular 
requirements and conditions of that problem should be taken into account. The current paper 
explains the fundamental concepts of reliability, then reviews the Parametric SR Growth Models 
(PSRGMs) and evaluates various approaches already proposed in this domain. In addition, this 
study investigates the SRGMs compatibility by means of a novel Parallel Real-valued Genetic 
Algorithm (PRGA)-based method. The results achieved under a variety of conditions for each 
model showed the extent of compatibility with GA. 

 
Keywords: SR Growth Model; Software Reliability; Genetic Algorithm; Compatibility. 

 
 
 

1. Introduction 
 

Regarding software quality, a non-functional 
requirement that should be taken into consideration is 
software reliability (SR). By definition, SR refers to the 
extent to which a computer program can execute a failure-
free operation within a particular environment and during a 
specific time. Reliability function, �(�) , refers to the 
probability of non-failure during the time (0, �],which could 
be represented as: �(�) = 
[�(�) = 0] [1].SR plays an 
important role when a software development team is 
making decisions about the development of software[2]. 
Such significance of SR has caused many scholars to 
propose different models for the estimation of this feature. 
The models developed in this regard could be classified into 
four groups: 1) time between failure models, 2) fault 
seeding models, 3) failure or fault count models, and 4) 
input-domain-based models [3, 4]. In this domain, ‘failure’ 
is defined as a software error or defect brought about by 
designer or programmer’s mental error. A mental error can 
lead to a source code error. Any error in software can result 

in the crash of software under particular conditions in the 
course of the software operation[5]. Such situation can lead 
to a number of failures. Assume that Si is the software 

failure’s random variable at the�� time( = 1,2,3, … ). In 
such condition, �� = �� − ����, ( = 1,2,3, … ); �� = 0 is 
a random variable that is the time interval between ( − 1)�� and ��  software failure. The conditional 

probability of non-occurrence of the �� software failure in 

the interval (�, � + �], (� ≥ 0) provided that the ( − 1)�� 
software failure occurred at time t is as represented in Eq. 
(1): 
 �(�|�) = 
 �� > �|���� = �" = exp[− &(� + �) − &(�)"] , � ≥ 0, � ≥ 0        (1)  

 

Software failure according to an input value and 
concerning specifications results in wrong output. Figure 1 
depicts the way a software fault happened due to a 
particular input results in software failure [6]. 
 

 
Fig. 1.Software fault and software failure 
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lim∆�→� 
(� < ) * � + ∆�) (5) 
 
This equation stands the probability of failure time 

between the operation time � and the subsequent operation 
time� + ∆�. Assume that a new system exists, which has 
been tested successfully and is working well at time� =  0. 
Any increase in the time interval reduces the probability of 
system’s success. Reliability is in fact a function of the time 
interval; initially, the system’s operation is executed with 
the probability of 1, which eventually lowers down to the 
probability of0 .Thus,�(∞) = 0 , which means that the 
probability that a system succeeds in an infinite time 
interval is 0. For instance, in case of a system in the last 24 
h, its reliability may equal 0.98. However, we cannot 
consider the system’s reliability generally as 0.98 since the 
time interval is not defined. 
 
2.2 Models for the estimation of software reliability 

 

In the testing or execution phases of software, 
estimation methods are employed where there is failure 
information. In addition to testability, the software must 
have touched a level of maturity and had no need for any 
significant changes. The literature comprises numerous 
models developed for the SR prediction. Considering some 
common features, the models could be categorized mainly 
into four categories: 1) Time-between failure models: these 
models evaluate the reliability of a system through the 
estimation of the time between failures; 2) Failure or Fault 
count models: they operate based on the number of bugs 
existing in the time interval; 3) Fault seeding models: they 
predict the number of injection faults following the test 
operation through knowing the injection defects value; and 
4) Input-domain-based models: these models attain random 
test cases in the validation phase from the operational 
profile inputs, then estimate the reliability of the system 
with the number of failures [4]. In this process, they divide 
the input space into a number of discrete classes, then 
assign a probability to each class depending on its chance 
for being chosen[16].LSE and MLE, described below, are 
among the most popular methods used widely by 
researchers for the estimation of reliability parameters. 

LSE, which is known as a widely-used numerical 
method, estimates the parameters of a statistical model 
which minimizes the residual sum of squares between the 
expected data and the actual data. For instance, the residual 
sum of squares between the actual data and the expected 
data from a function ,(�)with two parameters a and b is 
calculated using Eq. (6)[17]: 

 

9(:, ;) = < (=� − ,(��))>?
(�@�)  (6) 

 
 When the differential value of 9(:, ;) , for instance, A(B(C,D))AC  and 

A(B(C,D))AD  is near zero, the estimated values : 
and ;are considered the best solutions. 

MLE, which is also an extensively-used numerical 
method, estimates the parameters of the statistical model 
which maximizes the value of the likelihood function. To 
implement MLE, there is a need for specifying a likelihood 
function from the statistical model. For instance, the 
probability function of a function,(�)with two parameters 
a and b is calculated using Eq. (7)[18, 19]: 

 

E(:, ;|��, … , �?) = F ,(��|:, ;)?
�@�  (7) 

 
MLE determines the best numerical values of the model 

parameters that match the failure data. This method 
comprises two types of common failure data: failure time 
and the number of failures. The failure time, ) , is 
represented as a vector of failure times, as given in Eq. (8): 
 ) =< ��, �>, … , �? > (8) 
 
 where n stands for the number of observed failures. The 
number of failures is given in Eq. (9): 
 ) =  (��, G�), (�>, G>), … , (�?, G?)" (9) 
 

where �� denotes the end of the �� time interval, 
andG�stands for the number of errors detected in the�� time 
interval. 
 
2.3 Test Effort Function (TEF) 

 
Test Effort Function (TEF) is capable of describing the 

change in SR over time. SR generally much deals with the 
amount of effort for the identification and correction of 
software errors[20].TEFs have been offered in the literature 
in different types such as logistic, logistic generalization, 
and Weibull (see Table 1). TEFs are typically implemented 
based on consumption resources, e.g., human resources 
(person-hours), processor time, and number of test cases, in 
order to enhance the diagnosis efficiency of software. 

In Table 1, H(�)stands for the cumulative effort test in 
the interval(0, �], ,(�)denotes the learning function, and I(�) signifies the growth rate function of the test effort at 
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time �. Weibull suffers from a hasty growth problem in 
software development, which is not suitable to describing 
S-Shaped growth trends.H(0)in Logistic-TEF does not 
equal 0 at time � = 0, which is not true in real conditions. 
In addition, Chatterjee’s drawback is its high time 
complexity[21].In the methods introduced in the current 
paper, the Weibull curve and exponential Weibull effort 
functions are used. 
 

Table 1.Test effort functions 
 

TEFs W(t) 

Exponential �(1 − exp(−J�)) 
Generalized exponential �(1 − exp(−J�))K 

Weibull curve �(1 − exp(−J�L)) 
Exponential Weibull �(1 − exp(−J�L))K 

Logistic �1 + M exp (−J�) 
Generalization logistic �N1 + M exp (−GO�)P  

Log-logistic �(;�)Q1 + (;�)Q 
Chatterjee I(�) = HR(�) = G(,(�))S 

 
2.4 Software Reliability Growth Models 

 
Software Reliability Growth Models (SRGMs) 

essentially estimate SR by the detection of defects in the 
testing phase. These extensively-used mathematical models 
are able to not only monitor, estimate, and evaluate SR, but 
also predict a software product’s release time [22]. SRGMs 
comprise different parameters, e.g., the defect detection rate 
or the total number of defects present. In these models, the 
software’s failure behavior is based on time; as a result, by 
moving into the future and executing tests and bugs, 
reliability could rise. This, in turn, could result in a decrease 
in the number of remaining failures or the time interval 
failures. The reason is that in SRGMs, the number of 
remaining errors reduces over time [11]. A statistical review 
of the literature shows that amongst all the models already 
proposed for the SR modeling purposes, SRGMs are the 
most-cited models. As the majority of the studies carried 
out in this domain have been devoted to themselves, this 
category of models is particular[10]. Eight types of SRGMs 
are employed in the present paper. Table 2 shows the names 
of the models and references. The parameters and symbols 
used in this table are defined as follows: 

m(t),which denotes the failure detection phenomenon, is 
modeled with the mean value function. This shows the 
number of failures that are expected to occur in time (0, �][1]. 

Type, which indicates the chart type of model, can be 

either S-Shape or Concave signified S and C, respectively. 
For the mean value function, each model has a different 

combination of symbols and parameters, which are 
presented as follow: :, total number of expected failures. ;, scaling parameter for failure detection rate. T, a constant parameter of an exponential distribution. ∅, test failure detection rate. V, constant parameter in logistic learning function. �(�), cumulative test effort in the time interval (0, �]. ∝, constant number parameter. J, scale constant parameter. Y�, failure ratio of generation i. G, power of test effort function. 

 
Table 2. Summary of SRGM used in this study 

 
Model Type m(t) 

Goel–Okumoto (GO) [
23] 

C :(1 − Z�D�) 
Yamada delayed S-
Shaped (YDSS) [24] 

S :(1 − (1 + ;�)Z�D�) 
Generalized Goel (GG) 
[25] 

C :[1 − Z�D�\] 
Inflection S-shaped 
(INFS)[26] 

S 
:(1 − Z�D�)1 + ∅Z�D�  

Flexible Non 
-Homogeneous Poisso
n Process 
(FNHPP) [27] 

S, C 

:Y[1 − Z�D^(�)]
+ :(1 − Y) 1 − [1 + ;�(�)]Z�D^(�)1 + VZ�D^(�)  

Asraful-Nesar 
(AN) [7] 

S 
:1 + JZ_`ab  

Pham–Zhang (PZ) [28] S, C 

11 + JZ�D� c(T + :)(1 − Z�D�)
− :;−∝ (Z�∝�
− Z�D�)d 

Li–Yi (LY) 
[29] 

C 

: e1 − Y�Z�D� − Y>Z�D��f_`ag�
− (1 − Y� − Y>)Z�D�gfh_i_`a��], G= 0 
|| : j1 − Z�D�Pk hPkhl , Y� = 1, Y> = Ym= 0 

 
For instance, the GO model comprises two parameters of : 
and ;[8]. the former denotes the total number of failures 
and the latter denotes the failure detection rate. The actual 
software defects and predicted defects of this model are 
presented in Fig.3[30]. Similarly, other concave models can 
estimate the SR. 
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Fig. 3.Expected failure in GO model 

 
 

3. The research method 

 
The SRGMs’ parameters could be estimated by different 

methods, among which is applying real-valued GAs[31]; 
therefore, their effectiveness in reliability growth models 
was examined in this study. To this end, a real-valued GA is 
applied to the earlier-mentioned SRGMs. The GA proposed 
for the solution of the problem using the genomes approach 
run in a number of stages until the stopping criteria are met. 
Each chromosome in GA denotes a candidate solution; the 
chromosomes are modified by three operators, i.e., 
selection, combination, and mutation in order to explore an 
appropriate solution to the problem. GAs normally 
comprise the following steps: 

1- Setting the parameters, i.e., population size, 
maximum step, and the genetic operators rate. 

2- Generating the initial candidate population in the 
shape of several chromosomes each of which 
stands for a solution[32]. 

3- Using the Fitness function to compute each 
chromosome’s fitness. 

4- Check the stopping criteria, which shows the 
termination of the algorithm operation else the 
next step continues. 

5- Applying the three operators, i.e., selection, 
combination, and mutation. 

6- Repeating the operation from Step 4 until the 
stopping criteria are met. 

The real-value method is employed in order to display 
the chromosomes within the proposed algorithm. Table 3 
presents the number of chromosomes in the population as 
the real-value for parameters a and b in the GO model. 

 
 
 

Table 3. Representation of chromosome with real value 
  

# a b 
Chromosome0 1.27 4.21 
Chromosome1 4.59 4.49 
Chromosome2 3.79 4.70 
Chromosome3 4.44 4.08 
Chromosome4 0.34 0.01 

 
The GA-based algorithm developed in this paper for the 

compatibility evaluation purposes works based on parallel 
implementation. The mentioned SRGMs’ parameters are 
estimated by means of the same PRGA method. Figure 4 
displays the overall process of the proposed method. As the 
figure depicts, initially the genetic parameters such as the 
number of processors, population size, and values of 
genetic operators are set. The n�, n�,  n>, … , n? stand for 
the chromosomes, and < 
�, 
�, 
>, … , 
? >  denote the 
parameters of each model considered as chromosome genes. 
As the proposed method is used in parallel, a topology type 
is needed to be selected for the interaction and cooperation 
of the Processing Element (PE)[33]. Based on the 
Hypercube 2D topology selected in this study, four 
processing elements are required to communicate form. 
Within the parallel model, the GA population comprises the 
sum of the sub-populations; as a result, the decentralized 
technique of initial population generation is employed in 
this study for the formation of a diverse sub-population[34]. 
Each processing element possesses its sub-population to 
which genetic operations are applied. Migration genetic 
operation is the related transfer of the superior 
chromosomes to another processing element[35]. In the 
present paper, M signifies the migration operation. 

The environment implemented for the evaluation of 
these models are displayed in Fig. 5. Due to parallelization, 
the proposed method was designed and implemented using 
the Message Passing Interface (MPI) in the C# 
programming language and the Visual Studio 2020 
environment. Within this environment, the desired data set, 
SRGM model type, and GA parameters could be 
determined. After these values are set properly, the 
algorithm begins estimating the parameters for the desired 
SRGM. At the final step, all the outputs achieved are stored 
in a file to be viewed and used later. 
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Fig. 4.Overview of the proposed algorithm 

 
Figure 6 displays a sample of the output attained by 

running the proposed GA on the GO model in the DS1 
dataset with the determined parameters. As the figure shows, 
the population size was fixed at 1000, the maximum 
number of execution steps at 1000, and Crossover, 
Mutation, and Migration rates equaled 25%, 2%, and 3%, 

respectively. The Weibull curve and Weibull exponential 
test function, as noted earlier, were used for the Mutation 
operator. 

The proposed method was applied to estimating the 
parameters of all SRGMs and determining the extent to 
which each SRGM was compatible with the proposed GA-
based algorithm. The outputs achieved are applied to the 
evaluation process in the following section. 
 

 
Fig. 5.The implemented environment 

 

 
Fig. 6.Sample of output the proposed method 

 
 

4. Experimental result 
 

This section explains the results obtained in this study. A 
model capable of making the best estimates with less error 
will have higher compatibility compared to GA. To 
measure the how compatible the GAs are with SRGMs, the 
8 SRGM models presented in Table 2 are used in this paper. 
In addition, Table 4 presents the specifications of the data 
set employed; each data set is applied to various 
applications. 

PE [0]:Iterate [0] => [2.20879], [11.35266]: 0.01791231 
PE [2]:Iterate [0] => [2.28666], [0.99429]: 0.01818956 
PE [3]:Iterate [0] => [2.28666], [0.99429]: 0.01818956 
PE [1]:Iterate [0] => [2.61909], [0.57772]: 0.01822374 
…. 
PE [1]:Iterate [999] => [2.38013], [0.58215]: 0.01857908 
PE [3]:Iterate [999] => [2.38013], [0.58215]: 0.01857908 
PE [0]:Iterate [999] => [2.38013], [0.58215]: 0.01857908 
Dataset:   DS1 
Model:   GO 
Population size:  1000 
Max iteration:  1000 
Converge iterate:  200 
Crossover rate:  0.25 
Mutation rate:  0.02 
Elitism rate:  0.05 
Migrate rate:  0.03 
Elapsed time:  00:04:19.09 
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Table 4.List of datasets 

 
Dataset Application 
DS1 On-line IBM entry software package 
NTDS U.S. Navy Fleet Computer Programming Center 

J1 Project1 spacecraft system testing 
SYS1 System failure1 

 
For the evaluation of SRGMs, eight criteria were taken 

into account, which are explained as follow: 
1) Elapsed Time (ET): It shows the average parallel 

execution time of processors in seconds, as given in Eq. 
(10): 

 

9) = ∑ 9p.q,)&Z� − ��:1�q,)&Z�Sr�@� 
?  (10) 

 
where 
? stands for the number of processors, and i 

denotes the current processor. 
2) Accuracy (ACC):this criterion shows the BestFitness 

value achieved among all the generations. It is calculated 
using Eq. (11): 

 Mnn = Max�u�uv(wZ-�(�ℎpZ--) (11) 
 
where yis the total number of executed generations of 

the algorithm, and the BestFitness is, in turn, computed 
with the following equation: 

 wZ-�(�pZ-- = 1∑ (&� − &(��))>?�@�  (12) 

 
where &� signifies the number of actual defects 

observed at time � and &(��) stands for the number of 
predicted defects at time�. ACC is taken into account as the 
chromosome with the best fitness value. 

3) Mean Square Error (MSE)[36]:It indicates the 
mean errors between the actual defect data and the 
estimated defect data from SRGM. Equation (13) calculates 
this criterion: 

 z�9 = ∑ (&� − &(��))>?�@� p − Y  (13) 

 
where p and Y denote the size of the data set and the 

number of parameters used in the model, respectively. Note 
that lower values of MSE show the better performance of 
the model. 

4) RootMean Square Error (RMSE): RMSE is the 
root of the MSE, which is applied to the computation of the 
difference between the actual observed values and the 

estimated ones. This criterion can effectively compare the 
prediction errors within a data set [37].It is calculated using 
Eq. (14): 

 

�z�9 = {1p <(&� − &(��))>?
�@�  (14) 

 

5) Sum of Absolute Error (SAE):It refers to the sum of 
all the distances between the actual data and the predicted 
value[38].SAE can be computed using the following 
equation: 
 �M9 = < |&� − &(��)|?

�@�  (15) 

 

Mean Error Of Prediction (MEOP):This criterion is 
applied to the measurement of the standard deviation and 
also the calculation of the distance of the total error of SAE 
considering the value estimated by a model. Equation (16) 
can be used to calculate MEOP[38, 39]: 

 

z9q
 = ∑ |&� − &(��)||�@�p − Y + 1  (16) 

 
Remember that a model could be accurate and, at the 

same time, incorrect, and vice versa. As a result, Theil's 
Statistic (TS) is applied to correctness, while Prediction 
Relative Error (PRE) is applied to accuracy. 

7) TS:It shows the mean percentage of deviation in all 
the data points. The closer the TS value to 0, the higher the 
correctness of estimation and model. TS is computed using 
the following equation: 

 

)� = }∑ (&(��) − &�)>|�@� ∑ &�>|�@� ∗ 100% (17) 

 

8) PRE: It shows the ratio of the number of actual 
errors to the number of predicted errors at the failure 
prediction time, as given in Eq. (18): 

 
�9 = 
1Z.T�Z. − MT�O:� �Z,ZT�-
1Z.T�Z.  (18) 

 
Note that a prediction will be acceptable if the TS value 

is less than 10% and the PRE value is in the range [−10%, +10%] of the actual number of the defects [40]. 
Table 5 evaluates each model by the calculating criteria 

in the DS1 data set. The minimum total value indicates that 
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a model has the highest compatibility with GA. Findings 
show that AN has the lowest total value, followed by GO 
and then the other models. Table 6 gives the results of the 
specified criteria in the NTDS dataset. Within NTDS, the 
AN model again shows the lowest total and, consequently, 
is selected as the most compatible model with the parallel 
GA, which is followed by FNHPP in this regard. 

 
 

Table 5.results of criteria and ranking in the DS1 dataset 

 

SRGM Criteria Value Criteria Value Sum 

GO model 

ET 3.22 SAE 24.3384 

40.7390 
ACC 0.018887 MEOP 1.2169 
MSE 2.5185 TS 7.8494 
RMSE 1.5870 PRE -0.0099 

YDSS 
model 

ET 3.21 SAE 24.4309 

41.1827 
ACC 0.018714 MEOP 1.2215 
MSE 2.5445 TS 8.1892 
RMSE 1.5951 PRE -0.0273 

GG model 

ET 3.94 SAE 24.3686 

41.4873 
ACC 0.018892 MEOP 1.2184 
MSE 2.5180 TS 7.8439 
RMSE 1.5868 PRE -0.0074 

INFS 
model 

ET 3.46 SAE 24.2159 

40.8335 
ACC 0.018912 MEOP 1.2108 
MSE 2.5176 TS 7.8380 

RMSE 1.5867 PRE -0.0143 

FNHPP 
model 

ET 6.94 SAE 22.5121 

42.5261 
ACC 0.018892 MEOP 1.1256 
MSE 2.5421 TS 7.7852 
RMSE 1.5944 PRE 0.0078 

AN model 

ET 4.73 SAE 23.9089 

39.1706 
ACC 0.018775 MEOP 1.1954 
MSE 2.4744 TS 5.2742 
RMSE 1.5730 PRE -0.0041 

PZ model 

ET 7.31 SAE 24.4482 

45.1769 
ACC 0.018775 MEOP 1.2224 
MSE 2.5363 TS 8.0817 
RMSE 1.5926 PRE -0.0330 

LY model 

ET 7.47 SAE 23.9512 

45.6212 
ACC 0.018911 MEOP 1.1976 

MSE 2.8953 TS 8.4124 

RMSE 1.7016 PRE -0.0257 

 

Figure 7 compares the mean execution times of SRGMs. 
This value was attained through running each model in all 
data sets. Generally, this value indicates which SRGMs 
have higher compatibility with the parallel GA regarding 
the time. As the figure clearly shows, the GO’s elapsed time 
is less than that of the others. 

To Check the overall consistency, these values were run 
for each model on all the defined data sets in a way to 
determine the models’ general compatibility. In this regard, 
lower values show less difference and more compatibility 
with the parallel GA. As Figure 8 depicts, AN offers the 
minimum value, 72.03; therefore, this model is recognized 
to have the highest compatibility with the parallel GA, 

which is followed by FNHPP with 78.13. 
 

 

Table 6.results of criteria and ranking in the NTDS dataset 

 

SRGM Criteria Value Criteria Value Sum 

GO model 

ET 4.05 SAE 69.4402 

98.6999 
ACC 0.000014 MEOP 2.1043 
MSE 7.8796 TS 0.2518 
RMSE 2.8071 PRE 0.0169 

YDSS 
model 

ET 4.31 SAE 68.3891 

96.4733 
ACC 0.000016 MEOP 2.0724 
MSE 6.0958 TS 0.1948 
RMSE 2.4690 PRE 0.0121 

GG model 

ET 5.75 SAE 73.1794 

108.6913 
ACC 0.000013 MEOP 2.2176 
MSE 7.3283 TS 0.2342 
RMSE 2.7071 PRE 0.0247 

INFS 
model 

ET 4.46 SAE 70.8755 

101.0088 
ACC 0.000017 MEOP 2.1477 

MSE 7.2594 TS 0.2320 

RMSE 2.6943 PRE -0.0402 

FNHPP 
model 

ET 5.75 SAE 67.9421 

86.9245 
ACC 0.000014 MEOP 2.0589 
MSE 7.2153 TS 1.2846 
RMSE 2.6861 PRE -0.0125 

AN model 

ET 4.96 SAE 64.2901 

79.3622 
ACC 0.000017 MEOP 1.9482 
MSE 5.5894 TS 0.1786 
RMSE 2.3642 PRE 0.0317 

PZ model 

ET 6.62 SAE 69.6103 

91.6677 
ACC 0.000017 MEOP 2.1094 
MSE 9.8613 TS 0.3152 
RMSE 3.1403 PRE 0.0112 

LY model 

ET 5.98 SAE 75.6352 

96.1960 
ACC 0.000017 MEOP 2.2920 

MSE 8.6225 TS 0.8151 

RMSE 2.9364 PRE -0.0852 

 
 

 
Fig. 7.The mean execution time of SRGMs 
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Fig. 8.The mean difference of SRGMs with PRGA 

 
 

5. Conclusion 

 
Reliability plays a critical role when examining the 

quality of software. Several models have been proposed in 
the literature to measure and estimate software reliability 
(SR), among which SRGMs is one of the most-used models. 
The current paper generally reviewed the relevant literature 
on the reliability growth and basic, novel models. The 
models examined in this study are among the most well-
known ones in this domain. In addition, many methods 
have been developed for the estimation of these models’ 
parameters, including GAs. The present paper was mainly 
aimed at investigating the extent each model is compatible 
with GA. Therefore, a parallel genetic method was applied 
to estimating the SRGM’s parameters. This study took into 
consideration various criteria, e.g., run time, accuracy level, 
and MSE. To end with, each model’s efficiency was 
evaluated through which the models with fewer differences 
and higher compatibility with GA were identified. The 
findings revealed that AN offered the highest level of 
compatibility with GA and had fewer errors, which was 
followed by FNHPP. As a result, AN and FNHPP are 
recommended to be applied to parameter estimation 
processes using GA. 
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